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MANUAL FOR COMPARING METHODS OF DESIGNING HYDROLOGIC-DATA-COLLECTION

NETWORKS

ABSTRACT

This report describes a method, based on random subsampling of real data, for
comparison of network-design technologies that have a common objective. Two such
technologies, Network Analysis for Regional Information (NARI) and Network Analysis
Using Generalized Least Squares (NAUGLS), were chosen to illustrate the comparison
technique by using a data base from a network of gages in the central part of the
United States. In general, the results for the illustrative example indicate that
the NAUGLS method conveys more information than the NARI method to the network
designer interested in maximizing regional information about mean annual flows given

a limited budget.

INTRODUCTION

The World Meteorological Organization (WMO) has had a long and productive
involvement with the hydrometeorological services of its member countries in the
development and dissemination of technology for the design of
hydrometeorological-data networks (Rodda,1969; World Meteorological Organization,
1972; Moss, 1982). However, to date, the testing of such technology has not been
conducted in a formal sense under the aegis of WMO. At the Seventh Session of its
Commission for Hydrology (World Meteorological Organization, 198U4), WMO decided to
create a new project that would compare several of the technologies that the
services were using to design networks. This project, known as HYNET, incorporates
the concept of using actual data for split-sample testing (Efron, 1982) that has
been used successfully in other comparison projects (World Meteorological

Organization, 1975; World Meteorological Organization, 1986).
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The main difficulty in implementing the HYNET project has been the
non-comensurate nature of the various technologies that are used by the
hydromeorological services. To conduct a truly valid comparison of two or more
technologies, the objective that the resulting data sets are to address must be the
same for each technology. This communality of objective was absent in the responses
of the member countries to an initial survey of interest in HYNET conducted by WMO.
Therefore, it was decided to illustrate the conduct of an comparison of
network-design technologies with two procedures developed and used in the United
States of America that did exhibit a common objective. This approach was chosen to
demonstrate the utility of such comparisons, with the hope that it would stimulate
movement toward common objectives that would permit subsequent comparison of a

broader international suite of network-design technologies.

Purpose and scope

The purpose of this report is to document how a study to compare network-design
techniques by use of random resampling of real data can be conducted. Data obtained
from a streamflow gaging station network in the central part of the United States
are used to illustrate the method. The report describes the approach and compares
two network-design technologies currently in use in the United States that select

gages to be operated to optimize regional information.
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Approach

The chosen approach takes advantage of randomly selected subsets of actual
hydrologic data to simulate the design of a network and its subsequent
implementation and evaluation. By repeated sampling from an existing data set, the
statistics of the effectiveness, in a particular hydrologic context, of the
network-design technologies in addressing their common objective can be developed
and used as the basis for comparison.

The approach can be illustrated by a hypothetical example. Suppose that a data
set exists in a particular region that has been determined to be homogeneous with
respect to the underlying assumptions of the network-design technologies that are to
be compared. This data set consists of the records from N stream-gages, each of
which has been operated for M years. Thus, if an annual streamflow characteristiec,
like mean annual discharge or mean annual flood, is a variable of interest, there
are NxM observations that can be derived from the data set. To conduct an
experiment, n streamgages, where n is less than the minimum of N or 50, are randomly
selected from the data set and m(i) observations, where i=1,n, are selected for each
gage. The values of m(i), the lengths of record at each site, are set by the
experimental design. This data subset is used in conjunction with each technology
to design data networks that are to be operated during a hypothetical planning
horizon, which also is defined by the experimental design. Because of data
limitations, the network designs are constrained to operate no more than Np gages
during the planning horizon. The planning horizon must be less than or equal to M
minus the maximum of the m(i); it also must be less than or equal to 50 minus the
maximum of the m(i). For each network design, the projected level of satisfaction

of the objective at the end of the planning horizon is recorded.
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For each network design -- that is, one for each technology being compared,
actual data are selected from the remainder of the original data set to conform with
each design. These data are incorporated with those used in the design to compute
the actual level of satifaction of the design objective. For each technology, the
difference between the projected and achieved levels of satisfaction is used as a
measure of the validity of each network design for the given sample of streamflow
data -- the smaller the absolute difference, the better the technique.

Because of the random nature of streamflow, a single simulation of the
network-design comparison does not provide strong evidence of the superiority among
the technologies. To strengthen the evidence, other random samples from the NxM
data set with the same n and m(i) dimensions can be selected and the simulation
repeated. By analyzing the statisties of a suite of simulations, stronger
statements can be made concerning the relative utility of the technologies in the
hydrologic setting of the experiment.

Other experiments can be conducted by changing n or m(i) or by selecting data
sets from other hydrologic regimes. By conducting a broad set of experiments, the

robustness of the individual technologies can be determined.
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METHODS OF NETWORK DESIGN

The two U.S. technologies that have been incorporated into the current version
of the HYNET programs are Network Analysis for Regional Information (NARI) as
described by Moss and others (1982) and Network Analysis Using Generalized Least
Squares (NAUGLS) as described by Tasker (1986). Each of these technologies has as
its goal the definition of data networks that will serve as efficient information
bases for the estimation of statistical parameters of streamflow at ungaged sites in
a homogeneous region; each also uses a regression model of streamflow parameter
against physiographic and climatic characteristics as the mechanism for estimation.
Each of these technologies has the capability of being used to design networks for
the estimation of any one of several streamflow characteristics. For the HYNET
project, the estimation of mean annual discharge was chosen as the parameter of
interest, and the common objective of the two technologies was to minimize its
expected mean squared error of estimation at ungaged sites in a homogeneous region.
The definition of a homogeneous region is discussed under Data Set Selection.

The NARI technology, which evolved from earlier work of Carter and Benson
(1971), relies on ordinary least squares to calibrate the regression relation and is
based on results of simulations using stochastic hydrology. NAUGLS conceptually
improves on NARI by the use of generalized least squares (Stedinger and Tasker,
1985), which permits the individual values of the computed streamflow
characteristics at each gaged site to be weighted in inverse relation to the
estimate of its accuracy. NAUGLS does not rely on simulation and is much more
mathematically elegant than NARI. However, NAUGLS does entail some simplifying
assumptions in developing its weighting scheme. Thus, HYNET becomes a desirable
approach to test whether the added elegance of NAUGLS in combination with its

simplifying assumptions is a practical improvement over the more simplistic NARI.
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DATA SET SELECTION

The larger the original data set, the more powerful and robust will be the
conclusions that can be developed from it. However, there are two criteria that
potentially limit the data-set size: (1) the records for each of the N streamgages
must be representative of a homogeneous hydrologic region and (2) records for each
streamgage should be continous for a common period of M years. Neither of these
criteria is an absolute requirement, but significant deviations from either will
weaken the resulting conclusions.

The definition of homogeneous hydrologic regions has been a topic of research
within the hydrologic community (Wiltshire, 1986). The approach taken in each of
the HYNET technologies is that homogeneity is relative to the level of
sophistication contained in the underlying regression model. For example, if the
logarithm of mean anual streamflow is to be regressed against the logarithm of basin
drainage area, a homogeneous region for this model would consist only of stream
reaches that are influenced similarly by precipitation regimes, soils, vegetation,
and other morphological characteristics of the drainage upstream from the reach.
Any significant inclusion of subareas that violate this assumption increases the
inherent error of the underlying model and, thereby, decreases the ability of the
model to to utilize the data in providing more accurate estimates. On the other
hand, if concepts and variables that capture more of the understanding of the
hydrologic processes are available, the homogeneous region expands to incorporate
subregions with deviations that can be explained by the added complexity. Thus, in
implementing HYNET, there is a trade off between the desirablity of large data sets
and the added effort required to achieve homogeneity within the data set. An
arbitrary selection has been made for the current version of HYNET to use two
independent variables-- drainage area and mean annual precipitation-- in the
regressions. Therefore, the data set should be as homogeneous as possible with

respect to all other causal factors of annual discharge.
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If the second criterion can not be met explicitly, there are two options for
the implementation of HYNET. The first option is to remove streamgages and/or
shorten the common time period to the point that the criterion is met. By
exercising this option, the range of data availability -- that is, the number of
gages and lengths of record -- over which the technologies can be compared will be
reduced, and the robustness of the comparison will be impaired. The second option
is to fill the gaps within the NxM matrix with statistically valid procedures
(Kendall and others, 1983). A minimal amount (less than a few percent ) of such
synthetic data will not compromize the conclusions that can be drawn from the

analysis.
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STEPS IN EVALUATING A NETWORK DESIGN

The execution of an individual phase of the HYNET project is conducted in a
series of steps, as illustrated in figure 1. Each of these steps is demonstrated

herein by use of an example from the central part of the United States.
Identify data base

The current version of the HYNET program restricts the number of gaging
stations to a maximum of 150 and the period of record at any station to a maximum of
50 years. The NxM data base for the implementation of HYNET must fall within these
limits.

The United States Geological Survey operates and maintains records for
approximately 7000 thousand gaging stations in the United States. These gages
monitor streamflow from areas with climatic conditions ranging from arid to humid
and with terrain ranging from mountains to plains. This demonstration study was
limited to the upper central portion of the United States (figure 2) because of the
region's roughly similar climate and topography. Only those stations that were
operated, at least in part, for the purpose of collecting regional information and
had complete record for the period 1955-198Y4 were considered. The 146 stations that
form the potential data base for this example have drainage areas that range between

32 and 24,730 square kilometers and mean annual precipitation ranging between 77 and

117 cm as shown in figure 3.

Investigate regional homogeneity

To investigate the regional homogeneity of the potential data base, mean annual
discharge was computed for each of the 146 gaging stations for the common period of

record, 1955-1984, and a regression of the natural logarithms of these values
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against the natural logarithms of the independent variables, drainage area and mean
annual precipitation, was performed. The resulting regression had a coefficient of
determination of 0.99 and a standard error of estimation of 14 percent. A plot of
the data-based estimates of mean annual discharge against those derived from the
regression (figure 4) shows no unusual outliers. Figure 5, a map of residuals (the
regression estimates minus the data-based estimates), shows a trend from east to
west. However, because of the overall goodness of fit of the regression, it was
felt that this trend was not a significant violation of the assumption of
homogeneity. Thus, the conclusion from this step is that all 146 stations comprise

a sufficiently homogeneous region for the purposes of the HYNET study.

Compile data

Because there are no discontinuities in the 146 records used in the U. S.
example, there is no need to complete the data base with synthetic data. However,
if it were necessary, synthetic data should be generated and added to the data base
prior to its formatting for input to the HYNET program.

The data-base format is arranged sequentially by streamgage -- that is, all
data for a particular gage are maintained as a separate record. Each record
consists of ten lines of information. Table 1 shows the layout of the first two
records (gages) of the U.S. example. The first line contains a gage number and
name; lines two through ten, annual mean discharges for the years 1901-1990 with
ten fields or values per line; line eleven contains the drainage area upstream from
the gage and the mean annual precipitation on the drainage upstream from the gage.
In lines two through eleven, column 1 is blank followed by up to ten fields of seven
columns each. Years with no value of annual mean discharge, neither measured nor
synthetic, are indicated by -1. There should be no negative or missing values in

the concurrent records used for the HYNET analysis ( 1955-1984 in the example).
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Table 1. Layout of records for HYNET example. [Annual means are shown in
cubic meters per second, drainage area is in square kilometers, and mean annual
precipitation is in centimeters. Values of -1,00 indicate missing values]

03086500 MAHONING R AT ALLIANCE OH
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 =-1.00 -1.00
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 =-1.00 -1.00
-1.00 1.671 2.625 1.068 2.027 2.486 2.537 1.940 1.923 2.656
3.511 3.228 1.747 1.175 2.832 3.851 2.220 3.030 3.002 2.710
1.957 1.407 1.543 1.875 1.708 1.492 2.226 2.138 1.716 2.461
2.682 2.478 3.455 3.596 L4.uT4 2.945 2.246 3.908 3.398 2.945
3.426 2.860 2.741 3.936 2.945 -1.00 -1.00 -1.00 -1.00 -1.00
231.0 94,0
03092000 KALE C NR PRICETOWN OH

-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00
-1.00 0.513 0.733 0.374 0.470 0.544 0.790 0.450 0.402 0.750
0.804 0.889 0.365 0.391 0.733 1.031 0.558 0.685 0.824 0.787
0.425 0.374 0.309 0.589 0.442 0.419 0.532 0.459 0.586 0.646
0.614 0.807 0.855 1.014 1.220 1.152 0.634 1.056 0.963 0.714
0.603 0.612 0.637 0.753 0.614 -1.00 -1.00 -1.00 -1.00 -1.00
56.7 96.5
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Design Experiments

Each experiment is characterized by an individual set of values for the
parameters shown in table 2. The goal of the HYNET comparison is to test the
network-design technologies over a range of conditions that bracket most situations
encountered by hydromeorological services throughout the world. Therefore, for each
hydrologic setting to be investigated, it is desireable to compare the technologies
when the designs are based on the existence of either sparse or replete data sets
and for conditions under which the designer expects either austere or abundant
budgets during the planning horizon. To span this multidimensional space of
potential experiments, it is convenient to separate the initial experimental design
into two facets: (1) selection of the parameters that describe the data base
available for performing the network design and (2) selection of the parameters that
constrain the design outcomes.

The first dimension of data availability is the number of gages that can
provide data for the initial regressions that serve as the basis of each network
design. For the sparse situation, it is assumed that ten individual gage records
are available in the homogeneous region; for the data-rich case, it is assumed that
30 records are available.

The second dimension of data availability is the temporal one, the lengths of
the available records. In most actual situations, che records available at any
given time are variable in length. The HYNET program mimics this charateristic by
providing for the selection of three different lengths within any experiment.
Therefore, selection of the three record lengths and the fractions of the records of
each length comprise the second step in the experimental design. For the initial
designs, it is assumed that records of 5, 8, and 10 years length are available to
represent the sparse-data situation, with 30, 40, and 30 percent, respectively, of

the records being of each length. To explore the data-rich condition, it was chosen

1
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that records of 10,

30, 40, and 30 percent in each category. Combining the sparse and replete

characteristics in each dimension defines four data-availability conditions.

Table 2 -- Experimental design parameters
Symbol Definition
NB Number of gages with record available for the initial regressions
L1 Record length in the first category, in years
N1 Number of gages with record length of L1
L2 Record length in the second category, in years
N2 Number of gages with record length of L2
L3 Record length in the third category, in years
N3 Number of gages with record length of L3
PH Length of planning horizon, in years
NP Maximum number of gages operated during the planning horizon
As with data availability, there are two dimensions to design constraints:
the number of gages that can be operated in the future -- a budgetary constraint,
and (2) the length of the planning horizon -- a time constraint. To represent

austere budgets, it is assumed that 10 gages can be operated; under the abundant

budget, funds for 40 gages are assumed. For the length of the planning horizon,

values of 5 and 10 years are of interest.

15, and 20 years be available with a respective distribution of

(M

12
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Each of the two facets of experimental design contains four pairs of
conditions. When the two facets are combined, sixteen scenarios result, each of
which defines a desirable experiment for implementation of HYNET. These 16 basic
experiments, enumerated in table 3, bracket the extremities of the HYNET sample
space. In addition to these experiments, at least one experiment in the interior of
the sample space would be desireable. Therefore, an experiment in which 20 records
are available for the regression--six of which are 10 years long, eight of which are
12 years long, and six of which are 15 years long--is favored. The prefered
planning horizon for the experiment is 10 years and the prefered budget would

provide for 25 gages during the planning horizon.
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Data availability

Table 3 -- Basic experiments

Design constraints

14

parameters

Few, short records

Few, long records

Many, short records

Many, long records

Austere budget, short horizon
Austere budget, modest horizon
Adequate budget, short horizon
Adequate budget, modest horizon
Austere budget, short horizon
Austere budget, modest horizon
Adequate budget, short horizon
Adequate budget, modest horizon
Austere budget, short horizon
Austere budget, modest horizon
Adequate budget, short horizon
Adequate budget, modest horizon
Austere budget, short horizon
Austere budget, modest horizon
Adequate budget, short horizon

Adequate budget, modest horizon

20, 5, 10
20, 10, 10
20, 5, 40
20, 10, 40
10, 5, 10
10, 10, 10
10, 5, 40
10, 10, 40

20, 5, 10
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For any given experiment, the minimum size of the actual data set is a function
of the parameters of the experiment: (1) the minimum number of gaged records is
equal to the sum of the number of gages available for the initial regressions and
the number of gages that can be operated during the planning horizon, and (2) the
minimum length of concurrent record equals the sum of the maximum length of record
available for the initial regressions and the length of the planniﬁg horizon. To
accomplish the full suite of experiments described in table 3, an actual data base
comprised of at least 70 gages (N), that have concurrent records with a minimum of
30 years (M), is required. This limitation derives from the data-rich,
abundant-budget scenario, which is thé experiment with the greatest data demand. If
the minimum data set is not available, those experiments listed in table 3 that fall
within the constraints described above would be executed. Furthermore, when N is
less than 70 and M is less than 30, one additional experiment that just fits within
the constraints should be run.

As was discussed in the section on data-set selection, the larger the actual
data set that is provided for the HYNET program, the more credible will be the
results. If more than 70 gages are available from the homogeneous region or if

concurrent records of length greater than 30 years exist, these additional data

would be included in the data set.
Execute experiments

The computer program for comparison of the NARI and NAUGLS procedures consists
of a main program (HN.F77) and 37 subprograms and functions (see Appendix A for
listing). The program requires approximately 420K bytes of memory and will run 100
repetitions in about 120 minutes of CPU on a computer that can perform 4.5 million

instructions per second.

In addition to the streamflow-data file, input to the HYNET program is made
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from the keyboard in response to prompts that appear on the computer screen. An
example is shown in table 4.

HYNET computer program output consists of the values of 15 variables as shown
in table 5. The first 10 variables are the parameters that define the experiment;
the last five are the results of the experiment. Output for the seventeen

experiments in the U.S. example are given in appendix C.
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Table 4. Example of prompts and responses as they appear on
the screen and are typed from keyboard, respectively, for
running the HYNET program.

Please enter total number of stations in file

146

Please enter beginning year and ending year of
complete record for all sites. -- example 1955 1984
1955 1984

Please enter name of output file
ex1.out

Please enter the number of stations with record

available for the initial regressions, NB.
10

Please enter length of planning horizon, PH, in years
5

Please enter maximum number of gages that can be operated at one time, NP
10

There are 10 stations in network

Please enter 3 pairs of number of station-rec length combinations
Nt L1t N2 L2 N3 L3

3 5 4 8 3 10

Please enter number of repetitions
100



10

11
12
13
14

15

Table 5 -- HYNET output variables

Data Availability
Number of gages (NB)
Record length in the first category, in years (L1)
Number of gages in the first category (N1)
Record length in the second category, in years (L2)
Number of gages in the second category (N2)
Record length in the third category, in years (L3)
Number of gages in the third category (N3)

Design Constraints
Planning horizon, in years (PH)
Maximum number of gages during the planning horizon (NP)
Number of repetitions in the experiment

Results of the Experiment
Mean error of NARI designs, in percent
Mean error of NAUGLS designs, in percent
Root mean squared error of NARI designs, in percent
Root mean squared error of NAUGLS designs, in percent

Relative information content of NAUGLS to NARI

Output variables 11 through 14 are based on differences of the projected and

realized standard error of estimate of mean annual discharge, expressed as

percentages of the individual repetitions within the experiment. For example, if

18
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the network design for NARI indicated that the standard error of estimate would be
10 percent at the end of the planning horizon and the realization of the network
design resulted in only 8 percent, the difference for this particular repetition
would be 2 percent. The averages of 100 differences for each experiment, both for
NARI and NAUGLS, are variables 11 and 12. Variables 13 and 14 are the averages of
the squares of the 100 differences for each technology. Variable 15, the relative
information of NAUGLS to that of NARI, is the ratio of the square of variable 13 to

the square of variable 14.

19
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Analyze Results

The primary measure of the reliability of a network-design technology is the
reciprocal of the mean squared error -- that is, the root mean squared error
squared. This measure is the equivalent of the technology's information content
about the regional information at the end of the planning horizon if the network
design is implemented. Therefore, if the information content of one technology
exceeds the other by a significant amount, it can be said to be the superior
technology for the conditions of the given experiment. One way of portraying the
comparison of the two technologies is by the reciprocal of the ratio of their mean
squared errors, which is a measure of their relative information contents (Matalas
and Langbein, 1962). For example, if the mean squared error of NARI is divided by
that of NAUGLS, the result is the relative information of NAUGLS to NARI. If the
ratio is significantly greater than 1.0, NAUGLS is superior to NARI for the
conditions of the experiment; if the ratio is significantly less than 1.0, then
NARI is superior to NAUGLS; and if the ratio is approximately equal to 1.0, the
choice between the technologies is an insensitive one. Relative information should
be computed for each experiment, and the regions in the design sample space where
one technology is superior to the other should be defined. The results for the U.S.

example are summarized in table 6.
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Table 6. Summary of results for comparison of Network Analysis for Regional
Information (NARI) and Network Analysis Using Generalized Least
Squares (NAUGLS).

EXP NB L3 PH NP BIAS (in, percent) RMSE(in, percent) RELATIVE INFORMATION

NO. NARI NAUGLS NARI NAUGLS [mse(NARI)/mse(NAUGLS)]
1 10 10 510 1.62 - 0.65 4.07 3.20 1.6
2 1010 10 10 2.15 - 0.25 4.20 2.75 2.3
3 1010 540 0.91 - 0.82 3.74 2.93 1.6
4 10 10 10 40 1.65 - 0.18 3.83 2.57 2.2
5 1020 510 1.26 - 0.16 3.03 2.26 1.8
6 1020 10 10 1.80 0.1 3.06 1.95 2.5
7 1020 5 40 0.44 - 0.37 3.08 2.2U 1.9
8 1020 10 40 1.33 - 0.02 2.79 1.86 2.2
9 3010 510 0M - 0.08 2.24 1.70 1.7

10 3010 10 10 1.12 0.20 2.40 1.75 1.9

11 30 10 540 0.62 - 0.18 2.08 1.7 1.5

12 30 10 10 40 1.16 0.18 2.33 1.76 1.8

13 3020 510 O0.74 0.21 1.40 1.02 1.9
14 30 20 10 10 0.94 0.39 1.49 1.06 2.0
15 3020 5 40 0.65 0.24 1.39 1.04 1.8

16 30 20 10 40 0.97 0.34 1.47 1.04 2.0

- ——————————————————— ————————— —————————— —

21
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Design, run, and analyze complementary experiments

If the basic experiments are not dense enough to define the regions of
superiority, additional experiments, in the vicinities where shifts in dominance are

suspected, should be performed until the shifts are reasonably well defined.

Write report

A report on each implementation of HYNET should be prepared following the
anotated outline given in table 7. A sample report for the U.S. example is

provided in Appendix D.

Table 7 -- Annotated outline of final report

I. The Homogeneous Region: Describe the climate and phisiography of the
region.

I1. The Hydrology of the Region: Describe seasonal characteristics of the
surface-water hydrology and describe the sub-surface hydrology if it has a major
impact on runoff.

II1. The Available Data Base: Describe the availability of surface-water
records in the region, the selection of candidate gages for the data base, the tests
for homogeneity, and the results of the tests;,; describe the accuracy of the
topographic maps used to compute drainage areas; and describe the accuracy of the
estimates of mean annual precipitation.

IV. The Experiments: Describe which experiments were run and what their

outcomes were,

V. Conclusions: Describe which technology was superior in which parts of the

sample space.
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SUMMARY

Comparing streamflow network design technologies by random resampling of real
data is operational for comparing two network design technologies currently in use
in the United States. The network design technologies, NARI and NAUGLS, are briefly
summarized. These technologies have a common objective-- to maximize regional
streamflow information. The use of the computer program described in the report is
illustrated by an example using a streamflow network located in the central part of
the United States. The program can be used for other networks by changing the input
data. However, changes in the source code (Appendix A) would have to be made if

technologies other than NARI and NAUGLS are to be compared.
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Appendix A

HYNET USERS MANUAL -

-- Program source code.

Table of contents

PROGRAM

hnt (main)

SUBROUTINES AND

FUNCTIONS

melior ....
modivalu ..
multiply ..

COMMON FILES

dimens.cmn
gr.cmn ...

tab.cmn ...

mv.cmn ., ..

gr1i-5.cmn .
nari.cmn ..

PAGE NO.
32

APPENDIX A
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c program hn.f77

include ‘dimens.cmn’
include ‘gr.cmn’

real*4 ynew(1l,maxyr), danew(maxs), prnew(maxs), pick(200)
integer*4 ipick(maxs),i,nstat,nph,nbud,nt,jl,n2,32,n3, j3,nrep,
+ irand,irep,ntot,npick, jhave,ipk,ii,ibeg,icount,lsta,
+ ihave, j, jparm, jsave ,k, jmax, jib, j2b, j3b,nm,ns,nmean,
+ minyr,isav, jend,nex,ncall

real*4 smean,ss,aa,vmean,se,varbar,rabar,recin,anb,serr,sserr,x]1
+ x2,pred,err,errmean,prmse,obmse,bg0,bgt,bg2,
+ gemean,gpmse,gomse ,daall ,prall,amall

common /netl/ noall,daall(150), prall(150), amall1(150)
integer*4 jl,irank,ivsav

common /cY/ j1(50), irank(50), ivsav(50,30)

include ‘nari.cmn’

double precision stanew(1), staold(50)

character*32 fileout

open(5,file='hynet.dat’)

write(*,121)

format(’' Please enter total number of stations in file’)
read(*,*)noall

do 41 i=1,ngall

call readS(amall(i),daall(i),prall(i))

continue

rewind(5)

c terminal queries

122 format(’ Please enter

200 format(‘’ Please enter length of planning horizon, PH,

300 format(’

write(s,6122)

beginning year and ending year of’',/,
+' complete record for all sites. -- example 1955 1984°’)
read (*,*)kbeg, kend

kbeg=kbeg-1900

ktot=kend-1900-kbeg+1

write(*,98)

98 format(’ Please enter name of output file')

read(*,97)fileout

97 format(a32)
open(6,file=fileout)
endfile (6)
rewind (6)
write(*,100)
100 format(' Please enter the number of stations with record °,/,

+' available for the initial regression, NB')
read(*,*)nstat

write(*,200)

in years')

read(*,*)nph

write(*,300)

Please enter maximum number of gauges that can be operate

+d at one time, NP')

read(*, *)nbud
write(6,1177)nstat, nph, nbud

1177 format(’ Initial number of stations = ',i3,/
+‘ Planning horizon = ', i3,/,
+’' Number of stations to be operated in future = ° i3)

¢ read distribution of record lengths

[

C

109 FORMAT(//,

write(*,101)nstat
format(’ There are’ ,3i3,°' stations in network’',/,
*#' Please enter 3 pairs of number of station-rec length

combination
*s ./, Nt L! N2 L2 N3 L3")
read(*,*)nt, .n2,3j2,n3,33
write(*,103
103 format(’ Please enter number of replications )

read(*,*)nre

write(6,108)nrep, nl, j1, n2, j2, n3, 33
irand=97l

108 format(ix, ‘nreps, irand, rec length dist’,i5,i10,615)

108 format(ix,’ Number of repllcat1ons = ‘.14 ,/.
+‘ Initial distribution of record lenghts',/,
+1x,12,’ stations with ' ,i2,°’ years of recora’,/,
+1x,12,’ stations with *,12,‘ years of record’,/
+1x,12,’ stations with ‘,12,’ years of record’)

write(6,109)

rep no’,t10, 'pred ols mse’ ,t23, 'obs ols mse’,
#t36, ‘bias ols ' ,t50, pred gis mse’',t63, obs gls mse’' ,t76,
*‘'bias gls’',t86, bl aols’',t96, 'b2 ols’
*#t106, ‘bt gis’',t116, 'b2 gis’,/)
snari=0.0

ssnari=0.0

sgls=0.0

ssgts=0.0

do 77 irep=1,nrep

.
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do 18 i=1,50
18 ipick(i)=0
rewina(5)
ntot = nstat + nbud
randomly pick statiaons
===z=z===== for picking with replacement =========
call randuv(irand,pick,50)
do 1 i=1,50
ipick(i)=pick(i)*146 + 1
1 continue

0onon0oo0non

----- for picking without replacement =
npick=1
c call randuv(irand,pick,200)
do 511 i=1,200
511 pick(i)=ran2(irand)
do ' i=1,200
if (npick.le.50)tnen
jhave=0
ipk=pick{i)*nocall+1
c check to see if it is a repeat
do 17 ii=1,npick
17 if (ipick(ii).eq.ipk)jnave=1
if (jhave.eq.0) tnen
ipick(npick)=ipk
npick=npick+]
end if
end if
1 continue
if (npick.1t.51)then
write(*,5053)
5053 format(’ STOP--
stop
end if
C randomly pick beginning year
ibeg=ran2(irand)*ktot+kbeg
c load y matrices
icount=0
[} jstart=1
do 2 i=1,noali
I1sta=i
ihave=0
do 3 j=1,50
if (ipick(j).eqg.lsta)then
jparm=j
c jstart=jstart+1
ihave=ihave+1
if(inhave.eqg.1)then
call readin(yo'la,50,ktot,daold,prold,staold, jparm, ibeg, kbeg)
jsave=jparm
else
daold(j)=daold(jsave)
prold(j)=prold(jsave)
staold(j)=staoid(jsave)
do 15 k=1 ktot
15 yold(j,k)=yold(jsave, k)
end if
end if
3 continue
if (ihave.eqg.0)then
c icount=icount+!
icount =1
call readin(ynew,l,ktot,danew,prnew,stanew, icount, ibeg,kbeg)
eng if
2 continue
jmax=max(j1,32,33)
ixtest=jmax+nph
if(ixtest.gt.ktot)then
write(*,5056)

fewer than 50 stations selected ')

5056 format(‘ STOP -- Maximum record length +*planning horizon’,/,
+ ' exceeds total years of record.’)
stop
end if

jib=jmax-j!
j2b=jmax-3j2
j3b=jmax-33
nm=nl+n2
ns=nl+1i

do 7 i=1,n1t
jigiy=j1
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if(jib.gt.0)then
do 6 j=1,jlib
6 yold(i, j})=-9.9999
end if
7 continue
do 9 i=ns,nm
ji(iy=j32
if(j2b.gt.0)then
do 8 j=1,j2b
8 yold(i, j)=-9.9999
end if
9 continue
ns=nm+ 1
do 11 i=ns,nstat
Jji(i)=3j3
if (j3b.gt.0)then
do 10 j=1,3j3b
10 yold(i,j)=-9.9999
end if
11 continue
ns=nstat+1
do 16 i=ns,50
ji(i)=o
do 14 j=1, jmax
14 yold(i,j)=-9.9999
16 continue
Cc write resuilts
do 12 i=1,nstat
c write(6,2000)ibeg, staold(i)
c write(6,2001)(yold(i,j),.j=1,
2000 format(i1x,i2,2x,aB8,2x,f8.4,2
2001 format(10f8.4)
smean=0.0
slogs=0.0
nmean=0
ss=0.0
do 21 j=1, jmax
if(yold(i,j).gt.~-9.)then
nmean=nmeant}
smean=smean+10*%*yold(i, j)
slogs=slogs+(yold(i,j))
ss=ss+(yold(i,j))*+*2
end if
21 continue
if(nmean.gt.0)then
aa=smean/nmean
al=slogs/nmean
amean(i)=alogliO0(aa)
vmean=(ss-nmean*al**2)/(nmean-1.0)
stdev(i)=sqrt(vmean)
end if

, daold(i), proid(i)
30)
x,f8.4)

12 continue

write(6,9003)(amean(i),daold(i),.prold(i)

,i=1,nstat)
9003 format(i1x, 'amean,da,pr ,3f10.4)

c

call lever

call olsreg(amean,daold,prold,nstat,se)
c
c write(1,9001)se

9001 format(’' olsreg’,f10.4)

c

minyr=6

call eqcov(yold, jmax,nstat,minyr ,varbar,rabar,recin)
c
c write(1,9002)rabar

9002 format(’ eqcov’,f10.4)

call srpos(nstat,recin,varbar,rabar,0.0, rec1n)
write(1, 9006)varbar

9006 format(lx ‘ srpos ,913.5)
anb:nstat-z
call modlvalu(recin,anb,se)
write(1,9004)recin

9004 format(ix,’ modlvalu’ ,f10.2)
call evaluB(ntot, jmax,nph,nbud,se)
write(1,9005)se

9005 format(1x,’ evaluB8’',f10.4)

c NE=3
NEX=2
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C
c WRITE(1,954)NSTAT,UMAX RABAR
954 FORMAT( " NSTAT JUMAX RABAR ‘,2I15,F10.2)
C
call glsreg(nstat, jmax,rabar,nex,0)
c
c write(1,9007)rabar

9007 format(ix,’ glsreg’,f10.2)
isav=0
jend=jmax+nph
do 30 i=1,50
smean=0.0
nmean=0
ss=0.0
do 31 j=1,jend
if{(ivsav(i,j).gt.0)then
nmean=nmean+ |
smean=smean+10*%**yo1d(i,j)
ss=ss+yold(i,j)**2
end if
31 continue
if(nmean.gt.0)then
isav=isav+li
aa=smean/nmean

c vmean=(ss-nmean*aa**2)/(nmean-1.0)
amean(isav)=alogi0(aa)
c stdev(isav)=sqrt(vmean)

danew(isav)=daold(i)
pronew(isav)=prold(i)
end if
30 continue
call olsreg(amean,danew,prnew,isav,se)
c call glsreg(isav, jend,rabar,nex)

serr=0.0

sserr=0.0

do 51 i=1,noall
x1=zalog10(daall(i))
x2=alogi10(prali(i))
pred=b0+b1*x1+Hb2%x?2
err=pred - (amall(i))
err=err*2.302585
serr=serr+err
sserr=sserr+err*s?

C write(6,1012)pred, err, daall(i), prall(i)
1012 format(1x, 'pred err da pr‘,4f15.4)
51 continue

errmean=serr/noall

c errvar=(sserr-noall*errmean**2)/{(noall-1.0)
prmse=semin%**2

c bias2=errmean*%2

[ obmse=bias2 + errvar
obmse=sserr/noall

c write(6,1013) irep, prmse, obmse, errmean, anbsv, anysv,

[+ *a, btl, b2

1013 format(1x,i4,3g13.5,2f10.1,3f10.4)

c

C m==EZ===Z=c=

c

write (1,7001)rabar, jmax,nph,nbud
7001 format(’ call glsnet args=‘',f10.3,3i5)

call glsnet(rabar, jmax,nph,nbud)
c write(1,9009)rabar
3009 format(1ix,’' glsnet’,g13.5)
call netgls(bg0,bgt,bg2,gemean,gpmse,gomse, jend, rabar)
[ write(1,3010)bgt
9010 format(ix,’' netgls‘’,g13.5)

write(6,1014)irep,prmse,obmse,errmean,gpmse,gomse,gemean,
*btl,b2,bgl,bg?2

1014 format(1x,i4,6e13.5,4Ff10.4)
dnari=prmse-obmse
dgls=gpmse-gomse

R}

snari=snari+dnari/nrep
ssnari=ssnari+dnari**2/nrep
sgls=sgls+dgls/nrep
ssgls=ssgls+dgls**2/nrep

77 continue
signi=snari/(abs{snari))
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sign2=sgls/(abs(sgls))
snari=sign1*100.0%*(exp(snaris*2)-1.0)** 5
sgls=sign2+%100.0%(exp(sglis**2)-1.0)*#%. .5
rinfo=ssnari/ssgls
ssnari=100.0%(exp(ssnari)-1.0)**.5
ssgls=100.0%*(exp(ssgls)-1.0)%%. 5
write(6,1179)

format(//,’ The following statistics are based on the differences
+, in percent,’

+,/," between projected and achieved mean square error:’)
write(6,1178)snari,ssnari,sgls,ssgls,rinfo

format{’' Mean difference NARI =',f10.2,/,
+’' Root-Mean-Square difference NARI = ,f10.2,/,
+’ Mean difference NAUGLS =',f10.2,/,
+‘ Root-Mean-Square difference NAUGLS =‘,f10.2,

+///,' Relative infaormation of network output of NAUGLS to that of
+NARI =',f10.2)

stop

end

C SUBROUTINE BHIND
C

100

- -
N -
oo

140
150

SUBROUTINE BHIND(IPHI,KFLAG,JEVENT)

INTEGER®*4 NRCV,NEV,1,IFLAG,K,IPHI KFLAG,JEVENT

REAL*4 NYRS,NBAS,POGAM,POSJO,SEAPP AGAM

INCLUDE ‘TAB.CMN’

INCLUDE ‘MV.CMN°

COMMON/PARST2/AGAM(41),SEAPP

COMMON/N1SET/NYRS ,NBAS

COMMON/N2SET/NRCV

COMMON/PROSET/POGAM(41),P0SJ0(100)

REAL®*4 CUT,SUM,DELT,CVS,RC,GAMMA ,PXU,PXL,PTU,PTL,AM, AS,ZMU,ZSD,

+ PRI, XMU,XSD

CuT=0.0010
CONTINUE
KFLAG=1
IPHI=O
SUM=0.0
DELT=SEAPP* 01
NEV=4% JEVENT-3
DO 150 I=1,NRCV
CvS=CVv(I)
RC=RHOC(I)
IFLAG=1
DO 140 K=1,41
GAMMA=AGAM(K)
PXU=SEAPP+DELT
PXL=SEAPP-DELT
PTU=ALOG(PXU)
PTL=ALOG(PXL)
IF(JEVENT.NE.6) THEN
CALL OBSEMT(NBAS,NYRS,CVS,RC,GAMMA ,NEV,AM,AS)
CALL LNMOM(AM,AS, K ZMU,ZSD)
CALL PRICAL(ZMU,ZSD,PTU,PTL,PRI)

ELSE
CALL OBSESD(NBAS,NYRS,CVS,RC,GAMMA , XMU,XSD)
CALL PRICAL(XMU,XSD,PTU,PTL,PRI)

ENDIF

PRI=PRI*POGAM(K)

IF(IFLAG.GT.1) GO TO 110
IF(PRI.LT.CUT) GO TO 120
IFLAG=2
IF(PRI.LT.CUT) GO T0O 150
CONTINUE
IF(IFLAG.LT.2) GO TO 140
IPHI=IPHI+1
IF(IPHI.GT.500) THEN
WRITE(6,610)
KFLAG=2
RETURN
ENDIF
CVARAY(IPHI)=CV(I]) N
RCARAY (IPHI)=RHOC(I)
GARAY (IPHI)=GAMMA
PRIOR(IPHI)=PROBRC(I1)*PRI
SUM=SUM+PRIOR(IPHI)
IF(K.EQ.41.AND.SUM.GE.0.0001) WRITE(6,620) CVS,RC
IF(K.EQ.41 . AND.SUM.GE.0.0001) KFLAG=2
CONTINUE
CONTINUE

IF(SUM.GT.0.0001) THEN
DO 200 I=1,1IPHI
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CC 20 FORMAT( " NETWORK EVALUATION AND DESIGN BASED ON STANDARD ERROR OF
cc
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PRIOR(I1)=PRIOR(I)/SuMm
200 CONTINUE
RETURN
ENDIF
IF(CUT.LT..001) GO TO 300
CUT=0.0001
GO TO 100
300 CONTINUE
WRITE(6,600)
600 FORMAT('0** OBSERVED STANDARD ERROR APPEARS TO BE INCONSISTENT WIT
*H THE OTHER PARAMETERS..'//® THE CONDITIONAL PROBABILITY OF SUCH
*A COMBINATION OF PARAMETERS IS NEARLY ZERO.‘)
610 FORMAT('ONUMBER OF FEASIBLE PARAMETER COMBINATIONS(PHIS) EXCEEDS N
*UMBER ALLOTTED')
620 FORMAT (' 13sss¥ssss5s% WARNING *#*3%% THE PRODUCT OF THE LIKELIHOOD
TAND THE PRIOR FOR MODEL ERROR HAS NOT BEEN ZEROED OUT *%s%'///’' (CV
2= *,F5.3," RC = ',F5.3,///,' %%% THE FOLLOWING TABLE OF FEASIBLE P

SARAMETER COMBINATIONS IS UNUSABLE IN THE ANALYSIS *#%%°‘)
KFLAG=2

RETURN

END
SESBEERSE S B EABEEXBESEEABERE SIS SRS SRS BESES2533833533 5338338538883
BEEEBEEB SIS S S SIS SIS ESES SRS S EFEBS LIS R ES SRS S E S BRI EEFE RSB EE S
Coefficient matrix sub

subroutine coefmat(rabar)
implicit double precision (a-h,o0-2z)
double precision rho2
real*4 rabar
integer®*4 i,j
include ‘dimens.cmn’
include ‘grl-5.cmn’
do 1t i=1,nsites
do 1 j=1,i
if(i.eq.j)then
rho=1.0
else
rhno2=rabar
if(rn0o2.1t.0.0)rnho2=0.0

approx. bias correction see Johnson and Kotz

rho=rho2+ .05
end if
sta(i,j)=rho®*mcon(i, j)*sighat(i)*sighat(j)*aj/
+ (mcon(i,i)*mcon(j,j))
cov(i,j)=sta(i,j)
cov(j,i)=sta(i,])
1 continue
return
end
3553355335 EPEBFFBELEXXREEEEEEREKEKFKFXEKBEEFSEE33533336333533
I E R R R R R R R R E R R EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R EE R E R EEEEE R ¥ J

SUBROQUTINE DATAIN

SUBROUTINE DATAIN(ANY,LANB,SEC,JEVENT)

REAL*4 SEAPP,AGAM,POGAM,POSJO

COMMON /PARST2/ AGAM(41),SEAPP

COMMON /NI1SET/ NYRS,NBAS

INTEGER*4 NUMDSN

COMMON /DSNN1/ NBDSN(99),NYDSN(99)

COMMON /DSNN2/ NUMDSN

COMMON /PROSET/ POGAM(41),P0SJ0(100)

REAL*4 NBDSN, NYDSN, NYRS,NBAS,ANY,ANB,SEC,FI,XNY,DEL,6XNB

CHARACTER*6 EVENT(6)

INTEGER*4 I,IT,K,J,JFLAG,JEVENT

DATA EVENT /°’ MEAN ‘,’ 2-YR ',’ 10-YR’,’' S50-YR',‘100-YR', ST DEV'/

NYRS=ANY .

NBAS=ANSB

DO 10 I=1,41
POGAM(I)=1.0
FI=1I
AGAM(I)=-0.05+F1%*0.05

10 CONTINUE
POGAM(1)=0.5
WRITE(6,20)

)

T1REGIONAL REGRESSION. ')
NUMDSN=90
I1T=0
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PP=SEC*2.3026

IT.EQ.Q)JEVENT=)

IT.EQ.1) JEVENT=6

IT.EQ.2)JEVENT=2

IT.EQ.V10)JEVENT=3

IT.EQ.S50)JEVENT=4

IT.EQ.100)JEVENT=5

TE(6,30)NBAS NYRS,EVENT(JEVENT), SEAP
MAT(////,° NB = *,F5.1, * NY = * |F5
N

ATURAL (BASE E) LOG UNITS)

.0
DEL=5.0
DO 50 I=1,10
XNB=5.0
XNY=XNY+DEL
DO 40 u=1,9
K=K+ 1
XNB=XNB+DEL
NBDSN(K)=XNB
NYDSN(K)=XNY
CONTINUE
CONTINUE
JFLAG=0
CALL EDITIN(JFLAG)
RETURN
END
SUBROUTINE DECOMP(N NDIM,XLAM,B)
implicit double precision (a-h,o-2z)

HX e NE it bt N

P

.1,//7,A6,
APPARENT STANDARD ERROR OF REGIONAL REGRESSION = ‘,fF9.4,
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EVENT ANALYSIS.

i

1

96

1

97

99

2
3

98
1

4

+

+

+

INCLUDE ‘DIMENS.CMN’ ~
INTEGER*4 N,NDIM,IS,ISM,JS,JSM, KS

DOUBLE PRECISION XLAM(NDIM,NDIM), B(MAXS,MAXS),BN,BH

IF(XLAM(1,1).LE.O. .OR.XLAM(2,2).LE.O.)

WRITE(1,96) NDIM,XLAM(1,1), XLAM(2,1) XLAM(2,2),XLAM(1,2)

FORMAT( ‘ IN DECOMP/ NDIM,XLAM 1-1,62-

t,2-2,1

/,’ COVARIANCE MATRIX NOT POSITIVE DEFINITE’)

B(1,1)=SQRT(XLAM{( 1,1}

8(1,2)=0.

B(2,1)=XLAM(2,1)/B(1,1)
WRITE(1,97)B(2,2)

FORMAT (11X, B22=' ,F10.3)
5(2'2)=DSQRT(XLAM(2 2)-B(2,1)%%2)
WRITE(6,99) NDIM, B(1,1),B(2,1),8(2,2)
FORMAT(IS5,/(10F10.5))
IF(N.LE.2)RETURN

DO 4 1S=3,N

B(IS,1)=XLAM(IS, 1}/B(1,1)
BN=XLAM(IS,IS)-B(IS,1)%%2
ISM=1S5-1

DO 3 JS=2,ISM

JSM=US-1

BH=XLAM(IS,JS)

DO 2 KS=1,JSM
BH=BH-B(IS,KS)*B(JS,KS)
B(1S,JS5)=BH/B(JS,JS)
BN=BN-B(I1S,JS)*%2

IF( BN.LE.O.) WRITE(1,98)BN, IS, JUS

-2

= ',15,4F10.4,

FORMAT(lX,' COVARIANCE MATRIX NOTY POSITIVE DEFINITE BN=',F10.3,

‘.14, =',14)
B(IS 1S)=DSQRTY(DMAX1 (BN, DBLE(O ))
WRITE(G,QQ) N,BN,(B(IS,J), Jd= S)
CONTINUE
RETURN
END

SUBROUTINE DZNOUT(IPHI JEVENT,ICARD)

INTEGER#*4 IPHI,JEVENT,ICARD,I ,NUMDSN,IDSN,KGIL MGIL,KK,It13,ICR,K,

IBACK

REAL*4 NBDSN,NYDSN,NY NB,Z(12),W(12),v(12),PCT(12),G,XCV,XRC,WX
X,YCUM,YBAR2 ,YMAX2,Xx1(100),Xx2(100),Y(100)
COMMON/CONDIS/X(12),YCUM(500,14),YBAR2(12),YMAX2(500)

COMMON/DSNN1/NBDSN(99) ,NYDSN(99)
COMMON/DSNN2/NUMDSN

INCLUDE ‘TAB.CMN’

DATA pPCY/.05,.10,.20,.30,.40,.50,.6

WRITE(6,*) ‘INETWORK DESIGN POINTS (AVG.

ASE) LOG UNITS)')

0,.70,

REGR .

0,.90,.95,.99/
ERROR IN NATURAL (B
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DO 600 IDSN=1,NUMDSN
NB=NBDSN(IDSN)
NY=NYDSN(IDSN)
DO 510 I=1,1PHI
G=GARAY(I)
XCV=CVARAY(I)
XRC=RCARAY(I)
IF(JEVENT.NE.6) THEN
CALL TRSEMT(NB,NY,XCV,XRC,G,JEVENT K X)
ELSE
CALL TRSESD(NB,NY,XCV,XRC,G,X)
ENDIF
DO 500 KGIL=1,12
MGIL=KGIL+1
KK=13-KGIL
YCUM(TI MGIL)=X(KK)
S00 CONTINUE
YMAX2(I1)=1.0E36
YCUM(TI ,1)=YMAX2(I)
510 CONTINUE
DO 520 1=1,12
113=13~1
X{I)=1.0-PCT(113)
5§20 CONTINUE
ICR=1PHI
CALL MELIOR(YCUM,VBAR2,PRIOR,ICR)
DO 530 I=1,12
IBACK=13-1I
2(1)=X(IBACK
Z2(1)=1.0-Z(1
W(I)=YBAR2(I
WX=EXP(W(I)*
WX=SQRT(WX)
V(I)=WX*100.
530 CONTINUE
WRITE(6,540) NB,NY,(Z(J),Jd=1,12), (w(
540 FORMAT( ‘ONB = * ,F5.1,3X,° NY = '
L 12(F8.4,1X),/,° AVER. REGRESS.
#/,’ PERCENT REGR. ERROR ‘' ,12(FB8.2,
IF(ICARD.EQ.1)WRITE(7,550) NB,NY, K (Z
1 NB,NVY, (2
550 FORMAT(2FS$.1,6(1X,F3.2,F7.4),3X,11,
1 3X,11)
Y(IDSN)=ALOG(W(6))
X1 (IDSN)=1.0/NB
X2(IDSN)=1.0/NY
600 CONTINUE
WRITE(6,700)
700 FORMAT(1X,’ NARI EQ ')
CALL OLSREG(Y,X1,X2,NUMDSN, SE)
RETURN
END
I E R E R R EEE R R R R E R R EE R E R EE R E EE EE R R EE R E R RN R E R E E R RS E EE S RS E RN B
I R R E R R EEEEEE R R R R R R R R R R R E R R R E S R R R R E R R E R R R R R R R S R RN E R E RS R E RN ¥

)
)
BACK)
w(1i)) - 1.

J),J=1,12)
DENCE LEVEL
F8.4,1X),

JEVENT,
LJEVENT
F3.2,F7.4),

N~ Xm
MR A~~~

SUBROUTINE EDITIN(JFLAG)
INCLUDE ‘MV.CMN"
INTEGER*4 JFLAG,NRCV,NUMDSN,I,L
COMMON/N2SET/NRCV
REAL*4 NYRS,NBAS,SUMTRC
COMMON/N1SET/NYRS ,NBAS
COMMON/DSNN2/NUMDSN
JFLAG=0
IF(NUMDSN.LT.1 .OR. NUMDSN.GT.99) THEN
WRITE(6,1000)
JFLAG=1
ENDIF
IF(NBAS.LT.5.0 .0OR. NBAS.GT.50.0) THEN
WRITE(6,1010)
JFLAG=1
ENDIF .
IF(NYRS.LT.5.0 .0OR. NYRS.GT.50.0) THEN
WRITE(6,1020)
JFLAG=1
ENDIF
IF(NRCV.LT.1 .OR. NRCV.GT.100) THEN
WRITE(6,1040)
JFLAG=1
ENDIF
IF(JFLAG.EQ.1) RETURN
SUMTRC=0.0
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1000
1010
1020
1040
*
1050
1070
1080

Cc s%ss
C $%%=

+
+
c init

c comp
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DO 10 I=1,NRCV
SUMTRC=SUMTRC+PRGBRC(I)

IF(CV(I).GE..1 .AND. CV(I).LE.S.) GO TO 10
WRITE(6,1050)
JFLAG=1
IF(RHOC(I).GT.-.001.AND.RHOC(I).LT..901) L=0
IF(L.NE.Q) WRITE(6,1070)
IF(L.NE.O) JUFLAG=1
L=1

CONTINUE

IF(SUMTRC.GE..95.AND.SUMTRC.LE.1.05) RETURN
WRITE(6,1080)
JFLAG=1
FORMAT( ‘O**NON-ALLOWABLE NUMBER OF DESIGN POINTS REQUESTED®’)
FORMAT( ‘O**NON-ALLOWABLE NUMBER OF BASINS ENTERED')
FORMAT( ‘O**NON-ALLOWABLE RECORD LENGTH ENTERED‘)
FO?MAT(’O“NON—ALLOWABLE NUMBER OF RHOC AND CV COMBINATIONS ENTERE
0’
FORMAT ( ‘O**NON-ALLOWABLE VALUE OF CV ENTERED')
FORMAT( "O**NON-ALLOWABLE VALUE OF RHO ENTERED’)
FORMAT ('O**PRIOR PROBABILITIES OF RHOC AND CV DD NOT ADD TO 1°)
RETURN
END
I E R EE A E R Z SRR EE SRS R R R R R R E E E R S E E R R R R R R E E F R R R F R R R D R E R R R R RN R RN Y
I X R A E R R R E R R R R R R E R E R R R R R R R R R R R R R F  E F  E N E RS R P P P RS RN R R R R ]
subroutine eqcov(y, jmax,nstat, minyr,varbar,rabar,recin)
include ‘dimens.cmn’
integer*4 jmax,nstat,minyr,ic(maxs,maxs),i,num,j,nr, k
real*4 varbar,rabar,recin,y(maxs,maxyr),xr(maxs,maxs),sumssqg,yy,
avevar,qgbar,ssqg,sub,yx,sumcov,xrbar,prod,ssqi,ssqj,smqi,
xnum,sdi,sdj,xnr,smqj
ialize variables
sumssq=0.0
yy=0.0
avevar=0.0
do 19 i=1,nstat
gbar=0.0
ssq=0.0
num=0
ute avgerage var and harmonic mean rec length
do 1B j=1, jmax
if(y(i,j).gt.-9.)then
gbar=gbar+y (i, j)
ssq=ssq+y(1,j)%s2
num=num+ 1
end if
continue
sub=num
yy=yy+1.0/sub
if(num.ge.minyr)then
ssg=ssq-gbar**2/num
SUMSSQ=SumssQ+ssqg
avevar=avevar+ssq/(num-1)
end if
continue
yx=nstat
recinzyx/yy
varbar=avevar/nstat

Cc compute cov and rho s

sumcov=0.0
xrbar=0.0
nr=0
do 30 i
do 30 j
num=0
prod=0,
ssqi=0.
ssqj=0.0
smqi=0.0
smgqj=0.0
do 20 k=1, jmax
if(y(i,k).gt.-9..and.y(j,k).gt.-9.)then
num=num+ 1
if(i.ne.j)then
prod=prod+y{(i,k)*y(j,k)
smgi=smqi+y (i, k)
smgj=smqj+y(j.k)
ssqi=ssqi+y (i, k)**2
ssqj=ssqj+y(j.k)**2
end if
end if

,nstat
|

1
1

oo

[T



HYNET USERS MANUAL - APPENDIX A 41

20 continue
ic(i,j)=num
if (i.ne.j.and.num.ge.minyr)then
nr=nr+1
xnum=num
prod=prod-smgi*smqj/xnum
sumcov=sumcov+prod*2.0
sdi =sqrt((ssqi~-smqi**2/xnum)/(xnum))
sdj =sqrt((ssgj-smgj**2/xnum)/(xnum))
xr(i,j)=prod/(xnum*sdi*sdj)
xrbar=xrbar+xr(i,J)
end if
30 continue
XNr=nr
xrbar=xrbar/xnr
rabar=0.0
c compute weighted rbar
do 46 i=2,nstat
j=i-1
do 40 k=1,j
if(ic(i,k).ge.minyr)then
xr(i,k)=xr(i,k)*ic(i,k)/sqrt(float(ic(i,i))*float(ic(k,k)))
else
xr(i,k)=0.0
end if
40 rabar=rabar+xr(i,k)
46 continue
rabar=rabar/xnr
return
end
c IR R RS R R R R R E R R E R R R R R R R R R R R E R E R R R R R R R R R R R R E R R R R R R AR E R RS E SR EE SRR Y ¥ 3
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