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GLOSSARY

Basin development factor: Anindex that quantifies
improvements to the basin drainage system.

Centroid: The point at which any pair of lines
dividing adrainage basin into equal halves will
intersect.

Dimensionless hydrograph: A unit hydrograph
derived by dividing the flow ordinates of the unit
hydrograph by a selected peak flow, and the time
ordinates by the basin lagtime.

Drainage area: The planar area of abasin enclosed
by adrainage divide.

Duration: The length of time during which excess
rainfall occurs.

Forest cover: The part of adrainage basin wherethe
land useis defined as forest.

Hyetograph: A plot of rainfall depth asafunction of
time.

Impervious area: The surface area of adrainage
basin impermeable to the infiltration of rainfall.

Lagtime: Thetime from the centroid of rainfall
excess to the centroid of the runoff hydrograph .

Main channel slope: The dope of the main drainage
channel between two points located 10 percent
and 85 percent of the total main-channel length
upstream from the point of interest. The total
main channel length is calculated by extending
the upper end of themain drainage channel to the
drainage divide of the basin.

Vi Simulating peak-flow hydrographsin Maryland

Rainfall excess: The volume of rainfall availablefor
direct runoff, equal to the total rainfall minus
interception, depression storage, and absorption.

Recurrenceinterval: The average interval of years
during which a given peak discharge can
normally be expected to be exceeded once.

Regression analysis: A procedure used to obtain a
mathematical relation between a dependent
variable and one or more independent variables
valid over the range of available data.

Standard error of estimate: Standard error
calculated with data used to develop the relation,
reflecting the inability of the relation to provide
estimates that match the observed data.

Standard error of prediction: Standard error
calculated with data not used to develop the
relation, reflecting the standard error of estimate
and the inability of the observed data used to
develop the relation to describe the parameter
being observed.

Unit hydrograph: The direct runoff hydrograph
resulting from a unit depth of excess rainfall
generated uniformly over the drainage basin at a
constant rate for an effective duration.



TECHNIQUE FOR SIMULATING PEAK-FLOW
HYDROGRAPHS IN MARYLAND

By Jonathan J.A. Dillow

ABSTRACT

The efficient design and management of
many bridges, culverts, embankments, and
flood-protection structures may require the
estimation of time-of-inundation and (or)
storage of floodwater relating to such
structures. These estimates can be made on
the basis of information derived from the
peak-flow hydrograph. Average peak-flow
hydrographs corresponding to a peak
discharge of specific recurrence interval
can be simulated for drainage basins
having drainage areas less than 500 square
milesin Maryland, using adirect technique
of known accuracy. The technique uses
dimensionless hydrographs in conjunction
with estimates of basin lagtime and
instantaneous peak flow.

Ordinary least-squares regression
analysis was used to develop an equation
for estimating basin lagtime in Maryland.
Drainage area, main channel slope, forest
cover, and impervious areawere
determined to be the significant
explanatory variables necessary to estimate
average basin lagtime at the 95-percent
confidence interval. Qualitative variables
included in the equation adequately correct
for geographic bias across the State. The

average standard error of prediction
associated with the equation is
approximated as plus or minus (+/-)

37.6 percent. Volume correction factors
maly be applied to the basin lagtime on the
basis of a comparison between actual and
estimated hydrograph volumes prior to
hydrograph ssimulation.

Three dimensionless hydrographs were
developed and tested using data collected
during 278 significant rainfall-runoff
events at 81 stream-gaging stations
distributed throughout Maryland and
Delaware. The data represent a range of
drainage area sizes and basin conditions.

The technique was verified by applying
it to the simulation of 20 peak-flow events
and comparing actual and simulated
hydrograph widths at 50 and 75 percent of
the observed peak-flow levels. The events
chosen are considered extreme in that the
average recurrence interval of the selected
peak flowsis 130 years. The average
standard errors of prediction were +/- 61
and +/- 56 percent at the 50 and 75 percent
of peak-flow hydrograph widths,
respectively.

Simulating peak-flow hydrographsin Mayland
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INTRODUCTION

The efficient design and management of many
bridges, culverts, embankments, and flood-
protection structures may require the estimation of
time-of-inundation and (or) storage of floodwater
relating to such structures. These estimates can be
made on the basis of information derived from the
peak-flow hydrograph. The U.S. Geological
Survey (USGS), in cooperation with the Maryland
State Highway Administration (MDSHA),
devel oped a technique to simulate average peak-
flow hydrographs corresponding to peak
discharges of specific recurrenceinterval. The
technique uses dimensionless hydrogr aphs1 in
conjunction with estimates of basin lagtime and
instantaneous peak flow.

Purpose and Scope

This report describes the results of astudy to
develop atechnique for simulating peak-flow
hydrographs for streamsin Maryland, and provides
an example of the application of the technique.
The simulation technique can be used to estimate
an average design hydrograph for sites at which
flow data are not available. The average
hydrograph will differ considerably from the actual
hydrograph of any single runoff event. Further
limitations to the application of the technique are
also listed in the report.

The data used to conduct the study included
basin characteristics and peak-flow hydrographs
from 81 gaged streamsin Maryland and Delaware,
aswell asrainfall data exhibiting a range of
dur ations from 24 recording and 53 nonrecording
rainfall gagesin and near the selected gaged
drainage basins. Datafor 278 peak-flow events
during the water years 1981 through 1993,
inclusive, were selected for use in the study.

The equations for estimation of basin lagtime
and volume correction factors presented in the
report were derived using ordinary least-squares
multiple regression analysistechniques. The

L Wordsin bold are defined in the Glossary.

2 Simulating peak-flow hydrographsin Maryland

dimensionless hydrographs presented here were
developed from unit hydrographs computed
using the method described by O’ Donnell (1960).

The basin characteristics data used in the study
arelisted in thereport. The streamflow and rainfall
data used were too voluminous to be included, but
areon file at the Maryland District office of the
U.S. Geologica Survey in Baltimore, Md. The
rainfall data are also available from the National
Climatic Data Center in Ashville, N. C.

Description of Study Area

Maryland lies between 37 °53¢and 39°43¢north
latitude and 75°04¢and 79°29¢west longitude (fig.
1). The State has an irregular shape that would fit
on arectangle 240 mi long (east-west) by 125 mi
wide (north-south). Excluding the area covered by
the Chesapeake Bay, the State has atotal area of
10,577 mi?, of which 9,891 mi ?island and 686 mi
isinland water. Asseeninfigure 1, the Stateis
characterized by a diverse physiographic setting,
ranging from the low-relief Coastal Plain to the
mountainous Appalachian Plateaus. Land use
across most of the State can be characterized as
agricultural or forested, with urban devel opment
concentrated in the Piedmont.

Previous I nvestigations

Thereis no previoudy published technique for
simulating peak-flow hydrographs that is
exclusively applicable to Maryland streams.
Techniques presented by Stricker and Sauer (1982)
and U.S. Department of Agriculture (1972) are
applicable nationwide. However, the methods of
Stricker and Sauer are only applicable to urban
streams, and the methods of the Natural Resources
Conservation Service (formerly the Sail
Conservation Service) were developed using data
from relatively small drainage basins and are
presented with no definition of the inherent error
that may be expected in their results.
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Figure 1. Study area and physiographic provinees in Maryland,

Studies by Inman (1986) in Georgia, and
Bohman (1990) in South Carolina describe the
methods used to conduct the study described in this
report.
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DESCRIPTION OF DATA BASE

The data base used in this study consisted of
information related to 278 rainfall-runoff events
observed on 81 drainage basinsin Maryland and
Delaware for which streamflow and rainfall data
were available (fig. 2), aswell as selected physical
characteristics associated with those basins.

The streamflow and rainfall data came from
USGS continuous-record stream-gaging stations
(table 1), and from the National Weather Service
recording rainfall gages (table 2) and
climatological stations, respectively. A datafile
containing rainfall and discharge data reported at
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Table 1. Selected stream-gaging stations in Maryland and Delaware

[ ©, degree; G minute; ", second]

Station Station name Lgtitude Lgngitude Station Station name Lgtitude Lgngitude
no. ¢ ¢ cem no. ¢ ¢ ¢
01483200  Blackbird Creek at 392158 754010 01496200  Principio Creek 393734 76 02 27
Blackbird, Del. near Principio
Furnace, Md.
01483700  St. Jones River at 390949 753110 01580000  Deer Creek at 393749 762413
Dover, Del. Rocks, Md.
14840000  Murderkill River 385833 753403 01581657  Cranberry Run at 392922 761132
near Felton, Del. Aberdeen, Md.
01484100  Beaverdam Branch 385420 753049 01581658  Cranberry Run at 392842 761208
at Houston, Del. Perryman, Md.
01484500  Stockley Branch 383819 752031 01581700  Winters Run near 393112 762224
a Stockley, Del. Benson, Md.
01484548  Vines Creek at 383144 751209 01582000 LittleFalsat 3936 16 7637 16
Stockley, Del. Blue Mount, Md.
01485000  Pocomoke River 382320 751930 01583100  Piney Run at 393115 76 46 02
near Willards, Md. Dover, Md.
01485500  Nassawango 381344 752819 01583500  Western Run at 393038 76 40 37
Creek near Western Run, Md.
Snow Hill, Md.
01486000  Manokin Branch 381250 754018 01583600  Beaverdam Run at 392908 76 38 45
near Princess Cockeysville, Md.
Anne, Md.
01487000  Nanticoke 384342 753344 01584050  Long Green Creek 392717 76 28 45
River near a Glen Arm, Md.
Bridgeville, Del.
01488500  Marshyhope 385059 754024 01585100  White Marsh Run at 392215 76 26 46
Creek near White Marsh, Md.
Adamsville, Del.
01489000  Faulkner Branch 384244 7547 34 01585105  Honeygo Run at 392241 76 25 46
near White Marsh, Md.
Federalsburg, Md.
01491000  Choptank River near 385950 754709 01585200  West Branch 392225 76 3505
Greensboro, Md. Herring Run at
Idlewylde, Md.
01493000  Unicorn Branch near 391459 755140 01585300  Stemmers Run at 392028 7629 17
Millington, Md. Rossville, Md.
01493500  Morgan Creek near 391648 76 00 54 01585400  Brien Run at 392001 762823
Kennedyville, Md. Stemmers
Run, Md.
01495000  Big Elk Creek at 393926 754920 01585500  Cranberry 393535 76 58 05
Elk Mills, Md. Branch near

6 Simulating peak-flow hydrographsin Maryland
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Table 1. Selected stream-gaging stations in Maryland and Delawar e--Continued

Station Station name Lgtitude Lgngitude Station Station name Lgtitude Lgngitude

no. ¢ ¢ cem no. ¢ ¢ ¢

01586000  North Branch 393000 765300 01594670  Hunting Creek near 383502 7636 20
Patapsco River Huntingtown, Md.
at Cedarhurst, Md.

01586210  Beaver Run near 392922 7654 12 01594710  Killpeck Creek at 382837 76 4408
Finksburg, Md. Huntersville, Md.

01586610  Morgan Run near 392707 7657 20 01594930 Laurel Runat 391437 792543
Louisville, Md. Dobbin Road near

Wilson, Md.

01589100  East Branch 391424 76 41 33 01594934  South Fork Sand Run 391529 792507
Herbert Run at near Wilson, Md.
Arbutus, Md.

01589300 Gwynns Falls at 392045 76 4401 01594936  North Fork Sand Run 3915 36 7924 36
VillaNova, Md. near Wilson, Md.

01589330  Dead Run at 391840 76 4302 01594950  McMillan Fork near 3916 36 792326
Franklintown, Md. Fort Pendleton, Md.

01589440  Jones Fall at 392330 7639 42 01595000  North Branch 391807 791826
Sorrento, Md. Potomac River at

Steyer, Md.

01589500  Sawmill Creek 391012 76 3751 01596500  Savage River 393405 7906 10
at Glen Burnie, Md. near Barton, Md.

01589512  Sawmill Creek 391059 76 36 51 01614500  Conococheague 394257 774928
at Crain Highway Creek at
at Glen Burnie, Md. Fairview, Md.

01590500  Bacon Ridge 390007 76 36 53 01617800  Marsh Run at 393053 7746 38
Branch at Grimes, Md.
Chesterfield, Md.

01591000  Patuxent River near 391418 770323 01619500  Antietam Creek near 392701 774352
Unity, Md. Sharpsburg, Md.

01591400  Cattail Creek near 391521 770305 01637500  Catoctin Creek near 392535 773325
Glenwood, Md. Middletown, Md.

01591700  Hawlings River near 391029 770122 01639000  Monocacy River at 394043 771406
Sandy Spring, Md. Bridgeport, Md.

01593500  Little Patuxent River 391004 76 5107 01639375  Toms Creek at 394213 772041
at Guilford Md. Emmitsburg, Md.

01593710  Middle Patuxent 391148 765359 01639500  Big Pipe Creek at 393645 771410
River near Bruceville, Md.
Simpsonville, Md.

01594000  Little Patuxent River 390800 76 48 58 01640965  Hunting Creek near 393710 772800
at Savage, Md. Foxville, Md.

01594526 ~ Western Branch at 384852 76 44 53 01641000  Hunting Creek at 393540 772350
Upper Marlboro, Jimtown, Md.
Md.

Simulating peak-flow hydrographsin Mayland



Table 1. Selected stream-gaging stationsin Maryland and Delaware--Continued

Station Station name Latitude Longitude Station Station name Latitude Longitude

no. Cey e no. ¢ e ¢ e

01641510  Fishing Creek 393309 7726 48 01660920  Zekiah Swamp 382926 7655 37
Tributary near Run near
Lewistown, Md. Newtown, Md.

01643495  Bennett Creek 391721 772346 01661050  St. Clement Creek 382000 764331
Tributary at near Clements, Md.
Park Mills, Md.

01643500  Bennett Creek at 391740 772430 01661500  St. Marys River at 3814 36 763013
Park Mills, Md. Great Mills, Md.

01645000  Seneca Creek at 390741 772013 03075500  Youghiogheny River 392519 792532
Dawsonville, Md. near Oakland, Md.

01645200  Watts Branch at 390503 771038 03076500  Youghiogheny River 393913 792431
Rockville, Md. at Friendsville, Md.

01649500  Northeast Branch 385737 765534 03076600  Bear Creek at 393922 792341
Anacostia River at Friendsville, Md.
Riverdale, Md.

01651000  Northwest Branch 385709 76 58 00 03078000  Casselman River at 394208 7908 12
Anacostia River Grants\/i”e, Md.
near
Hyattsville, Md.

01653600  Piscataway Creek at 384220 76 58 00
Piscataway, Md.

15-minute intervals was created for each event,
after processing therainfall datafor hyetograph
simulation, leading to 278 files describing the
rainfall-runoff events.

The drainage area, main channel length, main
channel dope, and storage of the drainage basins
were obtained from data available in the USGS
Basin Characteristics File of the Water Data
Storage and Retrieval System (WATSTORE) as of
1993, or from the best available topographic maps,

8 Simulating peak-flow hydrographsin Maryland

with the exceptions of forest cover, derived using
1972 land-use data from Alexander and others
(1976), and impervious area and basin
development factor, which were derived using
1990 land-use data from the Maryland Office of
State Planning (1991) and field inspection,
respectively. The 1972 |and-use data was used to
obtain forest cover because some of the basinsin
the study extended outside the boundaries of
Maryland, and the 1990 land-use data does not
cover areas outside the Maryland boundary.



Table 2. Selected rainfall gagesin Maryland, Delaware, Pennsylvania, Virginia, and

West Virginia

[ °, degree; G minute]

Rainfall gage Rainfall gage name Latitude Longitude Period of record
no. (G (G
1 Georgetown, Delaware 3838 7527 05/1971-12/1993
2 Newark University Farm, Delaware 3940 75 44 06/1978-12/1993
3 Federalsburg, Maryland 3841 75 46 06/1971-12/1993
4 Aberdeen (Phillips Field), Maryland 3928 76 10 06/1979-12/1993
5 Safe Harbor Dam, Pennsylvania 3955 76 23 01/1984-12/1993
6 Patuxent River, Maryland 3820 76 25 04/1976-12/1993
7 Baltimore City, Maryland 3917 76 37 01/1984-12/1993
8 BWI Airport, Maryland 3911 76 40 01/1984-10/1993
9 Parkton, Maryland 3938 76 42 09/1971-04/1987
10 Millers, Maryland 3943 76 48 03/1988-12/1993
11 Beltsville, Maryland 3902 76 53 05/1971-12/1993
12 College Park, Maryland 3859 76 57 01/1984-12/1993
13 Washington, D.C., National Airport 3851 7702 01/1984-10/1993
14 Unionville, Maryland 3927 7711 04/1971-12/1993
15 Fredericksburg, Virginia 3818 7728 09/1978-03/1993
16 Catoctin Mountain Park, Maryland 3939 7729 05/1971-12/1993
17 Chambersburg, Pennsylvania 39 56 77 38 09/1971-12/1993
18 Shepherdstown, West Virginia 39 26 77 48 03/1979-12/1993
19 Hancock, Maryland 3942 7811 05/1975-12/1993
20 New Germany, Maryland 3937 79 08 08/1978-05/1992
21 Savage River Dam, Maryland 3931 7908 04/1977-12/1993
22 McHenry, Maryland 3935 7922 10/1971-11/1993
23 Canaan Valley, West Virginia 3903 79 26 10/1971-12/1993
24 TerraAlta, West Virginia 3927 7933 01/1984-12/1993

Simulating peak-flow hydrographsin Mayland
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METHODSOF STUDY

The following sections explain the data-
selection process and identify the methods of
analysis used to conduct the study. The data
required for the study included (1) unrestricted
inflow, direct-runoff hydrographs, (2) the rainfall
hyetograph associated with each direct-runoff
hydrograph, and (3) the physical characteristics of
each drainage basin providing direct-runoff
hydrographs. The analytical methods used include
multiple linear regression analysis and
instantaneous unit hydrograph simulation, and
result in estimates of basin lagtime and average
dimensionless hydrograph shapes that can be used
to simulate peak-flow hydrographs.

Stream-Gaging Station Selection

The most critical type of information needed to
devel op ahydrograph simulation technique wasthe
direct-runoff hydrograph recorded at a continuous-
record stream-gaging station. Any gaged stream
that was affected by regulation during peak-flow
events was automatically excluded from
consideration. Because the study was focused on
Maryland, to be included, a gaged stream had to
have a drainage basin centroid either in the State
or within 25 mi of the Maryland border.

Datafrom all continuous-record stream-gaging
sitesin and near Maryland that were active from
water year 21981 through water year 1993 were
reviewed to determine the number of significant
rainfall-runoff events for each site during that time
period. Thetime period 1981-93 was chosen for
analysis because the unit-values hydrograph data
from more recent years are more easily accessible
than older data. The methods to be used required
that each site selected to provide data for the study
had to exhibit at |east three significant events. For
this study, a significant event was arbitrarily
defined as having an equivalent depth of rainfall of
a least 0.25 in., where equivaent depth refersto

2-The 12-month period October 1 through
September 30, designated by the calendar year in whichit
ends.
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the depth of water throughout the drainage basin if
the total volume of rainfall occurred
instantaneously and was evenly distributed over
the basin. One event with lessthan 0.25in., in
equivalent depth of rainfall wasincluded in the
study. The event occurred in a highly developed
basin with a strong runoff response to precipitation.

The 81 gaged sites selected were chosen
according to the aforementioned constraints, and
represent about two-thirds of the sitesin the region,
which congtitutes a significant sample.

Hyetograph Development

Another type of information that was essential
to the study was the rainfall hyetograph. Knowing
both the shape and timing of the direct-runoff
hydrograph and the rainfall hyetograph allowed the
calculation of basin lagtimes for each rainfall-
runoff event used in the study. Because rainfall
datawere not available at any of the selected
stream-gage sites, a number of assumptions were
used to derive the rainfall hyetograph for each
event.

Rainfall was assumed to occur in aspatialy
uniform manner because of the relative sparsity of
rainfall data. With that in mind, the magnitude of
total rainfall for each event was calculated asthe
distance-weighted average of the rainfall reported
at recording rain gages and climatological data
stations reporting daily rainfall totalsin the vicinity
of each gaged drainage basin. The weighting
method, as reported by Dean and Snyder (1977),
uses the inverse of the squared distance between
various rain gages and the centroid of a drainage
basin to derive aweighted average of the rainfall
data. Theresulting rainfall estimates have
accuracy comparable to other common rainfall-
derivation methods.

Thetemporal distribution of rainfall reported by
the nearest representative recording rain gage was
assumed to characterize the tempora rainfall
pattern for the hyetograph of each event. Using



these methods and assumptions, arainfall
hyetograph was derived for each event in the data
base.

Predictor Variable | dentification

The third type of information essentia to the
development of the technique was the physical
basin characteristics of each drainage basin
selected for study. The specific characteristics to
be considered for use in the study were determined
by reviewing the characteristics used in studies of
thiskind previously conducted in other States. The
list of considered variablesincludes. drainage
area, main channel slope, main channel length,
sinuosity ratio, basin storage, basin shape factor,
length to centroid, drainage density, forest cover,
impervious area, and basin development factor.
Length to centroid and drainage density were
removed from consideration prior to anaysis
because of the relative difficulty associated with
their measurement.

Analytical M ethods

The equation for predicting basin lagtime and
the equations used to calculate the volume
correction factors were derived by multiple linear
regression analysis as described by Riggs (1968),
using the Statit (Statware, Inc., 1992) data analysis
computer system. Minimization of the mean
sguare error was used as the selection criterion for
the best lagtime equation, and a 95-percent
confidence limit was used to identify significant
explanatory variables.

The dimensionless hydrographs were
developed from unit hydrographs of selected
events calculated using the method presented by
O’ Donnell (1960). The O’ Donnell method utilizes
the relation between rainfall excess the
instantaneous unit hydrograph, and the runoff
hydrograph. The hyetograph of rainfall excessand
the resultant runoff hydrograph can both be
expressed by a sum of a harmonic series (sine and
cosinefunctions). The unit hydrograph for agiven
basin is computed from the harmonic coefficients
for the curves of rainfall excess and the runoff
hydrograph. The method is codified in computer
programs (S.E. Ryan, U.S. Geological Survey,
written commun., 1986) that were used to perform
hydrograph anaysisfor the study. These programs

were specifically designed to aid in the
development and testing of average dimensionless
hydrographs.

The simulation technique is verified using the
average standard error of prediction expressed
as percentages of the simulated hydrograph widths
at 50 and 75 percent of the peak flow exhibited by
the hydrograph. These values were derived by
comparing simulated hydrographs with 20
recorded hydrographs not used in developing the
technique. Verifications of the accuracy of the
basin lagtime equation and the dimensionless
hydrograph shapes presented in the report are also
expressed as average standard errors of prediction,
derived from data as explained in the sections,

* Verification by Prediction Error Sum of Squares
(PRESS) and* Shape Verification' , respectively.

DETERMINATION OF LAGTIME

Lagtimeis defined asthe time from the centroid
of rainfall excessto the centroid of the resultant
peak-flow hydrograph (Stricker and Sauer, 1982).
Lagtime can be used in conjunction with a
dimensionless hydrograph to predict peak-flow-
hydrograph widths. Lagtime is considered to bea
relatively constant value for a given drainage
basin, dependent on the land use and other physical
characteristics of the basin, and independent of the
temporal and spatial distribution of rainfall.

Basin Lagtime

Basin lagtime is determined by finding the
arithmetic average of the lagtimes associated with
runoff events chosen to represent abasin in the
dataset. In thisstudy, the lagtimesfor the selected
events were determined by the following
procedure. The runoff hydrograph and rainfall
hyetograph were obtained for each event. Base
flow was removed from the runoff hydrograph by
interpolating linearly between the first and last
recorded discharge values of the hydrograph. The
resulting volume of direct runoff was equated with
the volume of excessrainfall. Therainfall
hyetograph was then truncated by using a constant
abstraction rate resulting in an excess rainfall
hyetograph of the correct volume. The position of
the centroids of both the excessrainfall hyetograph
and the direct runoff hydrograph were computed,
and the lagtime was calculated as the temporal

Simulating peak-flow hydrographsin Mayland 11
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Figure 3. Abstraction rate and lagtinee for Cranbeny Eun
at Perryman, Maryland (station no. 01551658),
July 20, 1989

differencein the positions of the two centroids (fig.

3).

The basin lagtime was used to expand the
dimensionless hydrograph time axis to smulate
peak-flow hydrographs. This meansthat a
hydrograph estimated using this technique will
represent the average peak-flow hydrograph
corresponding to a peak discharge of specific
recurrence interval selected by the user. So that
hydrograph estimates can be made for streams
where no rainfall-runoff data have been collected,
basin lagtime was related to selected basin
characteristics by multiple linear regression
analysis techniques.

Regional Analysis

Using multiple linear regression analysis
techniques to relate basin lagtime to physical basin
characteristics provides a means of estimating
basin lagtime for any drainage basin in Maryland.
Using the criteria already discussed to select the
best lagtime prediction equation, the first analysis
resulted in one equation to be used in all areas of
the State. When compared to the calculated

12 Simulating peak-flow hydrographsin Maryland
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lagtimes, however, the estimates from the equation
exhibited geographic bias.

Subsequent analyses were conducted on subsets
of the statewide data base in an effort to define an
estimating equation for each geographic area
defined by the observed biases from the first
analysis. Dividing the data base in this manner
resulted in small data subsets for some regions that
did not have sufficient degrees of freedom to
support regression analysis. Degrees of freedom is
the characteristic for astatistic for variation that is
equivalent to the number of observed data values
being used less the number of parameters being
estimated.

To avoid the problem of insufficient degrees of
freedom, it was decided that the data set would not
be subdivided by geographic region, and that the
geographic biases in the basin lagtime estimates
would be addressed by adding qualitative variables
to the equation. The addition of the qualitative
variables allows the equation to adjust the basin
lagtime estimate on the basis of the geographic
location of the selected drainage basin. The study
regions defined according to the areas of
geographic bias--Appalachian Plateaus and
Allegheny Ridges (AP), Piedmont, Blue Ridge and
Great Valley (PD), and Coastal Plain (CP)--are
shown in figure 2.

This approach produced one lagtime equation
with astandard error of estimateof 34.9 (plus
(+) 41 or minus (-) 29) percent, whose estimates
exhibit no appreciable geographic bias:

LT=018A0%84g 0312(j01 - F) 0220
(101-1A) 106 (10 [0219AP+0.202 CF]y (7
where
LT isthe basin lagtime, in hours;
Aisthe drainage area, in square miles;
S isthe main channel dope, in feet per mile;
F isthe forest cover, in percent;

IAisthe impervious area of the basin, in
percent; and

AP, CP are qualitative variables with discrete
valuesof O or 1. A vaueof oneisassigned
when the basin for which lagtime is being
estimated is in the corresponding study
region, as defined in figure 2.



The values of basin characteristics and basin
lagtimes for 78 drainage basins in the data set used
to develop the equation, as well asthe basin
characteristics of three drainage basins having
undetermined basin lagtimes, are listed in table 3.
Methods for determining each of the four
independent basin characteristics used in equation
1 are addressed in the section, * Simulating a Peak-
Flow Hydrograph’ .

Testing of Lagtime Equation

Various tests were performed to ensure that
estimates resulting from the use of equation 1 will
be reliable within stated limits of accuracy when
applied in accordance with the discussions
presented in thisreport. As previously stated, any
appreciable geographic bias was eliminated during
equation development. Also, the standard error of
estimate has been calculated as a measure of the
accuracy of the equation with respect to the
development data set. The standard error of
estimate is a measure of the inability of the
equation to provide basin lagtime estimates that
match the observed basin lagtimes in the data set
used to develop the equation.

Other tests and statistics used to define the
accuracy and reliability of the equation include:
the average standard error of prediction, as
estimated by the prediction error sum of squares;
variable biastesting; and tests of sensitivity to
errorsin variable measurement. The average
standard error of prediction is a measure of the
accuracy of the equation based on the inahility of
the eguation to match estimates to observed data,
and the inability of the observed data to describe
the actual basin lagtimes of drainage basins. Note
that the average standard error of prediction is
always larger than the standard error of estimate.

Verification by Prediction Error Sum of Squares
(PRESS)

Regression equations are usually verified by
randomly splitting a data set in half, then using one
half to develop the equation and the other half to
verify it. Because the data set has only 78 gaged
drainage basins, this method of verification was
undesirable. Instead, the full data set was used to
develop the equation, and the prediction error sum
of sguares (PRESS) was used to estimate average

standard error of prediction for verification
purposes.

Asexplained by Helsel and Hirsch (1992), for a
data set with n values, and using the selected
predictor variables, PRESS uses n-1 observations
to develop an estimating equation, then estimates
the value of the excluded observation. It then
excludes a different observation, repeating the
process for each observation. The resulting
prediction errors are then squared and summed to
give PRESS. Dividing PRESS by n givesagood
estimate of the average standard error of
prediction. For equation 1, the estimate of the
average standard error of prediction was 37.6
(+ 45/ -31) percent. This represents the range of
error within which roughly two-thirds of all
estimated basin lagtimes will fall when equation 1
is used as specified in this report. This measure of
equation accuracy is applicable only to basin
lagtime estimates made for drainage basins having
basin characteristics within the ranges defined by
the data used in developing equation 1.

Variable Bias by Residual Plots

Variable-bias tests were done by plotting the
residuals, defined as the difference between the
calculated lagtime and the estimated lagtime, and
each of the four independent predictor variables
(drainage area, main channel slope, forest cover,
and impervious area) for all gaged drainage basins
used to develop the equation. Visua inspection of
the plots showed that the residuals plotted as a
random scatter for each predictor variable,
indicating no tendency to overpredict or
underpredict basin lagtime. This indicates that
thereis no variable bias in the equation within the
range of predictor variables used in developing it,
and that the variable transformations used in the
eguation are of the proper form to describe the
relations of the predictor variablesto basin lagtime.

Sensitivity to Variable Errors

Thelevel of accuracy of an estimate of basin
lagtime is dependent on the accuracy with which
the predictor variables are measured or estimated.
Errors of a specified magnitude, in percent, were
introduced into each of the four predictor variables
to show the effect on the estimate of basin lagtime.
The results are shown in table 4.
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Table 3. Basin characteristics for selected drainage basinsin Maryland and Delaware

[ mi2, square miles; ft/mi, feet per mile; mi, miles; %, percent; hrs, hours; CP, Coastal Plain; PD, Piedmont, Blue Ridge and Great
Valley; AP, Appalachian Plateaus and Allegheny Ridges; --, data not determined]

Basin
Main Main develop-
Station Study Drainage  channel channel Basin Forest Impervious ment Basin
no. region area slope length storage cover area factor lagtime
(mid) (ft/mi) (mi) (%) (%) (%) (hrs)

01483200 cP 3.85 15.8 35 1.298 45 0.38 0 7.37
01483700 cP 319 4.66 123 11.927 21 4.46 2 27.41
01484000 CP 13.6 6.26 59 .626 34 .33 0 21.04
01484100 CP 2.83 7.12 25 .000 43 .00 0 14.54
01484500 CP 524 4.87 44 .000 39 324 0 12.82
01484548 cP 136 4.39 7.9 26.055 33 1.13 0 24.28
01485000 cP 60.5 1.49 14.6 18.396 25 .08 0 28.58
01485500 cP 44.9 3.56 122 1.326 79 .30 0 37.21
01486000 CP 4.80 5.47 41 .000 57 - 0 -

01487000 CP 75.4 3.23 13.7 .000 40 .85 0 20.80
01488500 CP 448 2.65 117 .000 39 14 0 12.99
01489000 cP 8.50 7.65 5.3 .000 24 .00 0 5.78
01491000 cP 113. 3.01 183 6.910 38 .66 0 3157
01493000 cP 19.7 6.06 9.7 8.777 20 35 0 26.10
01493500 CP 12.7 9.15 59 199 5 .25 0 13.35
01495000 PD 52.6 17.9 222 .053 14 1.92 0 9.87
01496200 PD 9.03 29.0 59 .000 4 .00 0 4.38
01580000 PD 94.4 17.7 27.3 .039 27 42 0 7.29
01581657 PD/CP 4.16 74.2 37 .000 33 5.25 0 4.08
01581658 PD/CP 522 56.1 48 .000 31 478 0 438
01581700 PD 348 30.0 15.8 .000 21 2.37 2 4.68
01582000 PD 52.9 338 15.0 .015 32 91 0 6.84
01583100 PD 12.3 50.9 7.8 .092 26 .29 0 5.77
01583500 PD 59.8 245 15.9 .064 22 16 0 8.20
01583600 PD 20.9 52.0 8.2 .309 29 186 4 5.63
01584050 PD 9.40 70.0 48 .000 13 1.00 0 3.05
01585100 PD/CP 7.61 48.2 6.0 .000 28 275 7 211
01585105 PD 2.65 65.2 36 .000 16 522 0 3.86
01585200 PD 213 727 22 .000 7 33.0 8 1.02
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Table 3. Basin characteristics for selected drainage basinsin Maryland and Delaware--

Continued
Basin
Main Main develop-
Station Study Drainage  channel channel Basin Forest Impervious ment Basin
no. region area slope length storage cover area factor lagtime
(mid) (ft/mi) (mi) (%) (%) (%) (hrs)
01585300 PD/CP 4.46 54.7 46 0.558 28 23.6 6 2.06
01585400 cP 1.97 27.1 2.0 .000 24 35.1 2 233
01585500 PD 329 56.0 35 1.165 21 45 0 3.08
01586000 PD 56.6 285 14.6 .069 19 1.77 0 8.56
01586210 PD 14.0 440 8.1 .000 19 1.77 0 4.39
01586610 PD 28.0 30.9 10.0 .000 20 .38 0 5.97
01589100 PD 247 87.1 32 .000 19 37.0 4 167
01589300 PD 325 21.0 137 .000 31 186 4 3.95
01589330 PD 552 52.1 32 .000 4 40.8 12 2.26
01589440 PD 252 382 95 .000 34 9.92 2 529
01589500 CP 4.97 248 44 .000 44 21.9 3 8.19
01589512 CP 8.24 235 59 1.092 31 30.8 3 6.72
01590500 cP 6.92 19.8 47 .000 65 1.87 0 10.90
01591000 PD 348 28.2 122 .000 21 21 0 6.51
01591400 PD 229 28.0 87 .097 16 152 0 6.16
01591700 PD 27.0 265 10.9 141 19 2.08 0 5.28
01593500 PD 38.0 15.8 15.5 .623 23 18.7 6 7.48
01593710 PD 484 17.8 14.7 .000 24 2.16 0 5.99
01594000 PD 98.4 136 235 134 26 6.52 4 10.83
01594526 cP 89.7 82 16.1 .037 30 7.84 4 23.16
01594670 cP 9.38 16.9 5.2 .000 70 3.85 0 9.17
01594710 CP 3.26 418 29 .000 52 9.24 0 3.86
01594930 AP 8.23 26.4 44 .000 86 .00 0 7.50
01594934 AP 1.55 161.9 21 .000 82 .00 0 6.43
01594936 AP 191 130.9 27 .000 87 .00 0 6.62
01594950 AP 2.30 194.6 27 .000 89 .00 0 6.74
01595000 AP 73.0 305 165 .186 78 49 0 1227
01596500 AP 49.1 65.1 19.0 .066 80 .06 0 13.97
01614500 PD 494, 11.2 69.5 101 37 1.43 0 25.42
01617800 PD 18.9 238 9.4 .000 2 2.32 0 15.53
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Table 3. Basin characteristics for selected drainage basinsin Maryland and Delaware--

Continued
Basin
Main Main develop-
Station Study Drainage  channel channel Basin Forest Impervious ment Basin
no. region area slope length storage cover area factor lagtime
(mid) (ft/mi) (mi) (%) (%) (%) (hrs)

01619500 PD 281. 108 49.9 0.123 30 267 0 24.66
01637500 PD 66.9 475 233 .000 38 1.01 0 8.98
01639000 PD 173. 189 308 114 20 .69 0 15.91
01639375 PD 413 75.4 12.2 .207 70 87 0 347
01639500 PD 102. 135 26.9 .000 14 13 0 11.80
01640965 PD 214 336.4 22 .000 92 .00 0 1.78
01641000 PD 184 145.2 9.7 373 80 1.93 1 511
01641510 PD 40 817.8 9 .000 100 .00 0 -

01643495 PD 15 1,000. 5 .000 100 .00 0 -

01643500 PD 62.8 248 15.6 .000 23 1.19 0 7.30
01645000 PD 101. 14.0 212 120 25 315 4 10.88
01645200 PD 3.70 67.4 2.7 .000 14 28.0 6 191
01649500 CP/PD 728 27.2 153 192 33 22,0 5 8.85
01651000 PD/CP 49.4 197 19.1 .047 19 22,0 6 6.45
01653600 cP 395 16.1 14.4 176 38 8.25 2 17.29
01660920 CP 79.9 10.6 16.6 5.051 56 3.60 0 26.17
01661050 CP 185 12.4 7.2 .000 56 3.09 0 14.26
01661500 CP 240 12.9 8.0 .000 78 2.46 0 15.78
03075500 AP 134. 6.09 193 493 54 .88 0 2257
03076500 AP 295. 222 40.8 3.180 66 24 0 25.10
03076600 AP 48.9 65.6 153 .000 62 1.25 0 16.47
03078000 AP 62.5 28.2 19.5 1.005 75 .66 0 16.88
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Table 4. Sensitivity of computed basin lagtime to errorsin variable measurement

[A, drainage area; SL, main channel slope; F, forest cover, in percent; |A, impervious area, in percent; --, not determined]

P(ie:]c:;ti;glr:r Percent error in computed basin lagtime for indicated variable
A SL F 1A

10 50 90 10 30 50
-50 -15.0 24.1 -1.2 -84 -30.1 58 225 52.6
-25 -6.5 9.4 -.6 -4.7 -21.7 29 11.2 26.2
-10 -24 33 -2 -2.0 -12.3 12 45 10.4
10 23 -2.9 2 23 455 -1.2 -4.5 -10.4
25 54 -6.7 .6 6.4 - -2.9 -11.2 -25.8
50 10.0 -11.9 13 16.0 - -5.8 -22.2 -51.0

Note that because the two qualitative variables
arediscreteand of known value, they introduce no
error into the equation because of measurement
errors. Also note that because forest cover and
impervious area are in the equation in the forms
(101-F) and (101-1A), respectively, the initial
magnitude of the variable estimate will affect the
magnitude of error in estimated basin lagtime
resulting from various|evels of measurement error.
To account for this, errors in the lagtime estimate
were calculated for arange of assumed
measurement errors aswell as arange of initial
measured values for these two predictor variables.

DEVELOPMENT OF DIMENSIONLESS
HYDROGRAPHS

A dimensionless hydrograph can be expanded
into a peak-flow hydrograph using the appropriate
values of time and discharge. Datafor 278
rainfall-runoff events occurring at 81 stream-
gaging stations located throughout Maryland and
Delaware were available for use in developing
dimensionless hydrographs. Average
dimensionless hydrographs were developed on the
basis of data from 205 rainfall-runoff events at 62
stream-gaging stations, with peak-flow recurrence
intervals ranging from 1.1 to 50 years, and mean

and median recurrence intervals of 3.2 years and
less than 2 years, respectively. Thetota rainfalls
for these events ranged from 0.09 to 5.58 in. with a
mean of 1.59 in., and the excess rainfall ranged
from 0.02 to 3.31 in. with amean of 0.53in. The
remaining 73 events at 19 stream-gaging stations,
with peak-flow recurrence intervals ranging from
1.1 to 20 years, and mean and median recurrence
intervals of 3.4 years and less than 2 years,
respectively, were used to verify the shape of the
derived dimensionless hydrograph. The
verification events had total rainfalls ranging from
0.27 t0 6.04 in. with amean of 1.75in., and the
excessrainfall ranged from 0.07 to 1.68 in. with a
mean of 0.56 in. All eventsincluded in the data
base occurred during the 13-year period starting at
the beginning of the 1981 water year and ending at
the end of the 1993 water year.

The method used in selecting these eventsis
defined in this report in the section, * Stream-
Gaging Station Selection’ . The analyses used to
define the dimensionless hydrographsin this report
were accomplished by use of a series of computer
programs. The following steps, based on
information from Inman (1986) and Bohman
(1990), describe the procedure used in developing
the dimensionless hydrographs:
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(1) Compute aunit hydrograph and lagtime for
threeto five rainfall-runoff eventsfor each of
the 62 gaged streamsin the data base that are
not designated for use in verifying the
dimensionless hydrographs using the unit
hydrograph computation method described
by O’ Donnell (1960). Examples of adirect-
runoff hydrograph with hyetograph and the
corresponding unit hydrograph are shown in
figures4 and 5.

(2) Exclude any unit hydrographs with
irregular shapes, including multiple peaks,
from further use in hydrograph development.

(3) Compute an average unit hydrograph for
each gaged stream by aligning the peaks and T TR
averaging each ordinate of discharge for the TIME, I HOURS
selected unit hydrographs. The position of
the centroid of the average unit hydrograph Figure 5. Unit hydrograph computed from observed data
is obtained by arithmetically averaging the in figore 4.
positions of the centroids of the unaligned
unit hydrographs. The results of this step for
atypical gaged stream can be seenin table 5
and figure 6.
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Table 5. Discharge ordinates at 1-hour

intervals for four unit
hydrographs and average unit

hydrograph for Cranberry Run at

Perryman, Maryland

Discharge ordinates (cubic feet per second) Average
unit
09/13/1987  11/28/1988  05/06/1989  07/20/1989 ?;g;%

0 0 0 0 0
27 25 119 16 47
428 253 250 378 327
955 729 611 781 769
1,267 861 787 1,036 988
676 643 706 398 606
118 131 310 220 195
31 32 145 158 91
1 68 104 112 71
0 113 75 80 67
0 124 56 64 61
0 78 41 49 42
0 56 30 35 30
0 62 22 25 27
0 53 15 17 21
0 38 9 9 14
0 31 5 3 10
0 28 2 0 7
0 22 0 0 5
0 17 0 0 4
0 10 0 0 2
0 5 0 0 1

(4) Transform the average unit hydrographs
computed in step 3 to hydrographs having
durations of one-fourth, one-third, one-half,
and three-fourths lagtime. These durations
must be to the nearest multiple of the original
duration (computation interval), which, for
data used in this study, was 15 minutes. So
that if the lagtime of an average unit

=4

A wWN

n

hydrograph is 2.10 hours (126 minutes), the
one-fourth lagtime is 31.5 minutes, which
would be rounded to 30 minutes. One-third
lagtime is 42 minutes, which would be
rounded to 45 minutes. One-half lagtimeis
63 minutes, which would be rounded to

60 minutes. Three-fourths lagtimeis

94.5 minutes, which would be rounded to
90 minutes. The transformed unit
hydrographs will have durations of 2-times,
3-times, 4-times, and 6-times the duration of
the original average unit hydrograph. The
transformation of a short duration unit
hydrograph to along-duration unit
hydrograph can be accomplished through the
use of the following equations:

EQUATION
TUHD(t) = V2[TUH()+ TUH(-1)]
TUHD(t) = 1/3{ TUH()+ TUH(t-1)+ TUH(t-2)],
TUHD(t) = VA[TUH(t)+ TUH(t-1)+ TUH(t-2)+ TUH(t-3)],
and
TUHD(t) = Un[ TUH()+ TUH(t-1)+ ..+ TUH
(tn+1)], (2

where
Dt isthe computation interval, equal to the

duration of the original unit hydrograph,

D isthe design duration of the unit hydrograph,

amultiple of Dt,

TUHD(t) are the ordinates of the desired unit

hydrograph at time t, and

TUH(t), TUH(t-1),..., TUH(t-n+1) are the

ordinates of the original unit hydrograph at
timest, t-1,..., t-n+1.

Duration may be thought of as actual
duration or design duration, so adistinction
must be made between the two. Actual
duration, which is highly variable, is defined
asthetime during which precipitation falls at
arate greater than the existing infiltration
capacity. It isthe actual time during which
rainfall excessisoccurring. Design duration
isthat duration that is most convenient for
use on any particular basin. The design
duration is that for which the unit hydro-
graph is computed. For thisreport, design
duration is expressed as afractional part of
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lagtime, such as one-fourth, one-third, one-
half, and three-fourths lagtime.

(5) Reduce the one-fourth, one-third, one-half,
and three-fourths lagtime hydrographs to
dimensionless terms by dividing the time by
basin lagtime and the discharge by peak
discharge. Theresultsof this step are shown
infigure7.

Having accomplished steps 1 through 5 for the
205 selected rainfall-runoff events, thefinal stepin
devel oping the average dimensionless hydrographs
used in this technique was to regionalize and
average the dimensionless hydrographs derived in
step 5.

Regionalization of Dimensionless Hydrographs

The statewide average one-fourth, one-third,
one-half, and three-fourths-lagtime duration
dimensionless hydrographs were computed using
the dimensionless hydrographs derived in step 5.

A comparison of widths at 50 and 75 percent of the
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peak flow was made between hydrographs that
were simulated using each of the four statewide
hydrographs of various duration and the 205
observed peak-flow hydrographs used in their
development. The results showed that all four
statewide hydrographs had a strong tendency to
underpredict actual hydrograph widthsin the
Appalachian Plateaus and Allegheny Ridgesand in
the Coastal Plain.

On the basis of thisinformation, the statewide
dimensionless hydrographswere discarded in favor
of regional dimensionless hydrographs
corresponding to the Appalachian Plateaus and
Allegheny Ridges (AP), the Piedmont, Blue Ridge
and Great Valley (PD), and the Coasta Plain (CP).
The regional dimensionless hydrographs were
developed by calculating the average one-
fourth, one-third, one-half, and three-fourths-
lagtime duration hydrographs for each of the three
regions identified in the bias analysis of the
statewide hydrographs.
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The shape of a hydrograph can be defined by
seven coordinates. the four points defining
hydrograph width at 50 and 75 percent of the peak
flow, along with the point defining the peak and the
two end points. The dimensionless hydrograph
shapes were checked by making a statistical
comparison of the widths at 50 and 75 percent of
peak flow between observed hydrographs used to
develop the dimensionless hydrographs and
hydrographs simulated from the three average
dimensionless hydrographs.

The standard error of estimate for both of the
width parametersin all three regions was found to
be smallest when using hydrographs simulated
from the three-fourths-lagtime duration
hydrograph. The standard errors of estimate of
hydrograph width, calculated using data from 205
observed peak-flow hydrographs used in
dimensionless hydrograph devel opment, were:
+/- 47 and +/- 48 percent in the AP region; +/- 48
and +/- 50 percent in the PD region; and +/- 41 and
+/- 43 percent in the CP region, for hydrograph
widths at 50 and 75 percent of peak flow,
respectively.

These results indicate that the three-fourths-
lagtime duration hydrographs provide the best
fitting design duration in al three regions and were
chosen for usein hydrograph simulation. The
coordinates of the three average dimensionless
hydrographs are shown in table 6. The average
dimensionless hydrographs to be used in Maryland
and the Georgia dimensionless hydrograph
developed by Inman (1986) and the U.S. Soil
Conservation Service (SCS) dimensionless
hydrograph developed by the U.S. Department of
Agriculture (1972) are compared in figure 8.

Testing of Dimensionless Hydr ogr aphs

Several tests were performed to determine the
validity of the shapes of the dimensionless
hydrographs. Thefirst test compared the widths of
simulated hydrographs developed using the
dimensionless hydrographs to the widths of the
observed hydrographs used to develop the
dimensionless hydrographs. The test results were
reported in the preceding section as the standard
errors of estimate. Other tests address verification,
bias, and sensitivity.

Shape Verification

The validity of using the dimensionless
hydrograph shapes to simulate peak-flow
hydrographs in Maryland can be further assessed
by verifying the results of the width comparison.
This verification is done by performing width
comparisons between simulated hydrographs and
observed hydrographs not used in developing the
dimensionless hydrographs. Because the
dimensionless hydrographs are independent of the
observed data, the accuracy of the hydrograph
widths at 50 and 75 percent of peak flow
determined by this test can be considered
characteristic of the results that may be expected
when applying the simulation technique.

Thistest was performed using data collected
during 73 rainfall-runoff events at 19 stream-
gaging stations distributed throughout the State.
The resulting average standard errors of prediction
for hydrograph widths at 50 and 75 percent of peak
flow were: +/- 40 and +/- 37 percent in the AP
region, +/- 61 and +/- 66 percent in the PD region,
and +/- 29 and +/- 42 percent in the CP region,
respectively.

Errors computed for model verification are
generally expected to be greater than those
computed when checking the model. Thisis not
the case in the AP and CP regions. These results
provide some confidence, however, that errorsin
simulated hydrograph width will not be
significantly greater than those reported by
comparison with the data used in developing the
dimensionless hydrographs. In the PD region, the
verification errors should be considered indicative
of the simulated hydrograph width accuracy in that
region.

Geogr aphical and Width Bias

The dimensionless hydrographs were also
tested for bias. Geographical bias was tested by
plotting the positive and negative residuals of
simulated and observed hydrograph widths at 50
and 75 percent of peak flow on amap. The map
was then visually inspected to identify any areasin
each of the three study regions in which
hydrograph widths were being consistently over-
predicted or underpredicted. No geographica bias
was found.
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Table 6. Time and discharge ratios for the Appalachian Plateaus and Allegheny Ridges,
Piedmont, Blue Ridge and Great Valley, and Coastal Plain regional dimensionless
hydrographs

[t, time; LT, basin lagtime; Q, discharge; Q,, peak discharge; AP, Appalachian Plateaus and Allegheny Ridges; PD, Piedmont, Blue

Ridge and Great Valley; CP, Coastal Plain; --, not available]

Dischargeratio

Dischargeratio

22

@QQ) QQ)

Time Tin"_le

ratio AP PD CP ratio AP PD CP

(LT) (tLT)

0.05 0.06 1.05 0.99 0.97 0.95
.10 .08 1.10 1.00 .99 .97
15 .10 115 .99 1.00 .99
.20 0.05 12 1.20 .97 .98 1.00
25 .07 0.06 14 125 .94 .96 .99
.30 A1 .08 17 130 .89 .92 97
.35 15 a1 .19 1.35 .84 .86 .94
40 .20 14 .23 1.40 .79 .80 .90
45 .26 19 27 1.45 74 74 .85
.50 33 25 32 150 .68 .68 81
55 41 32 .38 155 63 61 .76
.60 49 40 45 1.60 .58 .55 72
.65 .57 48 .53 1.65 .54 .50 .68
.70 .64 .56 .60 1.70 49 45 63
75 71 64 .67 175 46 41 .59
.80 .78 72 73 1.80 42 37 55
.85 .84 .79 .78 1.85 .39 .33 .52
.90 .89 .85 .83 1.90 .36 .30 48
.95 .94 .90 .88 195 .33 .28 44

1.00 97 .94 91 2.00 31 25 41
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Table 6. Time and discharge ratios for the Appalachian Plateaus and Allegheny Ridges,
Piedmont, Blue Ridge and Great Valley, and Coastal Plain regional dimensionless

hydrographs--Continued

Dischargeratio

Dischargeratio

(QIQp) (QIQp)
Time Time
ratio AP PD CP ratio AP PD CP
(LT) (tLT)
2.05 0.28 0.23 0.38 255 0.15 011 0.14
210 27 22 35 2.60 15 10 12
2.15 25 .20 32 2.65 14 .10
220 23 .19 .29 2.70 13 .09
2.25 21 18 27 2.75 13 .08
2.30 .20 .16 24 2.80 A3 .07
235 19 15 22 2.85 A2 .07
240 17 14 .20 2.90 12 .06
245 17 13 17 2.95 12
2.50 .16 12 .16 3.00 A1
3.05 a1

The width bias test was performed for the
simulated and observed hydrograph widths at 50
and 75 percent of peak flow for the hydrographs
from the 19 gaged streams used in the verification
test. It isassumed that, on the average, the
predicted width will equal the actual width. In
practice, the average predicted difference for any
set of datais somewhat larger or smaller than zero.
Given the magnitude of the error and the number of
observations in the data set, the student’ s t-test, a
test involving confidence limits for the random
variable t of the Student’ st-distribution and used in
testing hypotheses concerning the mean of a
normal distribution with an unknown standard
deviation, provides a statistical means of
determining whether the mean difference between
simulated and observed width deviates
significantly from zero.

The average predictions for the 50- and
75-percent peak-flow widths were negative
(underpredicted) and positive (overpredicted) in
the AP region, both positive in the PD region, and
both negative in the CP region. In all cases, the
student’ st-test indicated that the errors are not
dtatistically significant at the 0.05 level of
significance. Thisindicates that the widths of the
simulated hydrographs used in the verification step
are not biased.

Sensitivity to Peak Flow and Lagtime

Because the simulation technique requires that
the dimensionless hydrographs be used in
conjunction with peak flow and lagtime, itis
valuable to know how errorsin predicting these
two variables will affect the width of the ssimulated
hydrograph. The sensitivity of simulated
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hydrograph widths to each of the two independent
variables was determined by holding one variable
constant while varying the value of the other, then
determining the effect of the variation on the
widths of the simulated hydrograph.

Following this procedure, when peak flow is
varied, there is no change in the widths of the
smulated hydrograph. When lagtime is varied,
however, the smulated hydrograph widths are
observed to vary directly by the same percentage.
For example, if the estimate of lagtime isincreased
by 10 percent, the width of the simulated
hydrograph will increase by 10 percent at al flow
levels.

Hydrograph-Width Relations

In addition to alowing the smulation of peak-
flow hydrographs, the information contained in the
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dimensionless hydrographs can be used to estimate
the average length of time during which a
particular discharge will be exceeded for a peak-
flow event of agiven magnitude. For example, if it
isknown that afacility or structure is inundated at
or above a particular discharge, the time of
inundation of the structure or facility can be
estimated by using hydrograph-width relations
derived from the dimensionless hydrographs.

Hydrograph-width ratios can be determined by
subtracting thevalueof t/LT ontherisinglimb of a
dimensionless hydrograph from the value of t/LT
on the falling limb of the hydrograph correspond-
ing to the same dischargerratio ( Q/Qp), over thefull
range of dischargeratios. The hydrograph-width
ratios for each of the three dimensionless
hydrographs are tabulated in table 7 and shown
graphically in figure 9.



Table 7. Relation of discharge ratios to hydrograph-width ratios for Maryland dimensionless
hydrographs

[W, hydrograph width; LT, basin lagtime; Q, discharge; Qp,, peak discharge]

Width ratio
(WILT)
Dischgrge Appalachian Piedmont,
ratio Plateaus a\_nd Blue Ridge, and Coastal
(QIQp) Allegheny Ridges Great Valley Slain
1.00 0.00 0.00 0.00
.95 27 25 .28
.90 .38 37 42
.85 48 .46 .53
.80 .57 54 .64
75 .66 .62 74
.70 .74 .70 .85
.65 .82 .76 .94
.60 91 .83 1.04
55 1.00 91 114
.50 1.08 .99 124
45 1.19 1.07 1.34
40 1.29 1.16 1.45
.35 1.40 1.26 1.58
.30 154 1.36 1.70
.25 1.70 1.50 1.86
.20 1.90 1.69 2.04
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Figure 9. Hyvdrograph-width relatons for Marviand dimensionlees hydrographs

Thewidth (W) of asimulated hydrograph, in hours,
corresponding to the average length of time a
particular discharge ( Q) will be exceeded, can be
estimated by computing Q/Q,, then multiplying the
corresponding WILT ratio from table 7 by the
appropriate estimate of lagtime.
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ADJUSTMENT FOR CORRECT
RUNOFF VOLUME

During testing of the simulation technique,
plots of the runoff-volume percent difference and
peak discharge were made for all basinsin the data
set. The purpose of the plots was to check for bias
in the runoff volumes of simulated hydrographs.
The plots required actual peak discharges and
runoff volumes for all rainfall-runoff eventsin the
data base, and estimated runoff volumes from the
dimensionless hydrographs corresponding to each
rainfall-runoff event. Actual peak dischargesand
runoff volumes were available from the data base.
Estimated runoff volumes were obtained by the
following procedure explained in Bohman (1990).



The general expression for runoff volume for
each of the dimensionless hydrographsis:

Vou= (KN(Qp) (LTre) o)™, ©)

where

Vpn isdimensionless hydrograph runoff
volume, in inches;

K isaconversion constant;
Qp is peak discharge, in cubic feet per second;

LTrg islagtime of a particular rainfall-runoff
event, in hours; and

A'is as defined for equation 1.

In order to use equation 3 to estimate runoff
volumes, the appropriate value of K must be
calculated for each dimensionless hydrograph.
Thisis done by extrapolating the rising and falling
limbs of each dimensionless hydrograph to a
discharge ratio of zero. The discharge-ratio
ordinates are then summed at time-ratio intervals
of 0.05. The sum ismultiplied by conversion
constants for time and length to make the equation
dimensionally consistent and provide runoff
volumein units of inches. The results of this
procedure for the three dimensionless hydrographs
used in thisreport are;

Kap = 0.00140
Kpp = 0.00162
KCP = 0.00214

Using the values of K along with equation 3, a
runoff volume estimate was calculated for each
rainfall-runoff event in the data base and volume-
bias plots were made for each study region.

The plots showed that the technique was biased
toward overprediction of the volumes of
hydrographs in the PD and the CP study regions.
Data from the AP study region showed no bias. A
volume correction factor ( VCF) was developed for
each of the two affected study regionsin order to
correct the overprediction bias.

Applying a VCF to the basin lagtime estimated
using equation 1 preserves the shape of the

simulated hydrograph and provides a more
accurate smulation. The VCF is defined asthe
ratio of the regression estimate of the actual runoff
volume to the runoff volume from the simulated
hydrograph. Based on datafrom 271 eventsat 71
stream-gaging stations, regression equations
relating actual runoff volume to drainage area,
peak discharge, and lagtime for the two regions
showing volume-prediction bias are as follows:

Vop= 000152 (Qp) ®(LTRa)"¥0(A) 0% | (4)
Vep= 0.00336(Qp) > (LTor) > (A) 8 | (5)

where

Vpp and Vp are regression-derived runoff
volumes, in inches, for the Piedmont, Blue
Ridge, and Great Valley and Coastal Plain
study regions, respectively; and

Qp: LTrr, and A are as defined in equation 3
earlier in this section.

The average standard errors of prediction for
equations 4 and 5 are 39 (+46/-32) percent and 28
(+32/-24) percent, respectively.

Applying the definition of the VCF, and using
equations 3, 4, and 5, the volume correction factors
are asfollows:

0.020 —0.130

VCFpp= 0.939(Qp) (L) (n)%° | (6)

-0.030

VCF o= 1568(Qp) *(LT)*® (a)*2 | (7)

where

VCFpp and VCFp are the correction factors
for the Piedmont, Blue Ridge, and Great
Valley and Coastal Plain study regions,
respectively; and

Qp, LT, and A are as defined in equation 3
earlier in this section.

Applying the appropriate volume correction
factor to the estimated basin lagtime ( LT) from
equation 1 for the PD and CP study regions
removes the bias in the estimates of hydrograph
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volume for those regions. No volume correction is
required for the AP study region.

VERIFICATION OF THE SIMULATION
TECHNIQUE

By definition, peak-flow events characterized
as having recurrence intervals of 100 years or
greater arerelatively rare events. Almost all of the
data used to develop the simulation technique
correspond to peak flows with recurrence intervals
of lessthan 100 years. It is anticipated, however,
that this technique will often be used to simulate
hydrographs for 100-year eventsor larger. So that
the user has ameasure of accuracy for the results of
the technique when applied to extreme events, an
independent set of data containing the hydrographs
of the peaks-of-record at 20 stream-gaging stations
in the data base was assembled for verification of
the entire simulation technique.

The 20 drainage basins for which peak-of-
record hydrograph data were available had
drainage areas ranging between 1.91 and

281 mi2. The recurrenceintervals of the selected
peak flows range from 45 to 400 years, with an
average recurrence interval of 130 years. After
determining the recurrence interval for each peak
flow, the appropriate regional peak-flow estimation
equations from Dillow (1996) were used to
compute the corresponding peak discharges ( Qp) to
be used for hydrograph simulation, interpolating
where necessary. The appropriate lagtime estimate
was calculated for each event using equation 1, in
conjunction with equations 6 and 7 where
appropriate.

These estimates of peak discharge and lagtime
werethen used to simulate peak-flow hydrographs.
The average standard errors of prediction obtained
from comparing the 50 and 75 percent of peak-
flow widths of the simulated hydrographs to those
of the observed hydrographs are +/- 61 percent and
+/- 56 percent, respectively. Table 8 liststhe
estimated and observed hydrograph widths used to
compute these errors. Figure 10 illustrates an
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Figure 10, Obzerved and simuolated hvdrographs for width comparizon at 30 and 75 percent of peak flow
for Catoctin Creek near Middletown, Maryland (station no. O16375(Hh, October 9, 1976,
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Table 8. Observed and estimated hydrograph widths and peak flows for 20 peaks of record

[hrs, hours; ft 3s, cubic feet per second; Qp, Observed peak discharge;----, data undefined]

Observed width Estimated width Peak flow
(hrs) (hrs) (ft3fs)
Station
no. 0.50Qp, 0.75Qpo 0.50Qp, 0.75Qpo Observed Estimated
(Qpo)

01483200 12.10 7.12 9.65 7.27 712 999
01483700 28.08 15.29 17.11 11.36 1,900 2,110
01484000 13.75 6.75 9.05 2,090 1,550
01484500 15.40 7.63 14.56 11.55 303 521
01493500 8.52 5.45 11.72 8.17 7,500 8,940
01582000 13.33 8.23 7.47 5.00 8,280 9,030
01585100 3.95 1.90 2.64 118 8,000 6,720
01585500 192 1.05 321 2.06 2,220 2,250
01590500 6.17 333 6.34 2,100 1,540
01591000 2.58 152 6.05 323 21,800 19,500
01593500 7.13 433 6.22 3.64 12,400 11,700
01594936 2.37 148 312 895 552
01596500 6.92 3.67 15.23 9.42 7,510 7,670
01619500 6.92 4.00 13.96 9.17 12,600 13,300
01637500 7.93 4.37 711 4.66 12,000 12,600
01639500 8.13 3.80 9.21 4.95 28,000 25,100
01649500 10.40 2.53 717 4.94 10,600 12,200
01651000 1.25 77 5.73 3.09 18,000 16,200
01661500 4.70 2.73 12.49 6.05 7,950 7,050
03078000 11.42 7.33 19.73 12.13 8,400 8,530
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example of the comparison of asimulated
hydrograph with an observed hydrograph.

LIMITATIONS OF TECHNIQUE

Use of the hydrograph simulation technique
described herein should be limited to drainage
basinsin Maryland with drainage areas, main
channel dopes, forest cover, and impervious area
within the ranges shown by the dataintable 3. The
ranges are; drainage area, 0.15 to 494 mi 2: main
channel slope, 1.49 to 1,000 ft/mi; forest cover, 2
to 100 percent; and impervious area, 0 to 40.8
percent. The expected errorsfor drainage basins
with characteristics outside these ranges are
unknown, and may not be assumed to be
comparable with the expected errors provided for
the technique. Thetechniqueisnot valid for usein
smulating snowmelt runoff hydrographs, or
directly simulating complex, multi-peaked
hydrographs. Also, the technique is not valid for
use on drainage basins with regulated peak flow,
unless estimates of peak discharge and lagtime are
available that accurately account for the effects of
regulation.

The technique provides an estimate of the
average hydrograph associated with the peak
discharge of agiven recurrenceinterval for a
drainage basin. When used for design purposes,
results will be accurate within the limits stated in
thisreport. Thetechniqueis not intended to be
used to estimate hydrographs for comparison with
recorded hydrographs.

HYDROGRAPH SIMULATION TECHNIQUE

In order to obtain results with accuracy within
the limits stated in this report, the most current or
best available maps and (or) computer data bases,
such as U.S. Geological Survey topographic
quadrangle maps or land-use data from the
Maryland Office of State Planning (1991), should
be used in carrying out hydrograph simulations.
The technique for smulating a peak-flow
hydrograph is defined by the following steps.
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(1) Delineate and measure the drainage area

associated with the site on the best available
topographic maps. Using figure 2, or the
best available Fall Line delineation,
determine the study region(s) in which the
basinislocated. Becausethe Piedmont, Blue
Ridge, and Great Valey (PD) and Coastal
Plain (CP) regions are hydrologically
connected, it is possible that the basin
characterized by the siteisin both regions.

If thisisthe case, determine the percentages
of the drainage areain each region. The
Appaachian Plateaus and Allegheny Ridges
(AP) region is hydrologically independent
and does not share drainage basins with any
other study region.

(2) Computethe peak discharge ( Q) of interest

using current peak-flow estimation
techniques. Dillow (1996) and Sauer and
others (1983) are examples of some
appropriate methods.

(3) Computethe basin lagtime ( LT) for the site

using equation 1. Use of equation 1 requires
knowledge of the location of the drainage
basin with respect to the study regions
defined in the report, and values of drainage
area (A), main channel dope (SL), forest
cover (F), and impervious area (|1A).

Theregion(s) inwhich the basinislocated is
determined in step 1 above. If the drainage
basin lies partially in both the PD and CP
study regions, computetwo valuesof LT, one
for each region, asif the basin was contained
entirely within that region. Use the drainage
areameasured in step 1 and compute the
main channel slope as defined in the
Glossary. Measure the percentages of forest
cover and other land-use types existing in the
drainage basin. Using the average
percentages of impervious area associated
with each standard land use fromthe U.S.
Department of Agriculture (1975), compute
the percentage of impervious area exhibited
by the basin.



(4) If the drainage basin occursin the AP

region, proceed to step 6. |If the drainage
basin occursin either the PD or CP regions,
then the appropriate volume correction factor
(VCF), calculated by using equation 6 or 7,
must be applied to the estimated basin
lagtime to produce a simulated hydrograph
with appropriate volume. If the VCF is not
applied in these regions, the typical
simulated hydrograph will overestimate the
total volume of flow for agiven event. If the
drainage basin lies partidly in both the PD
and CP study regions, compute two values of
VCF for the drainage basin, one for each
region.

(5) Apply each VCF to the corresponding LT.

If the drainage basin is entirely within either
the PD or CP study region, multiply the LT
by the VCF to obtain the volume-corrected
basin lagtime (VLT), then proceed to step 6.
Otherwise, calculate an average value of
VLT by multiplying both valuesof VLT by
the corresponding percentages of the
drainage basin contained in the PD and CP
regions. Add these two quantitiesto find the
weighted average value of VLT for the
drainage basin. Note that the VLT isa
quantity to be used in simulating a peak-flow
hydrograph by methods discussed in this
report, and should not be confused or
eguated with basin lagtime.

(6) Select the dimensionless hydrograph for the
region containing the drainage basin from
table 6.

If the basin spans both the PD and CP
regions, calculate a set of ordinates ( Q/Qy)
by weighting the ordinates of the
dimensionless hydrographs for the PD and
CP regions, using the percentages of the
drainage area within each region asthe
weighting factors, and summing theresulting
values for each time ratio increment.

(7) Using the values of Q,and the appropriate
lagtime value, either LT inthe AP region or
VLT in the PD and CP regions, along with
the coordinates of the selected dimensionless
hydrograph, the peak-flow hydrograph can
be simulated. Calculate the coordinates of
the simulated hydrograph by multiplying the
values of t/LT from table 6 by either LT or
VLT to obtain the values for time, and
multiply the values of Q/Qj selected or
calculated from table 6 by Q,, to obtain the
corresponding values of discharge.

SIMULATING A PEAK-FLOW
HYDROGRAPH

Thefollowing exampleillustrates the use of the
hydrograph simulation technique. The site chosen
for the exampleisat U.S. Geological Survey
stream-gaging station 01649500 on Northeast
Branch Anacostia River at Riverdale, Md. The
example will simulate the average hydrograph
associated with the 100-year peak discharge by
following steps 1 through 7 as explained in the
previous section.

Step 1: After delineating the basin on the best
available topographic maps, comparing the maps
with figure 2 indicates that the drainage basin lies
in both the CP and PD study regions. Using the
delineation on the best available topographic map,
and measuring the parts of the basin in each region,
it is determined that 20 percent of the basin liesin
the PD study region. The remaining 80 percent is
in the CP study region.

Estimating Peak Flow

Step 2: The peak discharge of the 100-year
recurrence interval is calculated using the methods
described in Dillow (1996) and Sauer and others
(1983), athough any documented peak-flow
estimation method can be used for this procedure.
Inthisexample, drainage area ( A), forest cover (F),
and basin development factor ( BDF) are required
to estimate the peak discharge.
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Dillow (1996) requires drainage area and forest
cover to estimate peak flow in both the Piedmont
and in the Western Coastal Plain regions defined in
that report. The applicable equationsfor peak-flow
estimation are as follows:

Quuo = 3, 060A%%% (F +10) 02 (Piedmont regior),  (8)
Qo0 = 2, 140A% " (F + 10)***" (Western Coastal Plain)
region) , (9)
where

Aisthe drainage area, in square miles;
F isthe forest cover, in percent.

Using the basin delineation on the best
available topographic maps, the drainage areaiis
measured to be 72.8 mi 2. Using the most current
available land-use data, in this case from the
Maryland Office of State Planning (1991),

33 percent of the basin areais characterized by
forest cover. Applying these valuesto equations 8
and 9 givesthe following results:

0.557

Q00 = 3,060(72.8) " (33 + 10)%= 134671
(Piedmont
region)

Qg0 = 2 140(72.8)0'770(33+ 10)_0'391: 13,353 ft¥/s
(Western
Coastal Plain
region)

The peak-flow estimation technique also
requires that any estimate for a gaged stream site
be weighted with flow estimates based on the
observed data from the stream-gaging station using
the following equation:
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Qu= [QgNg + QNI a(N;+N,) (10)

where

Q,y isthelog of the weighted peak-flow
estimate at the gaged location;

Qg isthelog of the discharge at the gaged
location for the selected recurrence interval,
derived from observed streamflow-gage data
through the current year;

Q, isthelog of the discharge computed using
the appropriate estimation equation from
Dillow (1996) for the selected recurrence
interval;

Ng is the number of years of record associated
with the gaged location; and

N, isthe number of equivalent years of record
for the selected estimation equation from
Dillow (1996).

Using equation 10, peak-flow data available
fromthe U.S. Geologica Survey, and data
available in Dillow (1996), with Qg equal to
13,200 ft3/s, Ny equal to 50 years, Qr and N, equal
to 13,467 s and 19 years, respectively, for the
PD region, and Q; and N, equal to 13,353 ft¥/s and
13 years, respectively, for the CP region, the
following weighted 100-year peak-flow estimates
are obtained for each of the two regions:

Q= [10g (13,200) (50) + log (13.467) (19)] / (50+19) =
gives 1041230 = 13,273 t3/s, or approximately
13,300 ft¥/s for the Piedmont; and

4.1230,

Qu = [10g (13,200) (50) + log (13,353) (13)] / (50+13) = 4.1216,
gives 1041216 =13 231 #t3/s, or approximately
13,200 ft3/s for the Western Coastal Plain.

A weighted average of these two valuesis
derived according to the relative area of the basin
in each region:

Qino = (13,300 ft3/s x 20 percent) + (13,200 ft%/s x 80 percent)
= 2,660 ft%s+ 10,560 ft3/s
= 13,220 ft¥s.



In accordance with U.S. Geologica Survey policy
regarding streamflow-measurement accuracy, this
value is rounded to three significant figures,
resulting in an estimate of the 100-year peak flow
for a nondevel oped drainage basin of 13,200 ft 3s,

The technique used to calculate this estimate is
only valid for nondevel oped drainage basins.
According to the land-use data available from the
Maryland Office of State Planning (1991) and the
average percentages of impervious area from the
U.S. Department of Agriculture (1975) that are
characterigtic of each land-use category, this basin
is characterized as having 22 percent impervious
area. In accordance with the criterion for
identifying developed basins described in Sauer
and others (1983), which states that any basin with
residential, commercial, and industrial land-use
areas that combine to comprise more than 15
percent of the total basin areais considered to be
developed, thisbasin is considered to be
developed. To account for the effects of
development and obtain an accurate estimate of the
100-year peak flow, the technique described by
Sauer and others (1983) was selected.

In addition to drainage area and the peak
discharge estimate for an equivalent non-
developed drainage basin, the technique of Sauer
and others (1983) requires avalue for basin
development factor ( BDF), an index of the
prevalence of drainage aspects of (a) storm sewers,
(b) channel improvements, (c) impervious channel
linings, and (d) curb-and-gutter streets. The range
of BDF isOto 12. A vaue of zero for BDF
indicates the drainage aspects mentioned
previoudly are not prevalent, but does not
necessarily mean the basin is completely
undeveloped. A vaue of 12 indicates full
development of the drainage aspects throughout
the basin. Refer to Sauer and others (1983) for a
complete description of the procedure used to
evaluate BDF for abasin. From field inspection,
BDF in this exampleis determined to equal 5.

From Sauer and others (1983), an equation for
estimating the 100-year peak flow in a developed
drainage basin is asfollows:

0.15

UQ100 = 7.70A%(13-BDF) **RQ100°% | (11)

where

UQ100 isthe 100-year peak discharge for a
developed watershed, in cubic feet per
second;

Aisasdefined in equation 8 earlier in this
section;

BDF isthe basin devel opment factor as
previously described in this section; and

RQ100 isthe 100-year peak discharge for an
equivalent nondevel oped drainage basin, in
cubic feet per second.

Using equation 11 in conjunction with the
previously measured drainage area, the value of
BDF acquired through field inspection, and using
the Qg value calculated using equation 10 asthe
estimate of RQ100, the 100-year peak discharge,
gives the estimate of 100-year discharge for the
basin asfollows:

UQ100 = 7.70 (72.8) %15(13-5) “03%(13,200) °€2=18,017 ft3/s,
or approximately 18,000 f/s.

The estimate of the 100-year recurrence level
Qp for the basin in this example is 18,000 ft ¥s.
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Estimating Lagtime

Step 3: Sincethe drainage basin in this
exampleis partially within both the PD and CP
study regions, two values of LT will be calculated
using equation 1,

LT= 0'18A0A234$_ »0.312(101_F) -0.220 (101-|A)1'06(10 [0.219AP + O.202CP])‘

where

LT isthe basin lagtime, in hours;

Aisthe drainage area, in square miles;

S isthe main channel dope, in feet per mile;
F istheforest cover, in percent;

|Aisthe impervious area of the basin, in
percent; and

AP, CP are qualitative variables with discrete
valuesof Oor 1. A vaueof 1isassigned
when the basin for which lagtimeis being
estimated isin the corresponding study
region, as defined in figure 2.

In addition to the data already listed for this
example, the estimation of lagtime requires main
channel dope (SL) in units of feet per mile,
measured from the best available topographic
maps.

The main channel dopeis obtained as follows.
Using the best available topographic maps, with
the drainage divide for the basin drawn on, identify
the main channel of thebasin. On U.S. Geologica
Survey topographic maps, this can be done by
following the blue line of the stream channel from
the point of interest upstream, following the branch
at each confluence which drains the larger
upstream basin area. Extend the blue line from its
uppermost end to the drainage divide following the
natural drainage channel as shown by the
topographic contours. Measure the total length of
the channel from the point of interest to the
drainage divide. Find the points aong the main
channel that are located at 10 and 85 percent of the
main channel length as measured upstream from
the point of interest. Using the map contours,
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estimate the el evations of these two points. To find
the main channel dope, subtract the elevation of
the upstream point from that of the downstream
point and divide the difference by the quantity
0.75 times the total length of the main channel.

The basin lagtime (LT) must be calculated for
both study regions using equation 1 as follows:

LT = 0.18A 0.2349_ -0.312(101_F) -0.220(101_|A)1.06(10 [0.219AP +0.202CF’])'

by substitution,

LTpp = 0.18(72.8) %234(27.2) 0312 (101-33) 0220 (101-22) 106
(10[0219(0) + 0.202 Oy = 7.11 hours,

and

LTep = 0.18(72.8) 9234 (27.2) “0-312(101-33) -0220(101-22) 1.6
(10[0.219 (0) +0.202 (1)]) = 11.32 hours.

Step 4: Since the PD and CP study regions are
involved, VCF values must also be calcul ated.
Using equations 6 and 7,

VCFPD = 0.939 (Qp) O.OZO(LT) »0.130(A) OAOlO’

VCFcp= 1.568 (Qp) -0.030( 1) -0:357(p) 0.122

where

Qp is peak discharge, in cubic feet per second;
LT isbasin lagtime, in hours; and
Aisthe drainage area, in square miles,

with the previoudly determined values of drainage
area (A), main channel slope (SL), forest cover (F)
data from the Maryland Office of State Planning
(1991), impervious area ( |A) calculated by using
land-use data from the Maryland Office of State
Planning (1991) and average impervious area
values for various land-use types from the U.S.
Department of Agriculture (1975), and 100-year
peak discharge (Qp), the user obtainsthe following
two values of VCF:



VCFPD - 0939(Qp) 0.020 (LT) -0.130 (A) 0.010'

by substitution,

VCFpp = 0.939(18,000) %020 (7.11) 0130 (72,8) 0010 = 0,924,
and

VCFcp= 1.568(Qp) -0.030(| 1) -0.357(p) 0122

by substitution,

VCF¢p = 1.568(18,000) “0-039(11.32) -0-357(72.8) 0122 = 0,829,

Step 5: Using the values of LT and VCF
calculated in steps 3 and 4, respectively, calculate
values of VLT for each region asfollows:

VLTpp = LTpp X VCFpp = 7.11 hours x0.924 = 6.57 hours,

VLTcp = LTep X VCFep = 11.32 hours x 0.829 = 9.38 hours.

These estimates of VLT are weighted according
to the relative area of the basin in each of the two
regions to produce the VLT for the basin:

VLT = (VLTpp X 20 percent) + (VLTcp x 80 percent)
= (6.57 hours x 0.20) + (9.38 hours x 0.80)
= 1.31 hours+ 7.50 hours
= 8.81 hours, or approximately 8.8 hours.

Expanding the Dimensionless Hydr ogr aph

Step 6: The basinin this example lies partialy
in both the PD and CP study regions, so the
ordinates for the dimensionless hydrograph are a
weighted average of the PD and CP dimensionless
hydrographs listed in table 6. Each ordinate for
this example is the sum of 20 percent timesthe PD
ordinate plus 80 percent times the CP ordinate,
reflecting the percentages of the drainage basin
areain each study region. For example, inthis
problem the weighted value of the ordinate
corresponding to the 0.05 time ratio would be
obtained asfollows. Since the ordinates

corresponding to that time ratio are 0.00 and 0.06
for the PD and CP dimensionless hydrographs,
respectively, the weighted ordinate value is

[(0.2) x (0.00)] +[(0.8) x(0.06)] = 0.048 or approximately 0.05.

Step 7: The weighted ordinates and their
corresponding time ratios can be expanded to
simulate the peak-flow hydrograph. Using

Qp =18,000 ft¥/sand VLT = 8.8 hours,

the weighted average PD/CP dimensionless
hydrograph can be expanded as shown in table 9 to
produce the simulated hydrograph seen in figure
11.

Figure 11, Stmolated 1 H-vear peak-flow hydrograph for
MNortheast Branch Anacostia River at
Fiverdale, Maryland
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Table 9. Smulated coordinates of the 100-year peak-flow hydrograph for Northeast Branch
Anacostia River at Riverdale, Maryland

[t, time; LT, basin lagtime; VLT, volume-corrected basin lagtime; hrs, hours;, Q,discharge; Qp, peak discharge;
ft3/s, cubic feet per second; col., column]

Volume-
Time corrected Discharge Discharge
ratio basin Time ratio Peak Q
(ULT) lagtime (hrs) (QIQp discharge (ft3/s)
(from (VLT) (cal. 1x (from Q) (col. 4 x
table 6) (hours) col. 2) table 6) (ft3/s) col. 5)
0.05 8.8 0.44 0.05 18,000 900
.10 8.8 .88 .06 18,000 1,080
15 8.8 1.32 .08 18,000 1,440
.20 8.8 1.76 .10 18,000 1,800
.25 8.8 2.20 12 18,000 2,160
.30 8.8 2.64 15 18,000 2,700
.35 8.8 3.08 A7 18,000 3,060
40 8.8 3.52 21 18,000 3,780
45 8.8 3.96 .25 18,000 4,500
.50 8.8 4.40 31 18,000 5,580
.55 8.8 4.84 37 18,000 6,660
.60 8.8 5.28 44 18,000 7,920
.65 8.8 5.72 .52 18,000 9,360
.70 8.8 6.16 .59 18,000 10,620
75 8.8 6.60 .66 18,000 11,880
.80 8.8 7.04 .73 18,000 13,140
.85 8.8 7.48 .78 18,000 14,040
.90 8.8 7.92 .83 18,000 14,940
.95 8.8 8.36 .88 18,000 15,840
1.00 8.8 8.80 .92 18,000 16,560
1.05 8.8 9.24 .95 18,000 17,100
1.10 8.8 9.68 .97 18,000 17,460
1.15 8.8 10.12 .99 18,000 17,820
1.20 8.8 10.56 1.00 18,000 18,000
1.25 8.8 11.00 .98 18,000 17,820
1.30 8.8 11.44 .96 18,000 17,460
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Table 9. Smulated coordinates of the 100-year peak-flow hydrograph for Northeast Branch

Anacostia River at Riverdale, Maryland--Continued

Volume-
Time corrected Discharge Discharge
ratio basin Time ratio Peak Q
(ULT) lagtime (hrs) (QIQy discharge (ft%s)
(from (VLT) (cal. 1x (from (Qp) (col. 4 x
table 6) (hours) cal. 2) table 6) (ft3/s) col. 5)
1.35 8.8 11.88 0.92 18,000 16,560
140 8.8 12.32 .88 18,000 15,840
145 8.8 12.76 .83 18,000 14,940
150 8.8 13.20 .78 18,000 14,040
155 8.8 13.64 .73 18,000 13,140
1.60 8.8 14.08 .69 18,000 12,420
1.65 8.8 14.52 .64 18,000 11,520
1.70 8.8 14.96 .59 18,000 10,620
1.75 8.8 15.40 .55 18,000 9,900
1.80 8.8 15.84 51 18,000 9,180
1.85 8.8 16.28 48 18,000 8,640
1.90 8.8 16.72 44 18,000 7,920
1.95 8.8 17.16 41 18,000 7,380
2.00 8.8 17.60 .38 18,000 6,840
2.05 8.8 18.04 .35 18,000 6,300
2.10 8.8 18.48 .32 18,000 5,760
2.15 8.8 18.92 .30 18,000 5,400
2.20 8.8 19.36 27 18,000 4,860
2.25 8.8 19.80 .25 18,000 4,500
2.30 8.8 20.24 22 18,000 3,960
235 8.8 20.68 21 18,000 3,780
2.40 8.8 21.12 19 18,000 3,420
245 8.8 21.56 .16 18,000 2,880
2.50 8.8 22.00 .15 18,000 2,700
2.55 8.8 22.44 13 18,000 2,340
2.60 8.8 22.88 12 18,000 2,160
2.65 8.8 23.32 .02 18,000 360
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Table 9. Smulated coordinates of the 100-year peak-flow hydrograph for Northeast Branch
Anacostia River at Riverdale, Maryland--Continued

Volume-
Time corrected Discharge Discharge
ratio basin Time ratio Peak Q
(tLT) lagtime (hrs) (QIQp) discharge (ft3/s)
(from (VLT) (col. 1x (from (Qp) (col. 4 x
table 6) (hours) col. 2) table 6) (ft3/s) col. 5)
2.70 8.8 23.76 0.02 18,000 360
2.75 8.8 24.20 .02 18,000 360
2.80 8.8 24.64 .01 18,000 180
2.85 8.8 25.08 .01 18,000 180
2.90 8.8 25.52 .01 18,000 180

SUMMARY AND CONCLUSIONS

Three dimensionless hydrographs, alagtime
estimation equation, and two volume correction
factors were devel oped to simulate peak-flow
hydrographsin Maryland. When combined with a
peak-discharge estimate of specific recurrence
interval, these products can be used to simulate a
hydrograph for any nonregulated stream sitein
Maryland. Simulating a hydrograph requires that
estimates of peak discharge and lagtime be applied
to the time and discharge ratios of the appropriate
dimensionless hydrograph.

The dimensionless hydrographs were
devel oped using data from 205 rainfall-runoff
events on 62 gaged streamsin Maryland and
Delaware. The shapes of the hydrographs were
verified using data from 73 events on 19 gaged
streams not used in hydrograph development.

The equation for estimating basin lagtime was
developed using multiple regression analysis
techniques. Datafrom 80 of the 81 gaged drainage
basins in the data base were used to develop the
equation. One basin was excluded from the
analyses because accurate rainfall data were not
available to calculate the observed basin lagtime.
The equation requires drainage area, main channel
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slope, forest cover, and impervious area, along
with two qualitative variables accounting for
regional biases, to estimate basin lagtime. Two
volume-correction equations were developed to
remove a hydrograph-volume prediction bias
found while testing the simulation technique.

The three dimensionless hydrographs, the basin
lagtime estimation eguation, and the two volume-
correction equations were applied to an
independent data set containing the peak-of-record
runoff event for 20 gaged basinsin the database in
order to verify the accuracy of the simulation
technique when applied to extreme events. The
20 observed hydrographs were not used in
developing the technique, and had an average
recurrence interval of 130 years. The results of
comparing the observed and simulated hydrograph
widths at the 50 and 75 percent of observed peak-
flow levels were average standard errors of
prediction of +/- 61 percent and +/- 56 percent,
respectively. Accuracy of the smulation results
within the stated average standard errors of
prediction is ensured by adherence to the methods
defining the technique and the guidelines set forth
in the Limitations of Technique section.
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