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[Singular and plural forms for abbreviations of units of measure are the same]

A ................ angstrom units
A 3 ............... cubic angstroms
a-c ............... alternating current
amp .............. amperes
atm .............. atmospheres
bbl ............... barrels
B.C. .............. Before Christ
B.P. .............. Before Present
b.y. .............. billion years
c ................. crystalline state
Cx ............... molal concentration (of

substance x) 
cal ............... calories
cfs ............... cubic feet per second
Ci ................ Curies
cm ............... centimeters
cm 2 .............. square centimeters
cm 3 .............. cubic centimeters
cpm .............. counts per minute
cu ft .............. cubic feet
cu mi ............. cubic miles
d-c ............... direct current
emu .............. electromagnetic units
eV ............... electron volts
fpm .............. feet per minute
ft ............ ....feet
ft 3 ............... cubic feet
g ................. grams
gal ............... gallons
gpd ............... gallons per day
gpm .............. gallons per minute
hr ................ hours
Hz ............... hertz (cycles per sec­ 

ond) 
in. ............... inches
kb ............... kilobars
kg ................ kilograms
km ............... kilometers
km2 .............. square kilometers
km 3 .............. cubic kilometers-
kV ............... kilovolts
1 ................. liters

Ib ................ pounds
In ................ logarithm (natural)
m ................ meters
m ................ molal (concentration)
m2 ............... square meters
m 3 ............... cubic meters
M ................ molar (concentration)
me ............... milliequivalents
MeV .............. million electron volts
mg ............... milligrams
mgd .............. million gallons per day
mi2 .............. square miles
min ............... minutes
ml ............... milliliters
mm .............. millimeters
mol .............. moles
mr ............... milliroentgens
mV ............... millivolts
m.y. .............. million years
M ................ microns
ium ............... micrometers
jumbo ............. micromhos
n ................ neutrons
N ................ normal
ng ................ nanograms
nm ............... nanometers
Oe ............... oersteds
pCi ............... picocuries
P.d.t. ............. Pacific daylight time
pH ............... pH (measure of hydro­ 

gen ion activity) 
ppb .............. .parts per billion
ppm ............. .parts per million
rad ............... radiometric
rpm .............. revolutions per minute
sec ............... seconds
sq f t .............. square feet
sq mi ............. square miles
v ................. volts
wt ............... weight
yr ................ years
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PERMIAN PALEOGEOGRAPHY OF THE ARCTIC

By J. THOMAS DUTRO, JR., and R. BIRUTE SALDUKAS, Washington, D.C.

Abstract.  Three large land areas were dominant in the Arctic during 
the Permian: Fennoscandia, central and southern Siberia (Angara), and 
Canada. Smaller landmasses were in China, the Seward-Chukotskiy 
region, northern and eastern Siberia, and near Alaska. Coal deposits and 
strata bearing land plants covered a large area in central Siberia; saline 
basins containing red beds formed in the Zechstein, Perm, and West 
Texas basins as the seas withdrew, generally in the later Permian. 
Eugeosynclinal troughs, apparently limited to the Pacific border 
regions, were marked by volcanism and deposition of predominantly 
clastic sediments in many areas. Platform and miogeosynclinal deposits, 
dominated by carbonate rocks, preceded saline deposition in the basins 
and persisted on shallow shelves adjacent to the geosynclines. The 
Arctic Permian marine fauna evolved in middle Permian time because of 
partial isolation of the Arctic areas from the southern ocean. Endemism, 
latitudinal temperature controls, and the effect of ocean currents 
explain in large part the faunal patterns in Permian seas. Post-Permian 
tectonic movements account for anomalies in the present positions of 
some rock sequences and fossils. Northeasterly drift and counter­ 
clockwise rotation of the northern landmasses are suggested. Right- 
lateral shear along the southern edge of Asia is supported, followed by 
northward movement of peninsular India. -?;T

The Arctic seas in the Permian, particularly during the later 
Permian, harbored a marine invertebrate fauna that was 
impoverished as to variety of phyla and number of species. 
This Arctic Permian assemblage has been the subject of several 
comprehensive taxonomic papers since elements of the 
brachiopod fauna were first described by de Koninck (1847). 
Chief among these are Gobbett's (1963) description of 
brachiopods from Svalbard (Spitsbergen); Harker and Thor- 
steinsson's (1960) paper on the Permian of Grinnell Peninsula 
in the Canadian Arctic Islands;Dunbar's (1955) monograph of 
the central East Greenland brachiopods; Likharev and Einor's 
(.1.939) description of Novaya Zemlya faunas; Stepanov's 
(1936, 1937) papers on the Svalbard brachiopods; Zavo- 
dovskiy and others' (1970) atlas of northeastern U.S.S.R.; 
Stehli and Grant (1971) on Axel Heiberg Island; Grant's 
description of brachiopods from the Tahkandit Limestone, 
Alaska (in Brabb and Grant, 1971), and Waterhouse's descrip­ 
tion of brachiopods from the Yukon Territory (in Bamber and 
Waterhouse, 1971).

In attempting to understand the relationships of the Permian 
brachiopods in Arctic Alaska, Dutro (1961) proposed a

correlation of Arctic Permian strata and has continued to 
investigate the significance of these faunas in a paleo- 
geographic setting.

With the publication of the excellent paleotectonic maps of 
the Permian of the United States (McKee and others, 1967), 
followed by the magnificent Russian paleogeographical atlas 
(Nalivkin and Posner, 1969), much of the basic material for a 
more general synthesis of Permian paleogeography for the 
Northern Hemisphere became available.

We have prepared two paleogeographic maps (figs. 1, 2) on a 
polar projection which serve as a basis for interpretation of 
terrestrial and marine faunal and floral distributions at two 
time intervals during the Permian. The maps show the general 
distribution of land and sea and major lithofacies relative to 
present geography. They do not show the original positions of 
land and sea in the Permian or the relative amounts of 
different lithofacies or sources of clastic sediments; nor are 
they designed to depict drift, rotation, or other movement of 
continental masses (or plates), although some of these activi­ 
ties can be inferred (fig. 3).

Two segments of time were selected for the maps. Figure 1 
depicts the Leonardian-Artinskian time and figure 2, Word- 
Kazanian time. Figure 1 was prepared to provide a basis for 
understanding the changes that occurred in the landscape 
during late Early Permian time. Figure 2 provides a geographic 
base for the biogeography shown in figure 3.

Figure 3 shows the distribution of selected elements of the 
biota for Word-Kazanian time. Generalized distributions of 
floras have been drawn from several sources but are chiefly 
modifications of syntheses by Andrews and Felix (1961) and 
by Radforth (1966). Vertebrate data were taken mostly from 
Olson's( 1962) work.

Two major elements of the marine fauna, brachiopods and 
verbeekinids, are depicted on figure 3. The brachiopods were 
analyzed by comparing the assemblage at various localities 
with that of Svalbard. Twenty-five species or species groups 
were selected as indicators of the Arctic Permian fauna. All of 
them occur in Svalbard. Using a modification of the Simpson 
coefficient technique (Simpson, 1960), other localities were 
found to include varying percentages of these indicators. The 
results have been plotted and contoured to give an impression 
of the degree of relatedness to Svalbard. Distribution of later
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Permian verbeekinid fusulinids (modified from Gobbett, 1967) 
shows a predominantly Tethyan pattern. Occurrences of these 
forms in western North America and the western Tethys area 
are attributed to distribution by currents from a possible 
center of dispersal in the east China-Japan region.

ANALYSIS OF RESULTS

Some of the major features of the Permian geography appear 
to be:
1. In the Carboniferous and Early Permian, North America 

and Laurasia were separated by a marine connection 
through the Russian Perm basin, which provided free 
exchange of marine faunas from the Tethys to the 
Arctic; in the latter part of the Permian, they were parts 
of a single large landmass.

2. The Perm basin was cut off from the Tethys by a land 
connection across its southern end during the late Early 
Permian (Kungurian).

3. Three major sites of evaporite and red bed deposition were 
the Perm, Zechstein, and West Texas basins.

4. Areas of coal swamp and coal deposits were the eastern 
United States (in the Early Permian), northern Siberia, 
and China.

5. A major volcanic region and, presumably, eugeosynclinal 
area bordered the ancient North Pacific. In the later 
Permian, the only connection between the world ocean 
and the Arctic basin was through straits between islands 
in the North Pacific.

THE ARCTIC PERMIAN MARINE FAUNA

The aspect of the Permian Arctic fauna that has intrigued 
paleontologists for a century is its domination by certain kinds 
of brachiopods and the virtual absence of other groups of 
animals. A few corals, bryozoans, and mollusks occur with the 
brachiopods; presence of echinoderm debris and sponge 
spicules indicates relative abundance of these phyla, but 
whole-body fossils are rare.

Among the brachiopods, a great many genera common in 
the tropical seas are absent; most of the assemblage can be 
accounted for in about 30 or 40 genera, and the characteristic 
forms number only about two dozen. The following species or 
species groups were selected for calculating the endemic ratios 
for the Arctic localities: Arctitreta kempei (Andersson), 
Derbyia cf. D. grandis Waagen, Anemonaria pseudohorrida 
(Wiman), Waagenoconcha irginae (Stuckenberg), Kochipro- 
ductus porrectus (Kutorga), Thamnosia arctica (Whitfield), 
Horridonia timanica (Toula), Globiella cf. G. simensis 
(Tschernyschew), Cancrinella spitzbergiana Gobbett, Ani- 
danthus aagardi (Toula), Kuvelousia weyprechti (Toula), 
Yakovlevia mammata (Keyserling), Lissochonetes spitz- 
bergianus (Toula), Chonetina superba Gobbett, Septacamera 
cf. S. kutorgae (Tschernyschew), Stenocisma spitzbergiana 
(Stepanov), Rhynchopora nikitini Tschernyschew, Neospirifer

striatoparadoxus (Toula), Licharewia spitzbergiana Gobbett, 
Pterospirifer alatus (Schlotheim), Spiriferella keilhavii (von 
Buch), Permophricadothyris asiatica (Chao), Martinia sp., 
Cleiothyridina royssiana (Keyserling), Pseudosyrinx wimani 
Gobbett, and Dielasmaplica (Kutorga).

Significant absentees from the Arctic assemblage are mem­ 
bers of the reef-associated productoid genera, including the 
leptodids, richthofenids, aulostegids, and scacchinellids. Also 
notable is the lack of diversity in the Arctic among the 
spiriferoids, rhynchonelloids, and terebratuloids that one finds 
at most tropical and subtropical localities. Stehli (1971) has 
analyzed the differences between Tethyan and Boreal brachio- 
pod facies at the family level and has concluded that the latter 
is completely dependent on cosmopolitan families. This 
reflects, in our view, an inheritance from the Carboniferous, 
early in the Permian when the Tethys was freely connected 
with the Arctic through a Uralian seaway.

At the species-group or species level, however, endemism 
developed in the Boreal region after the connection with the 
southern ocean was closed off late in the early part of the 
Permian. The calculated endemic ratios, showing relationships 
to the Svalbard fauna taken as unity, drop off regularly away 
from the Boreal region toward the presumed paleoequator (fig. 
3). Approximately one-fifth of the taxa used in the analysis 
occur at most Tethyan stations, and this residue is considered 
to represent cosmopolitanism at the subgeneric level.

That apparent endemism and cosmpolitanism are inversely 
related when lower taxonomic levels are considered is not 
unexpected. In searching for an analog with which to compare 
the Boreal Permian brachiopod fauna, the molluscan distribu­ 
tion in restricted seas (Black Sea, Caspian Sea) comes first to 
mind. Runnegar and Newell (1971) have used these models to 
explain the Permian molluscan fauna of the Parana basin. It 
seems reasonable to assume that relatively rapid evolution of 
marine benthonic bivalved species would take place in a relict 
sea in which some abnormal environmental factors were 
present. In the Parana basin, Black Sea, and Caspian Sea this is 
probably low salinity. In the paleoarctic of the Permian, it was 
quite possibly related to temperature, although abnormal 
salinities may have been a factor in light of the formation of 
evaporite basins in several regions. Ustritskiy (1972) discussed 
the climate of the Permian and provided data that suggest that 
climatic gradients dispersed radially from a cold (glacial) area 
in north-central Siberia.

TERRESTRIAL FAUNA AND FLORA

Permian terrestrial vertebrates have been described from 
many places in the Northern Hemisphere, but mostly as 
isolated occurrences of limited faunas. One of the more 
comprehensive papers on these forms is Olson's (1962) 
analysis of north-central Texas and Uralian faunas. He con­ 
cluded that vertebrates evolved separately in the two regions 
throughout the Early Permian. In each instance, the pattern of
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progression is from aquatic to upland forms. Interconnections 
were established by middle Permian time, however, and several 
migratory exchanges are postulated to account for relation­ 
ships between early Late Permian genera in Texas and their 
Kazanian counterparts in Russia.

Paleobotanists have long considered the Permian floras as 
constituting four distinct provinces: (1) Eur-American, 
(2) Angaran, (3) Cathaysian, and (4) Gondwanan (Andrews 
and Felix, 1961; Radforth, 1966). Distributions of these 
provinces show clearly the eastward advance of the Eur- 
American flora into central Asia after the establishment of the 
land connection across the southern U.S.S.R. Two areas of 
floral overlap are also indicated, one in China (Angaran- 
Cathaysian) and one in southeast Turkey (Gondwanan- 
Cathaysian, see Wagner, 1962). The Gondwanan flora, as such, 
is found in the Northern Hemisphere only in peninsular India.

BIOGEOGRAPHIC INTERPRETATIONS

Invertebrate faunas in the Arctic inherited their basic 
character from the late Carboniferous faunas, mainly because a 
marine connection existed from the southern seas through the 
Perm basin. This connection was cut off in the latter part of 
the Early Permian, and the younger Arctic Permian assemblage 
reflects endemism in the northern ocean (fig. 3).

Low correlations with Svalbard are of two kinds. The 
presence of only a few hardy species in the Zechstein and 
Perm embayments undoubtedly reflects rigorous environ­ 
mental conditions high salinity associated with the de­ 
velopment of evaporite basins. On the other hand, a regular 
decrease in correlation southward along the west side of North 
America and the east side of Asia possibly reflects some 
latitudinal, perhaps temperature, factor.

Conversely, the Eur-American flora and terrestrial verte­ 
brates evolved separately through the Early Permian but 
extended their ranges eastward across the land area that was 
formed in the southern U.S.S.R. toward the middle of the 
period.

Overlap of Angaran and Cathaysian floras is explained by 
proximity. Assumed paleowind directions would have assisted 
this mixing process. The seemingly anomalous flora in Turkey 
can be explained by large-scale tectonic activity since the 
Permian, as can the position of peninsular India.

TECTONIC IMPLICATIONS

The maps show rather clearly that the major land areas of 
the Northern Hemisphere during the middle and later Permian 
were part of a single large continent. The distribution of the 
Eur-American flora certainly implies that no Atlantic Ocean 
existed at that time. Land in the Southern Hemisphere seems 
to have been consolidated into a large but separate Gond­ 
wanan continent. A marine connection through southern Asia

and the Mediterranean (pre-Tethys) best accounts for faunal 
relationships in the Permian oceans.

A volcanic belt paralleling the present north Pacific coast 
probably was the site of eugeosynclincal deposition. Rather 
narrow continental shelves extended southward from Alaska 
toward both China and the southwestern United States.

Most recent analyses of evaporite deposition conclude that 
major basins formed within an area extending from about lat 
30 N. to 30 S., in locations far south of the present positions 
of the West Texas, Zechstein, and Perm basins. Consequently, 
significant post-Permian plate movements must have taken 
place.

The northern continent may have started to break up by 
northeastward movement accompanied by counterclockwise 
rotation of the three core areas North America, Fenno- 
scandia, and Angara (see Briden, 1968). This movement need 
not have been uniform, and there is reason to believe that each 
block moved at a different rate. After the mid-Atlantic ridge 
area became active, perhaps in the Jurassic, North America 
could have begun its westward drift, a late phase of its 
counterclockwise movement.

In the tropical latitudes, floral distributions suggest that 
great lateral motions took place. The presence of the mixed 
Gondwanan-Cathaysian flora in Turkey can be explained by 
westward shift through nearly 40° of longitude. This is about 
the amount of lateral shear postulated on geomagnetic grounds 
by Irving (1967).

A later movement of India northward from Gondwana 
would account for its anomalous present position both 
geologically and biogeographically (fig. 3). The peculiar 
attenuated peninsulas and islands in what is now the Himalaya 
region also seem to reflect this northward drift.
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PLIOCENE MARINE FOSSILS IN THE 
PASO ROBLES FORMATION, CALIFORNIA

By WARREN O. ADDICOTT and JON S. GALEHOUSE,1 

Menlo Park, Calif., San Francisco, Calif.

Abstract. Marine invertebrates from the Paso Robles Formation 
recently discovered near Atascadero, Calif., indicate that the basal part 
of this chiefly nonmarine deposit is of provincial early Pliocene age. 
Heretofore the lack of direct fossil or radiometric evidence of the age of 
the Paso Robles has made it a difficult unit to place in the late 
Cenozoic history of the Coast Ranges. The assemblage is dominated by 
Ostrea vespertina and by Nettastomella rostrata, a rock-boring bivalve; 
its mode of preservation indicates that the fossils are in place and have 
not been recycled from older marine formations. This occurrence 
suggests that during the early Pliocene a seaway connected the present 
southern Salinas Valley area with the northern part of the Santa Maria 
basin; the fossils occur about halfway between the southernmost 
exposures of the Pancho Rico Formation near San Miguel and 
fossiliferous strata east of Pismo Beach, both marine units of early 
Pliocene age.

The Paso Robles Formation, as originally defined by 
Fairbanks (1898, 1904), crops out nearly continuously over 
approximately 1,000 sq mi of the upper Salinas Valley in the 
southern part of the California Coast Ranges (fig. 1). The 
formation is mainly a late Cenozoic continental deposit of 
gravel, sand, silt, and clay. In general, the coarser sand and 
gravel occur as stream-channel deposits, whereas the finer 
sand, silt, and clay occur as flood-plain deposits. The Paso 
Robles has long posed a problem in interpreting the late 
Cenozoic geologic history of the southern part of the 
California Coast Ranges because of the lack of direct fossil or 
radiometric evidence of its age (Galehouse, 1967). Previous age 
determinations have been based upon such indirect criteria as 
long-range correlations, stratigraphic relations, and concepts of 
late Cenozoic diastrophic history.

This report describes the first diagnostic fossils found in the 
Paso Robles Formation and interprets their age and paleo- 
graphic significance. It is of interest that they are of marine 
origin. An assemblage of oysters and other marine inverte­ 
brates was discovered in 1971 near the base of the Paso Robles 
Formation at a locality a few miles east of Atascadero, Calif., 
during a California State University stratigraphy class field trip 
led by Galehouse, who hereby thanks the participating 
students. The locality was subsequently revisited by the

1 California State University, Department of Geology.

authors and D. L. Durham; at that time most of the material 
described and illustrated in this report was collected.
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Figure 1. Index map of central California, showing distribution of the 
Paso Robles Formation (from Galehouse, 1967).

509



510 PLIOCENE MARINE FOSSILS, PASO ROBLES FORMATION, CALIFORNIA

from his investigation of the Santa Margarita area. Fossil 
photography is by Kenji Sakamoto.

GEOLOGIC SETTING

The marine fossils discovered are exposed near the southern 
margin of an extensive area of Paso Robles terrane character­ 
istic of the upper Salinas Valley (fig. 2). The fossil locality 
(USGS M4621) is in a quarry along the south side of the 
Atascadero-Creston road about 2 miles east of Atascadero and 
nearly 3,000 feet due north of the southeast corner (lat 35° 30' 
N.; long 120°37.5' W.) of the Templeton, Calif., 71/2-minute 
quadrangle (U.S. Geol. Survey topographic map). The ex­ 
posure here is in the lowermost part of the Paso Robles
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Formation, which in this area unconformably overlies 
Monterey Shale (Jennings, 1958; Durham, 1973). Litholog- 
ically, the section exposed is typical of the Paso Robles 
Formation, consisting mainly of sand and gravel. The gravel 
clasts exposed in the quarry were derived from the Monterey 
Shale. The section exposed here differs from the Paso Robles 
Formation exposed elsewhere mainly in that it contains 
marine invertebrate fossils in place. The nonopaque heavy 
minerals, pebble lithology and imbrication, and foreset beds all 
indicate that the source area was to the south and southeast, 
the same as for the nonfossiliferous beds of the Paso Robles 
Formation in nearby outcrops. Much of the detritus probably 
was shed from the northern part of the La Panza Range (see 
Galehouse, 1967, for details).

PALEONTOLOGY

Faunal assemblage

Figure 2. Distribution of the Paso Robles Formation in the 
Atascadero-Santa Margarita area, central California, showing 
occurrences of marine fossils (after Jennings, 1958, and E. W. 
Hart, written commun., July 1972).

A small assemblage of epifaunal, boring, and nestling marine 
invertebrates, principally mollusks, has been identified from 
USGS Cenozoic locality M4621, and are listed here:

Marine invertebrates from the Paso Robles Formation

Pelecypods:
Crassostrea titan (Conrad)(fig. 3a) [reworked]
Hinnitesgiganteus (Gray)(fig. 3i, o)
Nettastomella rostrata (Valenciennes) (fig. 3e, j)
Ostrea atwoodi Gabb (fig. 3p, r)
Ostrea vespertina Conrad (fig. 3a c, f, h, 1  n )
Sphenia luticola (Valenciennes) 

Barnacle:
Balanus sp. (fig. 3#, i) 

Brachiopod:
Terebratalia cf. T. arnoldi Hertlein and Grant (fig. 3d, k)

By far the most abundant species is Ostrea vespertina Conrad. 
The lower valves of this small oyster are strongly plicate and 
are generally ovate falcate in outline; a few of the smaller 
valves are more ovate. In this collection upper valves of this 
species are more abundant than lower valves. They vary from 
smooth to undulate and none are as strongly plicate as the 
lower valves. The upper valves closely resemble the small form 

of this species figured by Woodring, Stewart, and Richards 
(1940, pis. 8 and 10) as 0. vespertina sequens Arnold. Indeed, 
in the absence of lower valves, one would probably identify 
the upper valves as being of 0. vespertina forma sequens. 
Conversely, without the upper valves, the lower valves would 
be regarded as 0. vespertina s.s. The oyster is here identified as 
0. vespertina in the context of variation described by 
Woodring (in Woodring and Bramlette, 1950) for specimens 
from the Santa Maria basin. Upper valves of some of the small 
specimens from the Santa Maria area were described as "being 
practically flat," the larger as being "moderately plicate to 
warped" (Woodring and Bramlette, 1950, p. 85). In view of 
this variation, it would seem that Arnold's sequens (1909) is
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best treated as a small, weakly sculptured form of 0. 
vespertina.

Other calcite-shelled invertebrates, including Ostrea atwoodi 
Gabb (fig. 3p, r), are very rare in the collection from locality 
M4621. Aragonitic-shelled mollusks are preserved only in 
sand-filled borings in cobbles and small flattened boulders of 
relatively soft Monterey Shale (fig. 3a, _/'). So far as can be 
determined, the borings were made by the small pholadid 
Nettastomella rostrata (Valenciennes) shown in figure 3e, j. 
Articulated specimens of the nestling bivalve Sphenia luticola 
(Valenciennes) were found in a few of the holes.

Borings in oyster shells indicate that at least two other 
invertebrates were of common occurrence in this Pliocene 
assemblage. Some of the borings are minute holes, presumably 
made by a boring sponge that has honeycombed a giant oyster 
shell (fig. 3q). Other borings are circular perforations in many 
of the upper valves of Ostrea vespertina (fig. 3/i), made by 
gastropods. Although no gastropods were collected from the 
locality, a fairly large population of carnivorous species 
formed an integral part of the assemblage, for nearly 50 
percent of the upper valves of this oyster have one or more 
perforations or incomplete borings. Most of these are 
smoothly beveled, suggesting that they were made by a 
naticoid gastropod (Carter, 1968). A few are nearly vertical or 
have a very narrow, beveled shelf, suggesting that they were 
bored by a muricid or thaisid gastropod (Carter, 1968).

Depositional environment

The preservation of the Ostrea-Nettastomella assemblage 
indicates that it is generally in place and was subjected to very 
little postdepositional transport, whereas the lithologic consti­ 
tution of the fossiliferous strata, sand and sandy gravel, is 
indicative of a high-energy environment. The lower valves of 
small oysters are preserved in their original growth positions, 
clinging to rounded cobbles of Monterey Shale (fig. 3a, f). 
Some of the larger oyster valves still have minute (2 4 mm 
diameter) articulated specimens of Ostrea attached to them. 
The other larger invertebrates also are generally very well 
preserved (fig. 3); relatively few specimens show signs of 
appreciable abrasion. A notable exception is an extensively 
bored valve of Crassostrea titan (fig. 3q) reworked from the 
upper Miocene Santa Margarita Formation, which is exposed 
about 2 miles west of the Paso Robles fossil locality (Jennings, 
1958). Similar worn and broken valves of C. titan occur at the 
base of the Paso Robles Formation near Santa Margarita, 
about 5 miles southwest, where this formation unconformably 
overlies the Santa Margarita Formation (E. W. Hart, written 
commun., Oct. 2, 1972).

The abundance of oysters in this assemblage seems to be 
indicative of a brackish-water environment. Moreover, certain 
modern species of barnacles can tolerate brackish water 
(Henry, 1942), although most are found in waters of normal 
or nearly normal salinity. However, the co-occurrence of the

small oysters and mollusks indicative of normal, or near- 
normal, salinity such as Hinnites, Nettastomella, and Sphenia, 
together with the brachiopod Terebratalia, strictly a marine 
genus (R. E. Grant, oral commun., July 1972), suggests that 
the assemblage represents a fully marine environment. The 
absence of aragonitic-shelled mollusks from this shallow-water 
assemblage, except in some of the borings made in the cobbles 
of Monterey Shale, is noteworthy. The inferred naticoid origin 
of most of the perforations in upper valves of Ostrea 
vespertina, together with the complete absence of any gastro­ 
pods in the collection, suggests that aragonitic-shelled mollusks 
were present in the assemblage but were subsequently dis­ 
solved by ground-water action.

Age and correlation

A Pliocene age in the sense of the Pacific coast provincial 
megainvertebrate sequence (Weaver and others, 1944; Addi- 
cott, 1972) is indicated by Ostrea atwoodi Gabb and Tere­ 
bratalia cf. T. arnoldi Hertlein and Grant, both of which are 
restricted in occurrence to strata of Pliocene age. As indicated, 

the one specimen of Crassostrea titan (Conrad) (fig. 3q) was 
reworked from older strata, the Santa Margarita Formation of 
late Miocene, for it is extensively abraded, whereas in-place 
specimens of mollusks from the Paso Robles Formation are 
well preserved and show very little, if any, evidence of 
abrasion. The other pelecypods range from the Pliocene, or 

possibly Miocene in the case of Hinnites giganteus (Gray) and 
Ostrea vespertina Conrad (Hertlein and Grant, 1972, p. 212, 
218), to the Holocene. So far as we are aware, this is the first 
record of the minute rock borer Nettastomella from the 
Pacific coast Tertiary, although burrows doubtfully attributed 
to this bivalve have been reported from upper Miocene strata 
in the nearby Santa Maria basin (Evans, 1967). The minute 
nestling bivalve Sphenia has rarely been recorded from the 
Pliocene of the Pacific coast (Woodring and Bramlette, 1950; 
Hertlein and Grant, 1972).

The position of this assemblage within the provincial 
Pliocene is problematic. Ostrea atwoodi Gabb is known to 
occur in the lower and medial parts of the Pliocene sequence 
of the Kettleman Hills and Kreyenhagen Hills areas of the San 
Joaquin Valley (Nomland, 1917; Woodring and others, 1940). 
It is found by Durham and Addicott (1965) to be particularly 
characteristic of the lower Pliocene Pancho Rico Formation of 
the middle and lower Salinas Valley areas and has been cited 
by them as an early Pliocene index species in the sense of a 
twofold division of the epoch.

Ostrea vespertina Conrad has been reported from the late 
Miocene (Adegoke, 1969) and ranges throughout the provin­ 
cial Pliocene; it has not, however, been recorded from the 
Pancho Rico Formation (Durham and Addicott, 1965). As 
noted, the upper valves of this abundant oyster are very 
weakly plicate to smooth, resembling the small variety 0. 
vespertina forma sequens Arnold, whereas the lower valves
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Figure 3.



ADDICOTT AND GALEHOUSE 513

have sharp plications (fig. 36, c) as in 0. vespertina Conrad s.s. 
The weakly sculptured form, represented by the upper valves 
from locality M4621, is apparently restricted in stratigraphic 
occurrence to the upper part of the San Joaquin Valley 
Pliocene sequence (Woodring and others, 1940). Woodring and 
Bramlette's (1950, p. 85) discussion of 0. vespertina based 
upon specimens from the Santa Maria basin indicates that it is 
an extremely variable species. Accordingly, this seemingly 
unique population from the Paso Robles, which has some 
affinity with a late Pliocene form of 0. vespertina, is not 
regarded as having chronologic significance within the provin­ 
cial Pliocene. Rather, it is considered to be of pre-late Pliocene 
provincial age because of its occurrence with specimens of 0. 
atwoodi.

In summary, the occurrence of the oyster- and Netta- 
sfomeWa-bearing sand and gravel at USGS locality M4621 in 
the lowermost part of the Paso Robles Formation confirms the 
belief that the age of this formation is at least in part early 
Pliocene in the sense of a twofold provincial division of the 
epoch. Moreover, remains of a unique marine mammal 
described from an isolated exposure of the Paso Robles 
Formation near Santa Margarita, about 8 miles south, have 
been assigned to the provincial Pliocene (Kellogg, 1921). They 
are very similar, if not congeneric, with pinniped specimens 
from the Pliocene Purisima Formation of the Santa 
Cruz area (lat 37° N.) (C. A. Repenning, oral commun., 
August 1972). According to Repenning, the pinniped remains 
from the Purisima Formation occur within, and to 30 feet 
above, a basal glauconite bed that has been dated at 6.7±5 
m.y. (John Obradovich, written commun., 1964).

PALEOGEOGRAPHIC HISTORY

The marine invertebrate assemblage found in the Paso 
Robles Formation has a critical bearing on the late Cenozoic

Figure 3.  Larger marine invertebrates from the Paso Robles Formation 
near Atascadero, Calif. (USGS Cenozoic locality M4621). All speci­ 
mens natural size unless otherwise indicated.

Ostrea vespertina Conrad. USNM 646995.
Ostrea vespertina Conrad. USNM 646996. 

c. Ostrea vespertina Conrad. USNM 646997. 
d. Terebratalia cf. T. arnoldi Hertlein and Grant. USNM 646998.

Nettastomella rostrata (Valenciennes). X 6. USNM 646999.
Ostrea vespertina Conrad. USNM 647000.
Balanus sp. USNM 647001 .
Ostrea vespertina Conrad. USNM 647002.
Balanus sp. and Hinnites giganteus (Gray). USNM 647003.
Nettastomella rostrata (Valenciennes). X 4. USNM 647004.
Terebratalia cf. T. arnoldi Hertlein and Grant. USNM 647005.
Ostrea vespertina Conrad. USNM 647006. 

m, n. Ostrea vespertina Conrad. USNM 647007. 
o. Hinnites giganteus (Gray). USNM 647008. 
p, r. Ostrea atwoodi Gabb. USNM 647009. 
q. Crassostrea titan (Conrad). Reworked. USNM 647010.

a. 
6.

e. 
/. 
g. 
h. 
i. 
j. 
fc. 
/.

paleogeographic history of the southern Coast Ranges because 
it confirms earlier postulates (Durham and Addicott, 1965, p. 
A17-A19; Galehouse, 1967, fig. 28, p. 973) of a Pliocene 
marine connection between the Salinas Valley area to the 
north and the Santa Maria basin to the south. The faunal 
similarity between the Pancho Rico Formation of the middle 
and southern Salinas Valley area and the upper part of the 
Sisquoc Formation in the Santa Maria basin led Durham and 
Addicott (1965) to postulate an interchange of marine life 
between these two areas during the early Pliocene. The area of 
deposition was shown diagrammatically by Galehouse (1967, 
fig. 28) and is reprinted here, with slight modification, as 
figure 4. The closest Pliocene marine outcrops heretofore 
reported in these areas were about 40 miles apart. The 
fossiliferous exposure of Paso Robles Formation described 
herein is about halfway between the southernmost outcrop of 
the lower Pliocene Pancho Rico Formation southwest of San 
Miguel (Durham and Addicott, 1965, fig. 1) and the lower
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Figure 4. Early Pliocene paleogeography of central California prior to 
displacement along the San Andreas fault (modified from Galehouse, 
1967), showing marine fossil localities between San Miguel and Pismo 
Beach.
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Pliocene part of the Saucelito Member of the Santa Margarita 
Formation of Hall (1962, fig. 5) exposed in the Huasna 
syncline east of Pismo Beach (fig. 4). This new fossil find is 
excellent substantiating evidence for the postulated marine 
connection between these two Pliocene basins of deposition. 
Further evidence of a marine environment of deposition in the 
southernmost exposures of the Paso Robles Formation is the 
occurrence of the pinniped Pliopedia pacifica Kellogg (1921) 
in exposures of the Paso Robles Formation a mile southeast of 
Santa Margarita (fig. 4). The type locality of this marine 
mammal, a unique occurrence, also is near the base of the Paso 
Robles Formation. Moreover, exposures of the basal Paso 
Robles in the vicinity of Santa Margarita are characterized by 
angular boulders of Monterey Shale and Vaqueros Sandstone 
bored by moderately large marine pholadid bivalves (E. W. 
Hart, written commun., Oct. 2, 1972). A specimen collected 
from one of these borings on Chalk Hill, about a mile 
northeast of Santa Margarita (fig. 2), appears to be a small 
Zirfaea. It seems clear, then, that marine Paso Robles 
deposition was extensive along what is now the northwestmost 
edge of the La Panza Range.

The exposure of oyster-bearing Paso Robles Formation east 
of Atascadero most likely represents the last vestige of the 
Pliocene marine connection between the southern Salinas 
Valley and the Santa Maria basin (fig. 4). The section here may 
also represent an intertonguing of marine and nonmarine strata 
marking the transition, in the upper Salinas Valley, from 
marine deposition that prevailed during the early Pliocene to 
continental deposition that has prevailed since that time.
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GALKHAITE, (Hg,Cu,TI,Zn)(As,Sb)S2 , FROM THE 
GETCHELL MINE, HUMBOLDT COUNTY, NEVADA

By THEODORE BOTINELLY, GEORGE J. NEUERBURG, 

and NANCY M. CONKLIN, Denver, Colo.

Abstract.  The first reported occurrence in the United States of 
galkhaite (Hg,Cu,Tl,ZnXAs,Sb)S3 is at the Getchell mine, Humboldt 
County, Nev. The mineral occurs as brownish-black cubes associated 
with graphite, pyrite, and realgar. In polished section galkhaite is 
grayish white and isotropic with a deep-red internal reflection; 
reflectivity at 590 nm is 21.6 percent. Spectrographic analysis gave Hg 
42 percent, Cu 5 percent, Zn 1.5 percent, Fe 0.7 percent, Tl 5 percent, 
As 24 percent, Sb 0.3 percent, and S (by difference) 21.3 percent. The 
mineral is cubic, a=10.36, and the strong lines of the X-ray powder 
pattern are 2.99 (100), 4.21 (90), 2.76 (80), 1.831 (70), 7.25 (60), 
2.58 (40), 1.561 (40). The pattern is very similar to that of tetrahedrite 
except for the strong lines at 7'.25, 4.21, and 2.76.

Isolation of sulfide minerals from one sample of ore from 
the Getchell mine, Humboldt County, Nev., by use of 
hydrofluoric acid (Neuerburg, 1961), yielded a small quantity 
of brownish-black cubes that recently proved to be the new 
mineral galkhaite (Gruzdev and others, 1972). This is the first 
reported occurrence of galkhaite in the United States and the 
third in the world.

The ore sample is a composite of the carbonaceous 
clay-shale gouge characteristic of the Getchell gold deposit 
(Hotz and Willden, 1964). It was collected by Ralph L. 
Erickson, U.S. Geological Survey, in 1961 from a part of the 
north pit, now removed by open-pit mining. About 125 mg of 
galkhaite was recovered from this one 1,200-g sample, along 
with graphite, pyrite, and realgar; none of the other 25 ore 
samples examined contained galkhaite.

The galkhaite in the Getchell ore had been provisionally 
identified by X-ray diffraction as tetrahedrite and found to 
contain thallium and mercury on X-ray fluorescence analysis 
by A. P. Marranzino. The diffraction pattern of galkhaite is 
very similar to that of tetrahedrite (table 1), except for the 
markedly stronger intensities of reflections from (110), (211), 
and (321). These discrepancies in intensity were discounted 
until analyses of a few milligrams of the mineral for copper, 
thallium, mercury, and arsenic by J. R. Watterson, A. E. 
Hubert, and R. L. Turner denied the possibility of tetrahe­ 
drite. A description of the Getchell mineral was submitted to 
Michael Fleischer in October 1971; he recognized it as

identical with galkhaite, submitted by V. S. Gruzdev and 
colleagues to the Commission on New Minerals and Mineral 
Names of the International Mineralogical Association in June 
1971.

Getchell galkhaite occurs as cubes and clusters of cubes less 
than l/2 mm on edge; they are steel gray (possibly from adhering 
graphite) to brownish black with metallic luster, and are soft 
and brittle with an orange-yellow streak. In polished section 
the galkhaite is grayish white and isotropic, with deep-red 
internal reflections; the index of refraction was determined by 
R. E. Wilcox to be greater than 2.01. Averaged reflectivity 
measurements from several grains, determined by use of a 
Hallimond visual photometer with a SiC standard for compari­ 

son, are blue (470 nm) 25.8 percent, green (546 nm) 23.8 
percent, yellow (590 nm) 21.6 percent, and red (627 nm) 21.5 
percent. The X-ray diffraction pattern (table 1) is very similar 
to those published by Gruzdev and others (1972).

Spectrographic analysis of 10 mg of the Getchell galkhaite, 
diluted with sodium carbonate and quartz, yielded results 
(table 2) very similar to those of the type specimens. Mercury, 
thallium, and arsenic were determined with a pedestal-type 
deep electrode, National Carbon L-4-24, arced at 9 amp and 
210 v for 1 minute. The other reported elements were 
determined by a six-step semiquantitative analysis, similar to 
that described by Myers, Havens, and Dunton (1961). A 
nondestructive X-ray fluorescence scan of the analyzed sample 
by J. S. Wahlberg served as a guide, and indicated that the 
unmeasured portion is probably all sulfur. Differences in 
composition with the type galkhaite (table 2) probably result 
from true compositional., -variations as well as from the 
different methods of analysis.

After this report was written we learned that R. C. Erd, U.S. 
Geological Survey, had received similar material from the 
Getchell mine. Gerald Czamanske made the following micro- 
probe analysis of this material:

AAs.
S..

Weight 
percent

50.2
15.8
22.6

Moles

0.2502
.2109
.7048

Cu
Zn
Tl

Weight 
percent

3.4
1.2
3.5

96.7

Moles 

0.0535
.0184
.0171

515



516 GALKHAITE FROM GETCHELL MINE, HUMBOLDT COUNTY, NEVADA

Table 1. X-ray powder diffraction data 

[Values in angstroms. Data on B and C from Gruzdev and others (1972)]

Galkhaite

A. 
B. 
C.

hkl

110
200 ...........
211 ...........
220 ...........
310 ...........

222 ...........
321 ...........
400 ...........
411,330 ........
420 ...........

332 ...........
422 ............
510,431 ........
521 ...........
440 ............

530,433 ........
600,442 .........
611,532.........
620 ............
541 ............

622 ............
631 ............
444 ............
710,550,543 .....
640 ............

721,633,552 .....
642 ............
732,651 .........
800 ............
811,741,554 .....

820,644 .........
653 ............
831,750,743 .....
662 ............

752 ............
840 ............
921,761,655 .....
664 ............
930,851,754 .....

932,763 .........
844 ............
770,853,941 .....
772,10.1.1 .......
943,950 .........

666,10.2.2 .......
765,952,10.3.1 . . .
961,10.3.3 .......

/

. .. 60
5

. .. 90

... 5
5

. . . 100

. .. 80

. .. 40

. .. 10
5

. .. 20

. .. 20

. .. 20

. .. 70

5

. .. 20

40

. . 10

. . 10

5
5

.. 5

5

.. 10

5
5

.. 5

A
e/(meas.)

7.25 
5.15 
4.21 
3.66 
3.28

2.99 
2.76 
2.58
2.44 
2.31

2.21

2.03 
1.892 
1.831

1.774

1.681

1.561

1.495

1.410

1.316 
1.296 
1.275

1.240

1.189

1.159 
1.118

1.058

. From Getchell mine, Humboldt County, Nev. a = 
From Gal-Khaya, northeastern Yakutia, U.S.S.R. 
From Khaidarkan, southern Kirghiz region, U.S.

d(calc.)

7.33 
5.18 
4.23 
3.66 
3.28

2.99 
2.77 
2.59 
2.44 
2.32

2.21

2.03 
1.891 
1.831

1.777

1.681

1.562

1.495

1.410

1.316 
1.295 
1.275

1.238

1.188

1.158 
1.117

1.057

/

50 
6 

70 
5 
8

100 
80 
29 
15 
4

20
'20 

20 
50

6 
2 

17 
2 
4

29 
6 

12 
6

12

ib
8 
6

2 
6 
4 

10

6 
8
7 
2 
4

5 
10 
4 
2 
3

6 
4
2

B
d

7.40 
5.26
4.27 
3.72 
3.30

3.01 
2.78 
2.604 
2.453 
2.327

2.220

2.040 
1.898 
1.841

1.786 
1.732 
1.687 
1.648 
1.603

1.569 
1.534 
1.502 
1.473

1.415

1.320 
1.302 
1.280

1.263 
1.244 
1.209 
1.193

1.178 
1.164 
1.123 
1.109 
1.098

1.074 
1.062 
1.053 
1.030 
1.011

1.002 
.9924 
.9580

Tetrahedrite
C

/

30
'so 
'so

100 
90 
50 
30 

5

30
'so
40 
80

20 
20 
40 

5 
5

70 
10 
30 
10

40
'20 

20 
20

'20 

20 
40

20 
40 
30

'20

30 
50 
30 
10 
30

50 
40

d

7.5

4.2

3.34

3.01 
2.79 
2.61
2.47 
2.3

2.22

2.04 
1.90 
1.84

1.79 
1.73 
1.69 
1.66 
1.61

1.57 
1.53 
1.501 
1.474

1.417

1.322 
1.301 
1.282

1.245 
1.21 
1.194

1.178 
1.163 
1.122

1.097

1.072 
1.064 
1.051 
1.031 
1.011

1.002 
.992

/

5 
10 
10 
20

100 
10 
40 
20 
10

10 
10 
30 
20 
80

10 
5 

20 
10 

5

60 
5 
5

"5

5 
5 
5 
5 
5

"5 

5
5

"5 

"5

"5

: 10.36 A ;Cu/Ni; camera diameter 114.6 mm. Intensities estimated visually. 
a = 10.41±0.01 A; CuKa; camera diameter 114.6 mm. 

.S.R. a = 10.41±0.02 A; FeA~a; camera diameter 57.3 mm. Intensities converted

D
d

7.44 
5.21 
4.25 
3.69

3.00 
2.78 
2.60 
2.46 
2.33

2.22 
2.12 
2.04 
1.899 
1.838

1.781 
1.734 
1.687 
1.645 
1.603

1.570 
1.535 
1.501

1.451

1.451 
1.389 
1.320 
1.299 
1.280

1.244 
1.209 
1.192

1.120

1.096

1.059

to a scale of
100.

D. From Peruvian mine, Montezuma district, Summit County, Colo. a = 10.40 A; Cu/Ni; camera diameter 114.6 mm. Intensities estimated 
visually.
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Table 2. Chemical data, in percent

Ha
Cu .......
Zn. .......
Fe. .......
Tl. .......
As. .......
Sb. .......
S. ........
Se........

Sum. . .

ACTcS:::::::
Al........
Ca. .......
Mg .......
Mn.......

A
Getchell

.. 42

.. 5

.. 1.5
.7

.. 5

. . 24
.3

/oi a\

.05

.07

.1

.01

.003

.002

B 
Gal-Khaya

47.60
3.49
3.00

.31
46

23.60
.59

21.00
.0003

100.05

C 
Khaidarkan

49 02
2.85

.60

2.90
1Q 4,0

5.51
19.31

.015
99.695

A. Spectrographic analysis (N. M. Conklin); sulfur by difference.
(Hgo .S 7 ' CU 0 .2 6 ' T'o .0 9 ' Zll O .0 4 ' Fe O .0 2 XSb0 .  i , As 0 .    )S2 ., 3 .

B. Data from Gruzdev and others (1972, p. 1196). (Hg 0 7 4 , Cu0 ,,,
.02 ' 0 _ 9 8 o2 -0 i .

C. Data from Gruzdev and others (1972, p. 1196). (Hg 0 80 , Cu 0
I'o .0 S ' ^n o .0 s)(Sb 0 _[ 5 , AS 0 .B S )^1 .8 7  

Additional finds of galkhaite have been reported at the 
Getchell mine. We have no knowledge of the exact localities 
within the mine, but apparently the mineral may be wide­ 
spread in the Getchell deposit.
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DISSEMINATED PYRITE IN A LATITE PORPHYRY AT 

TEXAN MOUNTAIN, HUDSPETH COUNTY, TEXAS

By THOMAS E. MULLENS, Denver, Colo.

Abstract. A pyrite-bearing latite porphyry that contains fragments 
of syenite and a quartz porphyry intruded into the Cretaceous Cox 
Sandstone are well exposed in a roadcut at Texan Mountain, Hudspeth 
County, Tex. The pyrite, which occurs along tiny fractures as well as 
disseminated, and the multiple episodes of intrusion, coupled with 
copper minerals in veins in the overlying Cox Sandstone, indicate a 
slight potential for porphyry-type copper or molybdenum deposits at 
depth.

The main purpose of this report is to describe briefly the 
geology of a roadcut that exposes a porphyry containing 
disseminated pyrite as well as tiny veins of pyrite at Texan 
Mountain, Hudspeth County, Tex. (fig. 1). The exposed part 
of the porphyry is weakly mineralized and contains no 
minerals of economic importance, but it has several features 
commonly associated with porphyry copper-molybdenum 
deposits of the Western United States. These features, along 
with vein copper deposits at Texan Mountain, indicate a 
potential for copper or molybdenum minerals at depth. A 
secondary purpose of the report is to record an occurrence of
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Figure 1. Index map showing location of 
Texan Mountain, Hudspeth County, Tex.

a possible porphyry sulfide deposit in west Texas. McAnulty 
(1972, p. 12) describes disseminated copper minerals in 
porphyry in the Chinati Mountains northwest of Presidio, Tex. 
McAnulty's paper is the first to indicate the occurrence of 
porphyry copper deposits in west Texas, although a porphyry 
molybdenum deposit at Cave Peak 30 miles north of Van 
Horn, Tex., has been drilled extensively.

The general geology of Texan Mountain is shown on plate 1 
of Albritton and Smith (1965). The mountain is immediately 
southwest of the town of Sierra Blanca, trends northwest, is 

. about 2 miles long, and is about 500 feet high. Sedimentary 
rocks exposed are assigned to the Cox Sandstone and overlying 
Finlay Limestone, both of Early Cretaceous age. The sedimen­ 
tary rocks strike northwest and dip 20° 30° SW., and they are 
extensively intruded by dikes and sills of latite porphyry 
which are probably of early Tertiary age. Detailed descriptions 
of the rocks are given by Albritton and Smith (1965, p. 
63-82, 88, 91-92).

Since the mapping by Albritton and Smith, some rocks 
along the north side of Texan Mountain have been exposed in 
a roadcut that trends N. 65° W. along Interstate Highway 10. 
The north-facing cut is about 1,100 feet long and exposes a 
maximum vertical section of 55 feet of rock. A section of part 
of the rocks exposed in the central part of the cut is shown on 
figure 2. The units numbered in figure 2 are described below; 
the order of the units is basically from west to east for units 
accessible at road level and from base to top for units that are 
well above road level. All sedimentary and metamorphosed 
rocks are part of the Cox Sandstone. Boundaries of units in 
the Cox Sandstone generally follow bedding, except for units 
1, 3, and 6 which are the same stratigraphic unit but differ in 
composition owing to alteration.
Unit 1. Quartzite, dusky-yellow-green, dusky-green, and 

grayish-green, fine- to medium-grained, irregularly lami­ 
nated to crossbedded. Weathers to a surface that contains 
many pits which average about 1 cm in diameter and 0.5 
cm in depth. Slightly metamorphosed and contains 
sparsely disseminated epidote in clots as large as 3 cm 
across. As much as 20 feet exposed.

Unit 2. Quartzite and silicified siltstone. Metamorphosed 
but unit retains bedding structures. Various shades of
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4630'-i

4600'-

4570' 4570'

Figure 2. Section of part of rocks exposed in north-facing cut on south side of Interstate Highway 10 at Texan Mountain, Hudspeth 
County, Tex. Numbered units are described in text. Altitude shown is approximate.

green and brown. Abundant epidote and sparse chlorite. 
Unit forms conspicuous dark-green to greenish-black band 
about 15 feet thick.

Unit 3. Quartzitic sandstone, very pale red to faint purple, 
fine- to medium-grained. Unit is only slightly meta­ 
morphosed. Irregular gradational contact with underlying 
(unit 6) and overlying (units 1 and 2) quartzites which are 
more metamorphosed.

Unit 4. Quartz porphyry dike, light-gray to white; very fine 
grained to aphanitic matrix and sparse anhedral 1- to 
2-mm phenocrysts of quartz. Dendrites of black iron 
oxide common along fractures. Dike trends about N. 65° 
E. and is along a fault of 2 to 4 feet displacement. 
Intrudes into, but not through, unit 2. Mainly shows 
crosscutting relations, but locally seems to grade into 
adjacent rock.

Unit 5. Latite porphyry dike, grayish-orange; fine- to 
medium-grained matrix with scattered medium to coarse 
grains of mafic minerals. Local concentrations of anhedral 
phenocrysts of feldspar as large as 2 cm across. Dike 
trends about N. 60° E. and intrudes all exposed Cox 
Sandstone.

Unit 6. Quartzite, similar to unit 1 except that it does not 
weather to pitted surface and it contains sparse films of 
red iron oxide.

Unit 7. Latite porphyry, crosscutting on west side, has a 
sill-like extension on east side. Mainly grayish orange, but 
includes irregular zones of medium gray, and eastern 50 

feet is mainly medium gray. Medium-grained feldspar 

matrix with irregular grains of mafic minerals as much as 2 
mm across. About 30 percent of unit is feldspar in 
anhedral to euhedral phenocrysts that average about 1 cm 
across, but some are as much as 2.5 cm. Contains 
disseminated pyrite and, locally, veinlets of pyrite along 
fractures and concentrations of pyrite grains where no 
fractures are visible. Abundant red iron oxide stains 
derived from weathering of pyrite and mafic minerals. 
Unit contains scattered inclusions of dark-greenish-gray 
syenite as much as 60 cm long, but most are about 10 cm 
across, and rare angular inclusions of rhyolite, quartz, 
diorite, limestone, and sandstone fragments as much as 10 
cm across. Gray zones seem to contain more green

igneous-rock fragments, more mafic minerals and less 
pyrite than grayish-orange rock.

Unit 8. Large inclusion(?) of metamorphosed quartzite and 
siltstone of Cox Sandstone. Inclusion has green, yellow, 
and gray streaks, abundant red iron oxide stain, and sparse 
clots of epidote.

Unit 9. Metamorphosed interbedded quartzite, siltstone, 
and claystone, mainly shades of green; clots of epidote 
common, especially in claystone; and sparse chlorite. 
Siltstone and claystone are silicified. Very sparse blebs of 
green copper mineral.

Unit 10. Quartzitic sandstone, grayish-orange, seemingly un­ 
altered. Probably typical of unaltered sandstone in Cox 
Sandstone.

Unit 11. Metamorphosed siltstone, claystone, and minor 
quartzite, grayish-green to brownish-green. Clots of epi­ 
dote common in claystone.

Disseminated grains of pyrite and veinlets of pyrite along 
fractures are found throughout the latite porphyry (unit 7). 
Near road level, however, the grains and veinlets are most 
abundant in the western 100 feet and eastern 25 feet. The 
western part contains about 1.0 percent pyrite, whereas the 
central part of the latite porphyry contains about 0.1 percent 
pyrite. The pyrite weathers to tarnished and bronze surfaces 
that greatly resemble tarnish on chalcopyrite.

No disseminated pyrite or veinlets of pyrite were found in 
any natural exposures of latite porphyry on Texan Mountain. 
Sparsely disseminated grains of pyrite amounting to about 0.2 

percent of the rock were found in a quartz latite porphyry 
exposed in a quarry at the northwest end of the mountain and 
about three-fourths of a mile west of the roadcut. The relation 
of the quartz latite exposed in the quarry to the latite 
porphyry exposed in the roadcut is not known.

Spectrographic analyses of single samples of mainly un­ 
altered quartzite (unit 3), silicified claystone (unit 9), the 
quartz porphyry dike (unit 4), and the pyrite-bearing latite 
porphyry (unit 7) indicate that these rocks do not contain 
anomalous amounts of copper, lead, or zinc, or detectable 
molybdenum. A sample of epidote- and chlorite-bearing 
metamorphosed sandstone from unit 2, collected a few feet 
from unit 7, contained 150 ppm copper, but only 10 ppm lead
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and no detectable zinc or molybdenum. The copper content 
was less than expected, as scattered blebs of secondary copper 
minerals had been observed in silicified claystone.

Although no minerals of economic significance occur in the 
exposed part of the latite porphyry, the geologic setting 
indicates some potential for a porphyry copper or molyb­ 
denum deposit at depth. Several prospect pits on the north­ 
western third of Texan Mountain expose abundant copper 
minerals associated with silicified iron oxide veins that cut 
sandstone and limestone in the Cox Sandstone. The prospects 
indicate that copper was associated with the intrusive rocks. 
The fragments of syenite, rhyolite, and diorite in the latite 
porphyry and the presence of a quartz porphyry dike indicate 
multiple episodes of intrusion. Such multiple episodes are 
characteristic of the porphyry molybdenum deposits of 
Colorado and New Mexico (Wallace and others, 1968, p. 
615 621, table 3; Ishihara, 1967) as well as many other 
porphyry deposits (Lowell and Guilbert, 1970, table 1). The 
pyrite possibly represents the pyritized outer shell of a

porphyry deposit as reported by Lowell and Guilbert (1970, 
fig. 3).
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SODA CREEK SPRINGS-METAMORPHIC WATERS 
IN THE EASTERN ALASKA RANGE

By D. H. RICHTER, R. A. LAMARRE 1 , 

and D. E. DONALDSON, Anchorage, Alaska

Abstract. The Soda Creek springs are a group of small, cold mineral 
springs on the southern flank of the eastern Alaska Range. The spring 
waters contain anomalous concentrations of carbon dioxide, sodium, 
chlorine, sulfate, boron, and ammonia and are actively precipitating 
deposits of calcite and aragonite. Sparingly present in these deposits are 
mixed-layer illite-montmorillonite clays and zeolite minerals. Low- 
temperature metamorphic reactions in subjacent marine sedimentary 
rocks of Jurassic and Cretaceous age may have produced the fluids and 
silicate minerals. With only a few exceptions, cool bicarbonate-rich 
springs in Alaska are concentrated south of the Denali fault system in 
south-central Alaska, southeastern Alaska, and along the Kaltag-Tintina 
fault system. These areas are characterized by active or recently active 
tectonism, major faults and folds, and an abundance of marine 
sedimentary rocks.

The Soda Creek springs are a group of small, cold sodium- 
bicarbonate springs on the south flank of the eastern Alaska 
Range in southern Alaska. The unusual waters of the springs 
are characteristic of fluids of metamorphic origin (White, 
1957b) and hence lend support to the concept of an active 
metamorphic-tectonic belt rimming the Pacific coast of North 
America (Barnes, 1970). Ecologically, the springs provide a 
source of essential minerals and salts to many animals of the 
area. Critically important is the dependence on the springs of 
many hundreds of Dall sheep (Ovis dalli), a species unique to 
Alaska and parts of neighboring Canada.

The springs have been named after their location on Soda 
Creek, a small tributary of Platinum Creek which drains into 
the Nabesna River. They occur at an elevation of about 3,600 
feet in sec. 26, T. 9 N., R. 13 E., Copper River meridian, in the 
southeast corner of the Nabesna C-4 quadrangle (scale 
1:63,360), and are most easily reached by a series of horse and 
tractor trails, approximately 11 miles long, that begin at Lost 
Creek on the Slana-Nabesna Road.

This note summarizes the field and laboratory data made 
available from several visits to the springs between 1965 and 
1970 during the course of the U.S. Geological Survey's

1 Present address: Bath, N.H.

mapping program in the eastern Alaska Range and briefly 
discusses the geologic significance of the springs. The only 
known previous references to the springs are a very brief 
mention of their occurrence and a photograph by Moffit 
(1933, p. 140; 1941, pi. 6), who conducted a geologic 
reconnaissance of the area in 1931. Most of our data are 
derived from a trip during September 9 12, 1970, made 
especially to map the springs in detail and to sample the spring 
and nearby surface waters. We thank our colleagues R. M. 
Chapman and A. L. Clark for their unpublished chemical 
analyses of water from two Alaskan springs and Professor 
Robert C. Reynolds, of Dartmouth College, who aided in the 
X-ray studies of mineral deposits of the Soda Creek springs.

GEOLOGIC SETTING

Two distinct geologic terranes compose the bedrock in the 
vicinity of the Soda Creek springs. The older terrane, referred 
to as the Taku-Skolai terrane by Berg, Jones, and Richter 
(1972), consists of a series of low-grade regionally meta­ 
morphosed volcanic and sedimentary rocks ranging in age from 
Pennsylvanian to Late Triassic. The younger terrane, called the 
Gravina-Nutzotin belt by the same authors, consists principally 
of upper Mesozoic marine sedimentary rocks.

The oldest rocks in the Taku-Skolai terrane are a thick and 
complex series of Pennsylvanian and Permian volcanic and 
volcaniclastic rocks that are remnants of a late Paleozoic 
andesite island arc which apparently developed directly on 
oceanic crust (Richter and Jones, 1970). This old arc 
assemblage is overlain by nonvolcanogenic Permian marine 
argillite and minor limestone and Middle and (or) Late Triassic 
basalt and Late Triassic shallow-water limestone. Rocks of the 
younger Gravina-Nutzotin belt, unconformably overlying the 
Taku-Skolai terrane, consist of a thick flyschlike succession of 
Upper Jurassic and Lower Cretaceous argillite, graywacke, and 
conglomerate that were deposited in a deep, linear marine 
basin.

Dikes, sills, and other small irregular hypabyssal intrusions, 
mafic to intermediate in composition, are common throughout
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the Jurassic and Cretaceous argillite in the vicinity of the 
springs. These rocks are probably cogenetic with upper 
Mesozoic granitic plutons that intrude rocks of both terranes 
in the general area or may be related to a younger period of 
intrusive activity in Tertiary time.

Bedrock exposure is relatively poor in the immediate area of 
the springs. Extensive glacial deposits of Wisconsin age cover 
much of the upland between the incised stream valleys, and 
most of the steep walls are mantled by colluvium. A large 
postglacial landslide of Triassic limestone that originated along 
the south valley wall of Soda Creek half a mile upstream from 
the springs has dammed the stream, forming a deep lake. Lake 
waters discharging from the base of the 1,500-foot-thick 
limestone dam are the present source of Soda Creek. A smaller 
landslide of argillite from the north valley wall, between the 
springs and the large landslide, occurred sometime between 
September 1969 and September 1970, covering several older 
spring deposits.

The springs are apparently located along an east-west- 
trending fault that juxtaposes Triassic basalt on the south with 
Jurassic and Cretaceous argillite on the north (fig. 1). This 
structure may be related to the Totschunda fault, a major 
active strike-slip fault (Richter and Matson, 1971) that trends 
across the eastern Alaska Range and passes within a mile 
northeast of the springs.

PHYSICAL FEATURES

The Soda Creek springs discharge from the steep vegetation- 
covered colluvial slope along the north bank of Soda Creek at 
the apexes of two conspicuous calcareous tufa cones approxi­ 
mately 300 feet apart (figs. 1 and 2). At least four springs have 
contributed to the growth of the tufa cones, but only two 
springs (A and C, fig. 1) have been active since our first visit to 
the area in 1965. The buff-colored cones are 8 to 12 feet high 
and as much as 60 feet wide at their bases where they have 
built out over the alluvial plain of Soda Creek (fig. 3). Older 
spring deposits overlain by slope debris exposed along the cut 
bank of the creek about 300 feet east of the easternmost tufa 
cone were covered by the 1969 70 landslide.

Water issuing from the two active springs (A and C, fig. 1) is 
clear, cold (5.5 C), and virtually odorless with a taste 
comparable to that of strong commercial soda water. Gases 
evolving with the water are also odorless. Discharge rates for 
the springs are low but on the basis of our observations appear 
to have been consistent for at least the past 6 years. As 
measured in September 1970, the principal spring (C) flows at 
a rate of 3 liters/min with a gas production of approximately 4 
liters/min. The less active spring (A) flows 1 liter/min; gas 
production was not measured.

Both the active and inactive springs and their associated tufa

300 FEET

Fault
Dotted where 

concealed
55

Strike and dip of 
beds or flows

  D 
Spring orifice

Base from U.S. Geological Survey, 1:63 360 
NabesnaC-4, 1960

Geology by R. A. Lamarre 
and D. H. Richter, 1970

Figure 1. Geologic map of the Soda Creek springs area, eastern Alaska Range. The area shown is in the N'/2 sec. 26, T. 9 N., R. 13 E. See figure
4 for location in Alaska.
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Figure 2. General view of springs area, looking east up Soda Creek. 
Springs A and B are at extreme left, and springs C and D are in center 
partly hidden by leaning spruce tree. In middle background Soda 
Creek is dammed by 1969 70 landslide (LI) and in background by 
large limestone landslide (L2).

cones are relatively young features, probably not more than a 
few thousand years old. A log buried in the upper part of the 
tufa cone below inactive spring D has been radiocarbon dated 
in the laboratory of the U.S. Geological Survey (sample 
W-2567) at 570±250 years B.P. At the other extreme, all the 
cones undoubtedly have developed since the last Wisconsin 
glacial advance flushed the valleys of Soda and Platinum 
Creeks approximately 6,000 to 10,000 years ago.

CHEMISTRY OF THE SPRING WATERS

An analysis of the Soda Creek springs water (spring C) is 
shown in table 1. For purposes of comparison, an analysis of 
nearby surface water collected from Soda Creek where it 
discharges from the limestone dam is also shown. Water 
samples were filtered through 0.45jU Millipore membranes, and 
both a raw sample and an acidified sample (to prevent 
precipitation of calcium carbonate) of the filtered water were 
saved for analytical purposes.

The waters discharging at the springs are sodium-bicarbonate 
waters with high concentrations of sodium and carbon dioxide 
(as indicated by the high HC0 3~ and low pH), a high 
HCOa'/Cl" ratio, and almost neutral pH. The waters are also 
rich in calcium, magnesium, potassium, ammonia, boron, 
sulfate, and chloride. The reported concentration of NH 4+ (11 
mg/1) probably represents a minimum value, as the water 
samples were stored several months prior to the boron and 
ammonia analyses. No attempt was made to analyze the 
copious gases evolving with the water. However, field tests 
showing that the gas neither supports combustion nor is 
combustible suggest that it is composed largely of C02 . 
Furthermore, the lack of any appreciable odor is evidence 
against the presence of any significant amounts of H 2 S.

B
Figure 3. Tufa cones at springs C and D. A, Cones below principal 

spring C (left) and inactive spring D (right). View north across Soda 
Creek. B, Closeup of tufa presently being deposited on cone below 
spring C.

MINERALOGY OF THE SPRING DEPOSITS

The tufa cones are built of many hundreds of thin porous 
layers of precipitated calcium carbonate (fig. 3) containing 
lesser amounts of other minerals and locally abundant organic 
debris. Random samples of travertine collected from both the 
active and inactive cones range from 67 to 97 weight percent 
total carbonate with both calcite and aragonite present (table 
2). The remainder of the travertine consists of illite-mont- 
morillonite mixed-layer clay, epsomite, quartz, and minor 
amounts of gypsum, anhydrite, marcasite, analcite, natrolite, 
and clinoptilotite(?). Only the epsomite, which is relatively 
common, and the rarer gypsum may be primary precipitates.
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Table I. Composition, in milligrams per liter, of Soda Creek springs 
and meteoric water

[Analysts: D. Donaldson and R. Barnes (B, NH 4+), U.S. 
Geological Survey]

Source of water ..... Soda Creek springs 
Nabesna C-4 quadrangle 

(lat62°32'N., 
long 142°56' W.)

PH ...............
Temperature (°C). . . .

Si0 2 ..............
Fe. ...............
Mn ...............
Ca ...............
Mg ...............
Na ...............
K...... ..........
NH 4 ..............
B ................
HC0 3 .............
SO, ..............
a................
F ................
NO...............

6.8
5.5

12
1.8

.2
381
192

2,220
160

11
104

7,240
580
257

.7

.7

Soda Creek 
(discharge from 
base of landslide)

7.8
7

6.5
0

.02
48
11

3
.5

.1
171

29
1.5

.1

.4

Table 2. Mineral composition of travertine from the Soda Creek 
springs tufa cones

Spring
Carbonate content,
in percent (calcite

and aragonite)'
Other minerals2

A (discharge rate, 1
liter/min). 

B (inactive)......

C, at orifice (dis­ 
charge rate, 3 
liters/min).

C ............

D (inactive).

81

97

80

92

67

Illite-montmorillonite, 
epsomite, quartz.

Illite-montmorillonite, 
quartz, clinoptilo- 
lite(?), marcasite.

Illite-montmorillonite, 
epsomite, quartz.

Illite-montmorillonite, 
epsomite, anhydrite.

Illite-montmorillonite, 
epsomite, gypsum, 
anhydrite, analcite, 
natrolite.

1 Amount determined by loss in weight after acetic acid leach.
2 Determined by X-ray diffraction of insoluble residue remaining after 

acetic acid leach.

Most of the other minerals are apparently carried up as 
participate matter by the spring waters, although some 
(especially the quartz, and possibly the gypsum and anhydrite) 
may be of clastic windblown origin.

In the older spring deposits, covered by the 1969 70 
landslide, the travertine contained small, irregular masses of 
marcasite associated with epsomite and antlerite, suggesting 
that at one time the springs were highly charged with H2 S. 
Also indicative of an earlier stage of higher sulfur activity are 
the abundant gypsum-anhydrite veins that lace the Jurassic 
and Cretaceous argillite peripheral to the springs.

ORIGIN

The unusual chemistry of the Soda Creek springs water and 
extremely large concentrations of many of its anomalous 
components argue against a meteoric origin for most of the 
water. Thermal waters of somewhat similar composition are 
known from a few active volcanic areas the volcanic sodium- 
bicarbonate type water of White (1957a, p. 1649 1651) but 
there is no geologic evidence in the eastern Alaska Range that 
the Soda Creek springs are related to present or recently active 
volcanism. White (1957a) recognized that not all sodium- 
bicarbonate waters are associated with areas of active vol­ 
canism and. in a companion paper (White, 1957b, p. 
1678 1679) suggested that many of these nonvolcanic high- 
bicarbonate waters may be fluids derived from the low-grade 
metamorphism of marine sedimentary rocks. In addition to 
the high bicarbonate content, White's criteria for metamorphic 
water included normal to low temperature, anomalous concen­ 
trations of boron and ammonia, and relatively low chloride 
compared with sea water.

On the basis of these criteria, the waters from the Soda 
Creek springs are considered to be mostly of metamorphic 
origin. The source from which these fluids and their unusual 
components have been derived is very likely the thick 
sequence of Jurassic and Cretaceous marine sedimentary rocks 
that underlie the springs area. An alternate source is the older 
and more deeply buried marine argillites and interbedded 
impure limestones of Permian age that occur at depths 
estimated to range from 5,000 to 8,000 feet beneath the 
springs. However, these Permian rocks have been regionally 
metamorphosed as high as the pumpellyite facies and conse­ 
quently may already have lost much of their water and 
constituents such as boron, ammonia, and chlorine.

The mixed-layer clays and zeolite minerals found in the 
travertine precipitated by the springs lend additional support 
for a metamorphic origin of waters. Nowhere in surface 
exposures of either the Jurassic and Cretaceous argillites or the 
older Permian marine sedimentary rocks have these minerals 
been observed. X-ray studies of the fine-grained matrices of 
the Jurassic and Cretaceous argillites show the presence of 
quartz, both K-feldspar and Na-Ca-feldspars, calcite, chlorite, 

and possibly pyrophyllite. In the Permian rocks chlorite, 
pumpellyite, epidote, and albite have been recognized. Hence 
it appears that the clay and zeolites are authigenic species 
resulting from metamorphic reactions at depth beneath the 
springs. Although the temperatures and pressures in the source 
rocks must be relatively low, Muffler and White (1969) have 
shown that significant reactions involving silicate minerals 
occur at temperatures below 100 C.

SIGNIFICANCE OF THE SODA CREEK SPRINGS 
AND OTHER METAMORPHIC WATERS IN ALASKA

Recently, Barnes (1970) has reiterated and strongly sup­ 
ported White's suggestion of a metamorphic origin for many
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cool, high-bicarbonate spring waters and, on the basis of their 
occurrence and distribution, has proposed that marine sedi­ 
ments are being metamorphosed in a belt along the Pacific 
coast from southern California to Alaska. Because many of 
these springs issue from granitic, crystalline schist, and 
serpentinite terranes, Barnes also suggested that this was 
additional evidence for large-scale underthrusting of marine 
sediments under a tectonically active continental margin.

The presence of fluids suggestive of metamorphic origin at 
the Soda Creek springs extends the limits of an active

metamorphic subterrane northwest into the Alaska Range. In 
an attempt to delineate this belt further, we have plotted in 
figure 4 all the relatively cool, bicarbonate-rich springs known 
to occur in Alaska. New analyses of three of these bicarbonate 
spring waters (springs 4,8; 1,2; 1,7, fig. 4) from south-central 
Alaska are given in table 3. On the basis of available analytical 
data, three types are recognized: Na-HCOs, Ca-HC0 3 , and 
Na-Cl-HC0 3 . Water of the Na-Cl-HC0 3 type is restricted to a 
small part of the Copper River basin (springs 5 and 6, fig. 4) 
and may represent connate water modified by the addition of

SPRING TYPE

Na-HCO 3

Ca-HCO 3 

A Na-Cl-HCO 3

O CO 2 -and (or) HjS-rich 
water, not analyzed

100 200 300 MILES
_J______I______I

I I I I I
0 100 200 300 400 KILOMETERS

Figure 4. Map of Alaska, showing location of known springs discharging water of possible metamorphic origin and major strike-slip faults, 
dashed where inferred (after Grantz, 1966). Sources of spring data: (1) Waring (1917); (2) R. M. Chapman (written commun., 1972); 
(3) Foster (1972); (4) A. L. Clark (written commun., 1972); (5) Grantz and others (1962); (6) Nichols and Yehle (1961); (7) U.S. 
Geological Survey, Water Resources Division records, Anchorage, Alaska; (8) Sainsbury and MacKevett (1965); (9) Richter (1967); and 
(10) D. H. Richter (unpub. data).
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Table 3. Chemical composition, in milligrams per liter, of other 
bicarbonate springs in Alaska

[Analysts: R. Barnes, 1970 (White Mountain springs); B. Walling, 
1957 (Kantishna springs); C. L. Barwis, 1968 (Kakhonak 
springs), all U.S. Geological Survey]

1

Source of 
water

1

pH
Tempera­ 

ture (°C)

Si0 2 .....
Fe ......
Ca. ......
Mg ......
Na ......
K .......
B .......
HC0 3 .... 
S0 4 .....
Cl .......
F .......
N0 3 .....

SVhite Mountain 
springs (4,8)' , 
McGrath A-4 

quadrangle 
(lat62°10'N., 
ong!54°53'W.)

Cool

50
43

184
3.3
1.0

632 
160

5.3

Kantishna springs 
(1,2), Mount 
McKinley C-2 

quadrangle 
(lat63°31'N., 

1 longl50°59'W.)

6.2

6 

36
6.8

405
347
210

8

1,960 
90

850
0

Kakhonak springs 
(1,7), Iliamna 
B-5 quadrangle 
(lat59°28'N., 

long 154° 31' W.)

4

57

369
106
275

13

2,310 
44
76

.2

.3

1 Numbers in parentheses refer to localities in figure 4.

volcanic or metamorphic water or both (Grantz and others, 
1962, p. 2000-2001).

Significantly, most of the cool bicarbonate springs of Alaska 
occur in southeastern Alaska, generally west of the Coast 
Range plutonic belt, and in south-central Alaska either along 
the Denali fault system or between the fault system and the 
continental margin. This terrane is composed chiefly of late 
Paleozoic and younger rocks, including widespread, thick 
marine sedimentary deposits. South of the Denali fault system 
in south-central Alaska between long 141° and 152 W., this 
terrane is thought to be virtually decoupled from the older 
terrane north of the fault (North American plate) and to be 
actively undergoing strong compressional deformation owing 
to the northward movement and impingement of the Pacific 
plate (Richter and Matson, 1971). In southeastern Alaska, 

similar deformation apparently prevailed as recently as late 
Tertiary time, underthrusting Mesozoic marine sedimentary 
rocks beneath the Coast Range plutons (Berg and others, 
1972).

A few bicarbonate-rich springs occur along the Kaltag, 
Tintina, and related faults extending across central Alaska 
north of the Denali fault system. These major faults transect 
thick sequences of Paleozoic and Mesozoic marine sedimentary 
rocks and may in part represent tectonic boundaries between 
old crustal plates.

Only a cluster of springs on the Seward Peninsula in western 
Alaska and one spring in east-central Alaska (spring 3, fig. 4) 
do not appear to be related to young major structures and do

not occur in areas underlain by marine sedimentary rocks. In 
both areas the terrane consists chiefly of Precambrian and old 
Paleozoic metamorphic rocks now part of a stable continental 
platform. Mesozoic and Cenozoic intrusive rocks cut the 
metamorphic rocks near the bicarbonate spring in east-central 
Alaska (Foster, 1972) and may explain the presence of the 
unusual water, but on the Seward Peninsula, no ready 
explanation for the springs is available.

In summary, we suggest that the Soda Creek springs and 
most of the other anomalous cool bicarbonate-rich springs in 
Alaska are discharging fluids characteristic of metamorphic 
origin. Except for the few springs on the Seward Peninsula and 
the one in east-central Alaska, all occur in terranes of present 
or recently active tectonism that include thick sections of 
marine sedimentary rocks, and many are located along major 
structures within these terranes.
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THE DUN MOUNTAIN ULTRAMAFIC BELT- 
PERMIAN OCEANIC CRUST AND UPPER MANTLE 

IN NEW ZEALAND

By M. C. BLAKE, JR., and C. A. LANDIS 1 , 

Washington, D.C., Dunedin, New Zealand

Abstract. Geologic evidence suggests that the Dun Mountain ultra- 
mafic belt in New Zealand is the basal part of a Lower Permian 
ophiolite suite. By analogy with other ophiolite suites, and as a result of 
marine geophysical studies of the present ocean basins, the ophiolite is 
believed to represent oceanic crust and upper mantle upon which the 
Upper Permian Maitai Group was deposited. After this, much of the 
ultramafic belt was extensively deformed to tectonic melange.

This paper proposes that the Dun Mountain ultramafic belt 
constitutes the tectonically disrupted basal part of a Lower 
Permian ophiolite suite which originally stratigraphically 
underlaid the eastern margin of the Hokonui facies of the New 
Zealand geosyncline.

The Dun Mountain ultramafic belt (Landis and Coombs, 
1967) consists of two widely separated belts of ultramafic 
rock within the New Zealand geosyncline (fig. 1). One belt is 
on the southeast side of the Alpine fault (Red Mountain part); 
the other (Dun Mountain part) is on the northwest side of the 
fault and includes the type locality for dunite. They are 
considered to have been one continuous belt before a 480-km 
strike-slip displacement along the Alpine fault.
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HISTORICAL BACKGROUND

The origin of the Dun Mountain rocks has long been 
debated, and a brief review of selected interpretations is 
presented here. As early as 1864, the existence of an elongate 
belt of ultramafic rock passing through the Dun Mountain 
region was recognized (Hochstetter, 1864). Hochstetter was

' Department of Geology, University of Otago.

impressed by the overall conformity between the ultramafic 
belt and adjoining country rock (upper Paleozoic sedimentary 
rock and volcanic rock) and suggested that the ultramafic rock 
originated as a sill-like intrusion. Other early workers were 
equally impressed with the regular, seemingly stratigraphic, 
contact between the ultramafic-volcanic suite and the overly­ 
ing limestones of the Maitai Group (Upper Permian), and 
McKay (1879) interpreted this relationship as indicating that 
the ultramafites and associated basaltic rocks were already on 
the sea floor (possibly originating as lava flows) when the 
Maitai limestone was deposited.

Later a post-Maitai intrusive origin for the Dun Mountain 
ultramafic belt came into vogue. An intrusive origin was first 
proposed by Park (1887, 1921) and was later developed and 
popularized by W. N. Benson (1926). Benson envisaged the 
ultramafites as intrusions, probably in a semisolid state, along 
major Mesozoic thrust faults. Many subsequent workers 
(Turner, 1930, Macpherson, 1946; Kingma, 1959) continued 
to favor Mesozoic intrusion along a great thrust zone.

A return to the McKay hypothesis favoring penecontem- 
poraneity of the ultramafites with Lower Permian spilites, 
dolerites, and associated sediments was proposed by Grindley 
(1958). Grindley mapped a large segment of the Red Mountain 
part of the Dun Mountain belt and suggested that the 
ultramafites (mainly serpentinites) originated as submarine 
lava flows. Early Permian origin of the ultramafites was also 
favored by Waterhouse (1964, p. 87): "Near the close of the 
Lower Permian serpentine was emplaced laterally, accom­ 
panied by mild orogeny***."

Recent detailed studies of selected areas within the Dun 
Mountain part of the ultramafic belt by G. A. Challis, W. R. 
Lauder, and R. I. Walcott have led to the hypothesis of 
high-temperature emplacement of ultramafic magma into 
Lower Permian volcanic rocks. The presence of a high- 
temperature ultramafic intrusion in the Dun Mountain area 
(Lauder, 1965a,b; Challis and Lauder, 1966) is inferred from 
(1) structural discontinuities between peridotites (and asso­ 
ciated serpentinites) and Maitai Group sedimentary rocks of
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Figure 1. Map showing location of Dun Mountain ultramafic belt, 
South Island, New Zealand. Localities corresponding to sections in 
figure 3: 1, Port Hardy, D'Urville Island; 2, Taipare, Tasman Bay; 3, 
Dun Mountain-Wooded Peak area; 4, Red Hills; 5, Matakitaki; 6, Red 
Mountain; 7, Cascade Creek; 8, Annear Creek-Upukerora Valley area. 
Eastern province comprises New Zealand geosyncline and contempo­ 
raneous intrusive rocks along western side of geosyncline. Hokonui 
belt is within eastern province west of Dun Mountain belt and 
southwest of Livingstone-Macpherson fault system. Western province 
comprises crystalline and moderate- to high-temperature-pressure 
metamorphosed Paleozoic rocks (Landis and Coombs, 1967). Median 
tectonic line is a zone of dislocation (Landis and Coombs, 1967) 
marking western margin of New Zealand geosyncline. Livingstone- 
Macpherson fault system is the boundary between two contrasting 
geosynclinal assemblages (Landis and Bishop, 1972). The northern 
extent of this fault system coincides with eastern margin of Dun 
Mountain ultramafic belt.

Late Permian age, (2) apparently steeply inclined concentric 
lithologic layering of dunite and peridotite within the Dun 
Mountain massif, and (3) contact metamorphism of adjoining 
Maitai Group country rock. Lauder (1965a, b) concluded that 
Dun Mountain is a volcanic pipe or magma chamber formed at 
the root of a Cretaceous volcano. At Red Hills, 45 km south of 
Dun Mountain, another large peridotite mass was described by 
Challis (1965a, b) and Walcott (1969). Challis regarded it as a 
high-temperature lopolithic intrusion. The peridotite contains

near-horizontal cumulate layering that contrasts with near- 
vertical layering in adjoining Lower Permian spilite, a situation 
which seems to require deformation before emplacement of 
the ultramafic liquid. Evidence cited in favor of high-tempera­ 
ture intrusion is chiefly the unfaulted contact between 
cumulate ultramafite and pyroxene hornfels-facies country 
rock. Challis regarded the spilites and ultramafites as geneti­ 
cally related rocks and proposed intrusion of ultramafic liquid 
into deformed but comagmatic spilite. The Red Hills body was 
regarded as the crystallized contents of a large magma chamber 
at a high level within a Permian volcanic arc. Walcott (1969) 
also interpreted Red Hills as a high-temperature magmatic 
intrusion of Permian age; however, some of his observations 
conflict with those of Challis (see below). Both the Dun 
Mountain and Red Hills peridotite masses appear to be 
rootless; this has been interpreted (Challis and Lauder, 1966) 
as being due to later low-angle thrust faults.

DISCUSSION OF HYPOTHESES

We cannot fully agree with any of the origins proposed for 
the Dun Mountain belt, or for selected parts thereof. Some 
specific points of contention and our contrary interpretations 
are:

1. Emplacement of ultramafites along a major Mesozoic 
thrust fault (Benson, 1926). The intimate association and 
regionally concordant relation between ultramafites and the 
suite of Permian volcanic rocks, limestones, and volcanogenic 
sedimentary rocks is too widespread for us to accept a 
hypothesis requiring a separate and distinctive origin for each 
suite (see also Grindley, 1958). On the contrary, we believe 
that the volcanic rocks and the ultramafites are genetically 
related. We do acknowledge, however, a relation between 
Mesozoic thrust faulting and the present distribution of 
ultramafites brought about by localization of thrusting along a 
preexisting zone of weakness corresponding to both the 
incompetent serpentinite and an ancient plate margin (Landis 
and Bishop, 1972).

2. Suggested origin of ultramafic rock as submarine flow 
(Grindley, 1958). We agree with Grindley that gabbroic and 
ultramafic rocks were on, or at least near to, the Permian sea 

floor when spatially associated volcanic materials were em- 
placed. However, we can find no evidence for flows of 
ultramafic lava. Neither our field observations nor those of 
marine geologists (for example, JOIDES deep-sea drilling) 
provide any reason to favor extrusion of voluminous ultra- 
mafic liquid onto the sea floor.

3. Is Dun Mountain a volcanic neck? (Lauder, 1965a, b). 
Walcott (1969) has already discussed some of the short­ 
comings of this hypothesis: for example, there is no com­ 
pelling evidence for intrusive contacts with Maitai rocks, 
whose thermal metamorphism, as described by Lauder, can be 
explained by low-temperature contact metasomatic effects 
(Coleman, 1966). In addition, no convincing evidence for a
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cylindrical form of the Dun Mountain body has been 
presented, and the orientation of mineral layering reported by 
Walcott and confirmed by us conflicts with data presented by 
Lauder. The absence of any other evidence for Cretaceous 
volcanism in the Dun Mountain region (for example, mafic- 
ultramafic pyroclastic deposits) is noteworthy (Chain's, 1965a, 
b).

4. Shallow roots of a Permian volcanic arc (Challis, 1965a). 
Challis regarded the Red Hills peridotite body as being 
emplaced as an ultramafic magma into a comagmatic Permian 
volcanic arc. Evidence to support this hypothesis includes a 
high-temperature unfaulted contact between the ultramafic 
rock and the comagmatic volcanic rocks. A fundamental 
problem with this hypothesis is the enormous size required for 
a relatively shallow magma chamber (present size of ultramafic 
outcrop at Red Hills is 9 by 10 km) which was emplaced 
beneath, but apparently never broke through, a thin (1-km) 
carapace of penecontemporaneous volcanic rock. In addition, 
significant discrepancies exist between Challis' map of the 
western margin of the Red Hills body and mapping by Walcott 
(1969), and reconnaissance studies by one of us (Landis, 
1969). In particular, whereas no faults were mapped in this 
area by Challis, many faults in the western part of the 
ultramafic body were mapped by Walcott. One of these faults 
appears to be a major fault parallel to the ultramafite volcanic 
rock contact. In addition, the presence of serpentinite adjacent 
to the western, supposedly high-temperature intrusive contact, 
and a parallel dikelike mass of serpentinite 100 m farther west, 
along with field data discussed elsewhere in this paper, suggest 
that the Red Hills mass may be part of a melange belt. 
Furthermore, chemically analyzed pyroxenes from Red Hills 
(Challis, 1965a) have been plotted by O'Hara (1967) on his 
pressure-temperature grid showing estimated conditions of 
equilibration of some natural ultramafic assemblages. Crystalli­ 
zation of Red Hills pyroxenes is estimated at 1,100°C 4 kb. 
This corresponds to depths of 10 15 km (depending on 
density of overburden), a conclusion consistent with Walcott's 
observations of tectonite fabrics and folding in the Red Hills 
peridotites. Identical fabrics have been described from many 
other alpine ultramafic rocks (Coleman, 1971, p. 1214 1215) 
and attributed to high-temperature mantle deformation.

PLATE TECTONIC INTERPRETATION

Recent mapping, coupled with interpretation guided by 
concepts of global tectonics, has led us to propose that the 
Dun Mountain belt constitutes a deformed, and in part 
remobilized, oceanic basement of Permian age (Landis, 1969; 
Hatherton, 1969) on which the Permian Maitai sedimentary 
rocks were deposited. On the basis of analogy with the 
ophiolite basement which underlies the Great Valley sequence 
of California (Bailey and others, 1970), a similar hypothesis 
has been proposed by Dickinson (1971).

Our recent mapping in the Nelson-Mar Iborough Sounds 
regions supports the oceanic-crust hypothesis. Our data, along

with field and petrologic observations by other workers 
throughout the length of the Hokonui terrane (as defined by 
Landis and Bishop, 1972), permit a reasonably detailed 
actualistic interpretation of the origin of the Dun Mountain 
ultramafic belt and also of the associated Permian volcanic and 
sedimentary rocks (Lee River and Humboldt Groups of 
Waterhouse, 1964).

Marine geophysical studies indicate a remarkably constant 
ocean-basin structure (Raitt, 1963) a sequence progressing 
downward through a representative part of the sea floor is 
believed to comprise:

Crustal layer 1 sediments (mainly pe- 0 1.0km 
lagic mud, chert, bio- 
genie carbonate). 

Crustal layer 2 pillow basalt and dia- 1.6 2.0km
base.

Crustal layer 3 gabbro, amphibolite, 4.8 km 
metabasalt (± dio- 
rite, trondhjemite, 
serpentinite). 

M Discontinuity
Upper mantle harzburgite and dunite, 

probably underlain by 
Iherzolite and garnet 
peridotite.

The ocean-basin sequence, although generally somewhat 
thicker, is similar to the ophiolite suite, a partly layered rock 
assemblage characteristic of some erogenic belts. Typically, 
the ophiolite suite consists (from base to top) of dunite and 
peridotite (variably serpentinized) overlain by gabbro and 
amphibolite, pillow basalts, and capped by pelagic sediments 
(Moores and Vine, 1971). Several workers (Bailey and others, 
1970; Davies, 1971; Coleman, 1971; Dewey and Bird, 1971; 
Bezzi and Piccardo, 1971) have emphasized that rock se­ 
quences and thicknesses of documented ophiolite suites are 
comparable to the oceanic crust upper mantle. Stratigraphic 
sections from Permian geosynclinal sediments downward into 
the Dun Mountain rocks (figs. 2 and 3) also resemble an 
ocean-floor sequence (see also Coleman, 1966, figs. 5,25,40, 
and 41). The main contrasts between the Dun Mountain 
ophiolites and the oceanic sequences are (1) the generally 
sheared and incompletely developed sequences which charac­ 
terize the Dun Mountain belt, and (2) the consistently thinner 
nature of layer 2 and layer 3 rocks of the Dun Mountain belt 
in comparison with oceanic crust. We believe that these 
discrepancies are due in part to intensive post-Permian 
tectonism and in part to original differences in thickness.

In most areas, we find the Dun Mountain ophiolite belt to 
be a tectonic melange. Tectonic blocks of sedimentary, 
volcanic, gabbroic, and ultramafic rock occur as inclusions 
within a matrix of sheared serpentinite and argillite. Field 
relationships, petrography, and metasomatic alteration of 
these blocks were described by Coleman (1966), and our
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Figure 2. Interpretive reconstruction of a representative stratigraphic 
section of undeformed Permian sea floor (Dun Mountain ophiolites), 
eastern margin of Hokonui belt. 
A, Peridotite, dunite, and less commonly Iherzolite; variably serpen-

tinized; rodingitized gabbroic to basaltic dikes. 
B, Serpentinite and argillite, generally sheared. 
C, Gabbro, dolerite, amphibolite, minor trondhjemite; extensively

albitized and rodingitized; locally thermally metamorphosed. 
D, Basaltic lava, massive and layered, largely spilitized. 
E, Agglomerate plus volcanic-hypabyssal breccias. 
F, Pillow lava, extensively spilitized. 
G, Conglomerate and breccia, well to poorly bedded; predominantly

volcanogenic with minor amounts of sedimentary, hypabyssal,
and plutonic clasts; some interbedded black argillite and
siliceous sediments. 

H, Limestone, composed mainly of bivalvian detritus; calcturbidites;
interbedded volcanogenic and minor siliceous sediments. 

I, Siltstone and sandstone, fossiliferous, quartz-bearing. 
J, Sandstone, green and volcanogenic, unfossiliferous. 
K, Mudstone and fine-grained sandstone, laminated and graded,

unfossiliferous.

studies confirm his account. Outcrop size of the blocks varies 
from less than 1 m to 2 by 2 km (for example, Dun Mountain 
massif). At Red Hills, gravity studies (Malahoff, 1965), 

detailed regional mapping (Walcott, 1969), and our own 
reconnaissance observations suggest that this ultramafic body 
(outcrop area, 10 by 9 km) also may be an enormous tectonic 
block.

Despite tectonic mixing and frequent juxtaposition of 
strange bedfellows (for example, peridotite and argillite), an 
overall ghost stratigraphy appears to persist within parts of the 
melange; sedimentary and volcanic blocks tend to be more 
abundant near the upper (western) ophiolite contact, whereas 
gabbroic and ultramafic blocks are more common deeper 
(farther east) in the deformed ophiolite. Reduction of original 
thicknesses of basaltic and gabbroic layers may have occurred 
by attenuation during rotation of the steep-to-overturned 
eastern limb of the Nelson Key Summit regional syncline
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Figure 3. Selected stratigraphic sections, somewhat diagrammatic, 
through Dun Mountain ultramafite and associated rocks. Data from 
Grindley (1958); Waterhouse (1964); Lauder (1965a, b); Walcott 
(1969); Coleman (1966); Landis (1969); Bell, Clarke, and Marshall 
(1911); Lensen (1963); Beck (1964); and unpublished work by the 
authors. Location of sections 1  8 shown in figure 1; section 9 is a 
representative sequence of oceanic crust and upper mantle. Explana­ 
tion of symbols given in figure 2; heavy lines are faults. Melange 
shown as rounded blocks surrounded by serpentinite; in reality, 
matrix includes sheared sediment as well.

formed in the Permian sedimentary rocks west of the 
ultramafic belt. It is also possible that the basaltic and 
gabbroic rocks of layers 2 and 3 were originally anomalously 
thin. Rapid spreading rates have been suggested as a possible 

cause of thin layer 2 (Moores and Vine, 1971; Dewey and 
Bird, 1971; Menard, 1967), and a similar origin for thin layer 3 
also seems feasible.

Origin of Dun Mountain ophiolites beneath a marginal or 
interarc basin (Karig, 1971, 1972) should also be given 
consideration, especially as certain aspects of the Dun Moun­ 
tain belt resemble characteristics expected for marginal-basin 
ophiolites (Dewey and Bird, 1971).

EVOLUTION OF DUN MOUNTAIN ULTRAMAFIC BELT

We propose that the Dun Mountain ultramafic belt origi­ 
nated as follows:
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1. Permian sea-floor spreading, accompanied by:
a. extrusion of submarine basalt along a ridge or 

marginal-basin axis;
b. crystallization of comagmatic gabbroic rocks deeper 

beneath ridge and possibly of comagmatic cumula­ 
tive peridotite and dunite beneath gabbro;

c. formation of other peridotites and dunites as residue 
rocks by partial melting and upward expulsion of 
basaltic component from Iherzolitic mantle. The 
Dun Mountain ultramafite comprises these ultra- 
mafic rocks, plus b (above), plus serpentinized 
derivatives;

d. regional thermal metamorphism of basaltic and 
gabbroic rocks to amphibolite and greenschist 
facies within axial part of ridge or marginal basin;

e. contemporaneous subduction of cooled oceanic 
crust plus underlying Dun Mountain oceanic man­ 
tle beneath an Early Permian volcanic arc (Brook 
Street terrane).

f. deposition of Permian deep-sea sediments. Volcanic- 
plutonic breccias derived from layer 2 and layer 3 
rocks exposed along fault scarps within ridge. 
Pelagic muds and calcareous and siliceous sedi­ 
ments (including some cherts) deposited upon 
layer 2 and layer 3 basement on quiet sea floor 
between ridge and subduction zone or within 
marginal basin.

2. Late Permian cessation of sea-floor spreading and subduc­ 
tion. Sedimentation of flyschoid sediment, predomi­ 
nantly of andesitic-basaltic provenance, possibly filling 
inactive trench (Maitai Group).

3. Folding,2 thrusting, metamorphism, serpentinization, and 
internal disruption of ophiolite belt: creation of Dun 
Mountain melange.

4. Division of Dun Mountain belt into Dun Mountain part 
and Red Mountain part by 480-km strike-slip offset 
along Alpine fault in Late Cretaceous-Holocene time. 

Time of formation of the melange is unclear. Possible 
melange formation was initiated during Permian-Early Triassic 
subduction and orogenesis (compare Landis and Bishop, 
1972); however, evidence for further deformation or wholesale 
subduction affecting the Dun Mountain belt does not appear 
until Late Jurassic Early Cretaceous time, when renewed 
activity Rangitata orogeny resulted in extensive deforma­ 
tion, low-ratio pressure-temperature metamorphism, and 
melange formation. Deformation of the ophiolite belt has 
continued locally and spasmodically into the Cenozoic (Flem- 
ing, 1947).

3 Ophiolite sequences with inferred eastward-facing direction occur in 
certain areas (Waterhouse, 1964, p. 16, 21 23) and may indicate 
anticlinal folding of the Dun Mountain belt.

REFERENCES CITED

Bailey, E. H., Blake, M. C., Jr., and Jones, D. L., 1970, On-land
Mesozoic oceanic crust in California Coast Ranges, in Geological
Survey Research 1970: U.S. Geol. Survey Prof. Paper 700-C, p.
C70-C81. 

Beck, A. C., 1964, Geological map of New Zealand, Sheet 14,
Marlborough Sounds: Wellington, New Zealand Geol. Survey, scale
1:250,000. 

Bell, J. M., darke, E. de C., and Marshall, P., 1911, The geology of the
Dun Mountain subdivision, Nelson: New Zealand Geol. Survey, new
ser., Bull. 12, 71 p. 

Benson, W. N., 1926, The tectonic conditions accompanying the
intrusion of basic and ultrabasic igneous rocks: Natl. Acad. Sci.
Mem., v. 19, no. 1, 90 p. 

Bezzi, Alfredo, and Piccardo, G. B., 1971, Structural features of the
Ligurian ophiolites; petrologic evidence for the "oceanic" floor of
the northern Apennines geosyncline; a contribution to the problem
of the alpine-type gabbro-peridotite associations: Soc. Geol. Italiana
Mem., v. 10, no. 1, p. 53-63. 

Challis, G. A., I965a, The origin of New Zealand ultramafic intrusions:
Jour. Petrology, v. 6, no. 2, p. 332-364.

   1965b, High-temperature contact metamorphism at the Red Hills
ultramafic intrusion, Wairau Valley, New Zealand: Jour. Petrology,
v. 6, no. 3, p. 395-419. 

Challis, G. A., and Lauder, W. R., 1966, The genetic position of
"alpine" type ultramafic rocks: Bull. Volcanol., v. 29, p. 283-304. 

Coleman, R. G., 1966, New Zealand serpentinites and associated
metasomatic rocks: New Zealand Geol. Survey Bull. 76,102 p.

   1971, Plate tectonic emplacement of upper mantle peridotites
along continental edges: Jour. Geophys. Research, v. 76, no. 5, p.
1212-1222. 

Davies, H. L., 1971, Peridotite-gabbro-basalt complex in eastern Papua:
an overthrust plate of oceanic mantle and crust: Australia Bur.
Mineral Resources, Geology, and Geophysics Bull. 128, 48 p. 

Dewey, J. F., and Bird, J. M., 1971, Origin and emplacement of the
ophiolite suite; Appalachian ophiolites in Newfoundland: Jour.
Geophys. Research, v. 76, no. 14, p. 3179-3206. 

Dickinson, W. R., 1971, Clastic sedimentary sequences deposited in
shelf, slope, and trough settings between magmatic arcs and
associated trenches: Pacific Geology, v. 3, p. 15 30. 

Fleming, C. A., 1947, Serpentinite at Wairere, Totoro survey district,
King country: New Zealand Jour. Sci. and Technology, v. 29, no. 3,
p. 100-115. 

Grindley, G. W., 1958, The geology of the Eglinton Valley, Southland;
parts of Eglinton (S131) and Mavora (S141) sheet districts: New
Zealand Geol. Survey Bull. 58, 68 p. 

Hatherton, Trevor, 1969, Geophysical anomalies over the eu- and
miogeosynclinal systems of California and New Zealand: Geol. Soc.
America Bull., v. 80, no. 2, p. 213-230. 

Hochstetter, F. C. von, 1864, Geologic von Neu-Seeland. Beitrage zur
Geologic der Provinzen Auckland und Nelson, in Reise der
Osterreichischen Fregatte Novara um die Erde, in. . .1857 59.
Geologischen Theil, v. 1, sec. 1: Vienna, 274 p. (English edition,
translation by C. A. Fleming: Wellington, Govt. Printer). 

Karig, D. E., 1971, Origin and development of marginal basins in the
western Pacific: Jour. Geophys. Research, v. 76, no. 11, p.
2542-2561.

   1972, Remnant arcs: Geol. Soc. America Bull., v. 83, no. 4, p. 
1057-1068.

Kingma, J. T., 1959, The tectonic history of New Zealand: New 
Zealand Jour. Geology and Geophysics, v. 2, no. 1, p. 1 55.

Landis, C. A., 1969, Upper Permian rocks of South Island, New 
Zealand lithology, stratigraphy, structure, metamorphism and tec­ 
tonics: Dunedin, New Zealand, Univ. of Otago, Ph. D. dissert., 
627 p.



534 DUN MOUNTAIN ULTRAMAFIC BELT-PERMIAN OCEANIC CRUST, MANTLE

Landis, C. A., and Bishop, D. G., 1972, Plate tectonics and regional
stratigraphic-metamorphic relations in the southern part of the New
Zealand geosyncline: Geol. Soc. America Bull., v. 83, no. 8, p.
2267-2284. 

Landis, C. A., and Coombs, D. S., 1967, Metamorphic belts and
orogenesis in southern New Zealand: Tectonophysics, v. 4, nos.
4-6, p. 501-518. 

Lauder, W. R., 1965a, The geology of Dun Mountain, Nelson, New
Zealand; Pt. 1, The petrology and structure of the sedimentary and
volcanic rocks of the Te Anau and Maitai Groups: New Zealand
Jour. Geology and Geophysics, v. 8, no. 1, p. 3 34. 

   1965b, The geology of Dun Mountain, Nelson, New Zealand; Part
2, The petrology, structure, and origin of the ultrabasic rocks: New
Zealand Jour. Geology and Geophysics, v. 8, no. 3, p. 475 504. 

Lensen, G. J., 1963, Geological map of New Zealand, Sheet 16,
Kaikoura: Wellington, New Zealand Geol. Survey, scale 1:250,000. 

Macpherson, E. 0., 1946, An outline of Late Cretaceous and Tertiary
diastrophism in New Zealand: New Zealand Dept. Sci. and Indus.
Resources Geol. Mem. 6, 32 p. 

Malahoff, Alexander, 1965, Gravimetric and geologic studies of an
ultramafic mass in New Zealand: Am. Geophys. Union Trans., v. 46,
p. 159-160. 

McKay, Alexander, 1879, The district between the Wairau and Motueka
Valleys: New Zealand Geol. Survey Rept. Geol. Explor. 1878-79,
v. 12, p. 97-121.

Menard, H. W., 1967, Transitional types of crust under small ocean 
basins: Jour. Geophys. Research, v. 72, no. 12, p. 3061-3073.

Moores, E. M., and Vine, F. J., 1971, The Troodos Massif, Cyprus, and 
other ophiolites as oceanic crust;evaluation and implications: Royal 
Soc. London Philos. Trans., v. 268, p. 443-466.

O'Hara, M. J., 1967, Mineral parageneses in ultrabasic rocks, in Wyllie, 
P. J., ed., Ultramafic and related rocks: New York, John Wiley and 
Sons, p. 393-403.

Park, J., 1887, On the district between the Dart and Big Bay: New
Zealand Colonial Mus. and Geol. Survey Rept. Geol. Explor.
1886-87, p. 121-137. 

   1921, Geology and mineral resources of western Southland: New
Zealand Geol. Survey Bull. 23, 88 p. 

Raitt, R. W., 1963, The crustal rocks, in Hill, M. N., ed., The sea, v. 3,
The earth beneath the sea: London, Interscience Publishers, p.
85-102. 

Turner, F. J., 1930, The metamorphic and ultrabasic rocks of the
Lower Cascade Valley, South Westland: New Zealand Inst. Trans., v.
61, p. 170-201. 

Walcott, R. I., 1969, Geology of the Red Hill complex, Nelson, New
Zealand: Royal Soc. New Zealand Trans., Earth Sci., v. 7, no. 5, p.
57-88. 

Waterhouse, J. B., 1964, Permian stratigraphy and faunas of New
Zealand: New Zealand Geol. Survey Bull. 72,101 p.



Jour. Research U.S. Geol. Survey 
Vol. 1, No. B , Sept.-Oct. 1973, p. 636 541

A CALORIMETRIC DETERMINATION OF THE STANDARD 
ENTHALPIES OF FORMATION OF HUNTITE, CaMg 3 (CO 3 ) 4 ,

AND ARTINITE, Mg2 (OH) 2 CO 3 -3H 2 O, AND THEIR 
STANDARD GIBBS FREE ENERGIES OF FORMATION

By BRUCE S. HEMINGWAY and RICHARD A. ROBIE, Silver Spring, Md.

Abstract.  The enthalpies of formation, A#°y, of huntite, 
CaMg3 (C0 3 )4 , and artinite, Mg2 (OH)2 C0 3 -3H2 0, have been deter­ 
mined by HC1 solution calorimetry using a constant-volume isoperibol 
reaction calorimeter. For the reaction CaO(c) + 3MgO(c) + 4C02 (g) 
= CaMg 3 (C0 3 )4 (c), the enthalpy change at 298.15 K, A#° 298 , is
-123,203±145 cal mol' 1 . For the reaction 2MgO(c) + 4H2 0(1) 
+ C0 2 (g)=Mg2 (OH)2 C0 3 -3H2 0(c), we obtained -45,132±100 cal 
mol"'. These results combined with the standard enthalpies of 
formation of CaO, MgO, H 2 0, and C02 lead to A#°y;298 (huntite) =
-1,082,600±375 cal mol' 1 and &H°fo 96 (artinite) = -698,043±170 cal 
mol"'. Using recently determined values for the standard entropies of 
huntite, CaMg 3 (C0 3 )4 , and artinite, Mg,(OH)2 C0 3 -3H2 0, and of Mg, 
Ca, C, 02 , and H 2 , we calculate AC0/ ̂  9 8 (huntite) = -1,004,707±390 
cal mol' 1 and AG°/? 2 9 8 (artinite) = -613,924±180 cal mol" 1 .

In a previous report from this laboratory (Hemingway and 
Robie, 1972), we presented measurements of the heat capaci­ 
ties of huntite and artinite between 20 and 308 K and 
calculated values of the entropy change, S° 2 9 8   S° 0 , for these 
minerals. In this paper we present measurements of the 
enthalpies of formation of huntite and artinite obtained from 
the heat of solution of CaMg3 (C0 3 )4, Mg2 (OH)2 C03 -3H2 0, 
MgO, CaO, and H 2 0 in 4 WHC1 between 24° and 37°C.

The reaction scheme used to determine the heat of 
formation of huntite, CaMg3 (C03 )4 was

CaMg3 (C0 3 )4 (c) + [285HC1+ 3,641H 2 0](aq) = [CaCl2 

+ 3MgCl2 + 277HC1 + 3,645H2 0](aq) + 4C02 (g), (1)

3MgO(c) + [285HC1 + 3,641H2 0](aq)

= [3MgCl2 + 279HC1 + 3,644H2 0](aq), and (2)

CaO(c) + [3MgCl2 + 279HC1 + 3,644H2 0](aq)

= [CaCl2 + 3MgCI2 + 277HC1 + 3,645H 2 0](aq). (3)

The reactions studied to obtain the enthalpy of formation of 
artinite, Mg2 (OH)2 C0 3   3H2 0, were

Mg2 (OH)2 C0 3 -3H2 0(c) + [285HC1 + 3,641H2 0](aq)

= [2MgCl2 + 281HC1 + 3,647H2 0](aq) + C02 (g), (4)

2MgO(c) + [285HC1 + 3,641H2 0](aq)

= [2MgCl2 + 281HC1 + 3,643H2 0](aq), and (5)

4H2 0(1) + [2MgCl2 + 281HC1 + 3,643H2 0](aq)

= [2MgQ2 + 281HC1 + 3,647H2 0](aq). (6)

The actual reactions studied were stoichiometric for the 
solution of 0.0125 mol of CaMg3 (C03 )4 and of 
Mg2 (OH)2 C0 3   3H2 0 in 950.0 g of 4.0 N HC1. The nominal 
weights of sample used were 4.413 g of CaMg3 (C0 3 )4, 2.549 g 
of Mg2 (OH)2 C0 3 -3H 2 0, 0.701 g of CaO, 0.901 g of H 2 0, 
and 1.008 and 1.312 g of MgO.

The gram formula weights used in the calculations are based 
on the 1969 values for the atomic weights (Commission on 
Atomic Weights, 1970). The formula weights used for 
CaMg3 (C0 3 )4 and Mg2 (OH)2 C0 3 -3H 2 0 are 353.032 and 
196.680 g mol' 1 - 1

MATERIALS AND APPARATUS

The MgO used for the heat of solution measurements was 
Jqhnson-Matthey Specpure reagent (JM 130). It was heated in 
a platinum crucible at 1,300°C for 3 hours to promote grain 
growth (Taylor and Wells, 1938), and stored in a desiccator 
over fresh Drierite prior to use. The CaO sample was obtained 
by heating primary standard CaC0 3 (Mallinckrodt, C-65) at 
1,300°C in a platinum crucible for 3 hours. It was stored in a 
desiccator before using. The H 2 0 was distilled and passed 
through an ion-exchange column.

J The mole is the International System (SI) unit for that amount of 
substance of a system containing as many elementary entities as there 
are atoms in 0.012 kg of carbon-12. It is the same as the gram formula 
weight and is abbreviated as mol (U.S. National Bureau Standards Tech. 
Notes, 1972, v. 56, p. 42).
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The samples of huntite and artinite used in these heat of 
solution studies were portions of the sample used in the 
low-temperature heat capacity studies of Hemingway and 
Robie (1972), and are described fully in that report. The 
hydrochloric acid was a special reagent obtained in 5-gallon 
lots certified by the manufacturer, Fisher Scientific Co., to be 
4.00±0.01 N. The solution calorimeter used in our investiga­ 
tion and the methods of data reduction have been described 
by Robie and Hemingway (1972).

HEATS OF SOLUTION OF MgO, CaO, H2 O, 
HUIMTITE, AND ARTINITE

MgO

In table 1 we have listed measurements for the heat of 
solution of MgO in 950.0 g of 4.0 NECl for three different 
concentrations. These data correspond to the reactions

MgO(c) + [285HC1 + 3,641H2 0](aq)

= [MgCl2 + 283HC1 + 3,642H2 0](aq), (7)

2MgO(c) + [285HC1 + 3,641H2 0](aq)

- [2MgCl2 + 281HC1 + 3,643H2 0](aq), and (5)

4MgO(c) + [285HC1 + 3,641H2 0](aq)

= [4MgCl2 + 277HC1 + 3,645H2 0](aq). (8)

The heats of reactions 7 and 8 were measured in con­ 
nection with our studies of the enthalpies of formation 
of nesquehonite (MgCOa   3H2 0) and hydromagnesite 
(5MgO*4C02 *5H2 0) which are reported in the accom­ 
panying paper (Robie and Hemingway, 1973, p. 543 547, this 
issue). At the time these measurements were made we had 
accepted the incorrect formula, (4MgO*3C02 '4H2 0), for 
hydromagnesite adopted by Palache, Herman, and Frondel 
(1951). In order to compare these measurements (at different 
concentrations) and to obtain the heats of the reactions

3MgO(c) + [285HC1 + 3,641H2 0](aq)

= [3MgCl2 + 279HC1 + 3,644H2 0](aq) and (2)

5MgO(c) + [285HC1 + 3,641H2 0](aq)

= [5MgCl2 + 275HC1 + 3,646H2 0](aq), (9)

which we shall need to obtain the heat of formation of 
hydromagnesite, we shall first correct the final solutions of 
reactions 7, 8, 2, and 9 to the same concentrations of HC1, 
MgCl2 , and H2 0 as the final solution of reaction 5. In making 
this correction, we have followed the method described by 
Taylor and Wells (1938). The concentration data for each of 
the reactions are listed in table 2.

The solution of 1 mol of MgO in HCl(aq) produces 1 mol of 
H2 0 and uses up 2 mol of HC1, leading to a dilution of the

acid with an attendant heat of dilution. Because the several 
reactions studied cause different states of dilution of the final 
solutions, they must be corrected for the difference in the heat 
of dilution of the HC1 in order to properly compare the results 
for differing sample weights. Following Taylor and Wells 
(1938), we first calculate the heat of dilution associated with 
reactions 2, 5, 7, 8, and 9 and then take the difference 
between each of these results and the heat of dilution for 
reaction 5. The heats of dilution were calculated from the 
difference in the molality of HC1 between the initial and final 
solutions for each reaction, AmjjQ, the change in the relative 
apparent molal enthalpy, 0LjjQ[, in this concentration range, 
and the number of moles of HC1 per mole of MgCl2 in the 
final solution. For solutions of approximately 4.35 mol HG1, 
0L changes by about 220 cal for a change of one in the 
molality. In making the correction for the dilution of the HC1 
we have used the 0L values given by Parker (1965).

It is also necessary to adjust all the data to the same final 
concentration of MgCl2 (aq) as reaction 5. The correction is

(m - 0.0305) - [0#m -0#o.0305 ] cal mol (MgO), (10)

where m is the molality of MgCl2 in the final solution of 
reaction 5, 0#m is the apparent molal heat content of MgCl2 
at molality my, and 0#o.0305 's tne aPParent molal heat 
content of 0.0305 mol MgCl2 , both in 4.35 mol HC1. For lack 
of 0# data for MgCl2 in 4.35 mol HC1, we have used the values 
of Taylor and Wells (1938) for MgCl2 in 2.06 mol HC1. The 
numerical data used in these corrections are listed in table 3. 
The mean value for the heat of solution of MgO in HCl(aq) 
from the 10 results listed in table 1 referred to the 
concentration of reaction 5 is -35,898±35 cal mol"1 at 
303.15 K. The uncertainties listed with the mean values for 
the heats of solution are those recommended by Rossini and 
Deming (1939), that is, twice the standard error or standard 
deviation of the mean. The uncertainty interval is equal to 
2[25i2 /n(n-l)] 1/2 , where 5j is the deviation of an individual 
observation from the mean and n is the number of observa­ 
tions.

After applying the corrections outlined above, the values for 
the enthalpy changes for reactions 7, 5, 2, and 9 are 
-35,847±35, -71,694±70, -107,724±105, and -179,535+175 

cal, respectively.

H2 0

From table 1 the average value of the heat of solution of 
H2 0(l) at 303.15 K is -4.429±0.051 cal g" 1 from which the 
heat of reaction 6 is - 319±4 cal.

CaO

The three sets of results for the heat of solution (per gram) 
of CaO listed in table 1 refer respectively to the reactions

CaO(c) + [9MgCl2 + 1,122HC1 + 14,579H2 0](aq)

= [CaCl2 + 9MgCl2 + 1.120HC1 + 14,580H2 0](aq), (11)
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Table l.-Heat of solution o/MgO, H 2 0, CaO, huntite, and artinite in 950.0 g of 4.0 N HCI at 30°C (303.15 K)

Sample 
mass 
(g)

Temperature 
change 

corrected for 
heat exchange 

(°C)

Mean 
solution 

temperatu 
(°C)

Heat capacities Te 
cc

Initial Final o: 
system system s 

(caldeg' 1 ) (cal

mperature 
 efficient 
f heat of 
iolution 
g" deg")

Heat of 
solution 
at 30° C 
(calg")

MgO (Fisher) (reactions 7, 5, and 8)

0.5035 ...
.5038 . . .

1.0078 . . .
1.0080 . . .

2.0161 ...
2.0162 . . .

0.5168
.5155

1.0291
1.0363

2.0687
2.0474

25.41 
29.73

29.73 
25.85

25.93 
31.89

868.30 868.33 
873.96 871.65

873.16 873.62 
867.35 868.12

870.31 869.98 
876.58 874.70

0.064 
-4.591

.462 

.766

-.166 
-.929

-891.34 
-886.11

-891.91 
-892.13

-892.87 
-889.22

MgO (Johnson-Matthey) (reaction 7)

1.0085 . . .
1.0084 . . .
1.0086 . . .
1.0087 . . .

1.0288
1.0293
1.0296
1.0307

30.27 
30.56 
30.32 
30.48

872.65 870.97 
872.35 871.35 
871.91 871.28 
872.21 870.81

-1.664 
-.999 
-.623 

-1.386

-889.35 
-889.98 
-889.76 
-890.54

H2 0

0.9013 . . .
.9001 ...
.9026 . . .

0.00452
.00447
.00463

Reaction 6 (2.03 g of MgO was dissolved in the acid before measurement) 
27.24 870.44 870.55 
28.15 871.10 870.76 
30.25 870.37 870.60

0.117 
-.382 

.264

-4.450 
-4.378 
-4.458

CaO

0.1750 . . .
.1758 . . .

.1751 . . .

.1754 . . .

.1751 . . .

.1754 . . .

.1757 . . .

1.1209 . . .
1.1214 . . .
1.1213 . . .
1.1210 ...

0.1686
.1683

0.1671
.1671
.1667
.1686
.1690

1.0858
1.0823
1.0832
1.0831

Reaction 11 (1.13 g of MgO was dissolved in the acid before measurement) 
29.73 872.34 871.89 
30.60 873.77 873.78 

Reaction 12 (1.51 g of MgO was dissolved in the acid before measurement) 
30.64 875.02 873.42 
35.29 876.77 876.56 
35.28 876.53 876.50 
24.38 867.89 866.53 
24.21 867.19 869.50 

Reaction 13 (0.806 g of MgO was dissolved in the acid before measurement) 
25.96 870.95 870.96 
26.50 869.74 872.17 
27.45 872.23 874.36 
26.87 873.43 871.54

-2.535 
.113

-9.143 
-1.208 
-.159 

-7.765 
13.19

0.005 
2.174 
1.900 

-1.682

-840.22 
-838.61

-834.34 
-835.12 
-834.05 
-833.50 
-835.04

-843.64 
-840.57 
-843.57 
-842.98

Huntite (reaction la)

4.4136 . . .
4.4136 . . .
4.4138 . . .
4.4135 . . .
4.4143 . . .
4.4139 . . .

0.6977
.6993
.6980
.6886
.6877
.6885

32.18 
31.76 
31.76 
37.26 
37.23 
37.34

875.82 875.37 
874.89 874.48 
874.79 875.26 
878.59 879.92 
878.54 879.54 
878.74 880.03

-0.103 
-.092 

.108 

.302 

.226 

.293

-138.96 
-139.03 
-138.81 
-139.00 
-138.74 
-139.01

Artinite (reaction 4a)
2.4600 . . .
2.4602 . . .
2.4596 . . .
2.4596 . . .
2.4598 . . .

2.4599 . . .
2.4596 . . .
2.4597 . . .
2.4596 . . .
2.4596 . . .
2.4599 . . .

0.4803
.4797
.4834
.4779
.4755

.4785

.4784

.4764

.4726

.4771

.4822

36.32 
36.33 
31.87 
30.90 
31.00

30.89 
30.92 
30.90 
32.65 
30.87 
36.10

874.18 875.24 
874.17 875.79 
872.06 869.04 
874.60 874.14 
873.33 874.61

872.50 872.10 
873.51 871.35 
874.16 873.71 
873.88 876.80 
873.86 875.08 
875.51 875.86

0.430 
.658 

-1.230 
-.189 

.521

-.164 
-.877 
-.183 
1.187 

.495 
141

-169.15 
-168.98 
-170.61 
-169.67 
-168.68

-169.43 
-169.45 
-169.02 
-167.50 
-169.39
-17000
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Table 2.-Concentration of HCl(aq) and MgCl2 (aq) for the heat of solution of MgO in 4.0 N HCI

Initial solution

Reaction

7 ...........
5 ...........
2 ...........
8 ...........
9 ...........

Moles HCI
Moles MgO

. . . . . 285

. . . . . 142.5

. . . . . 95

. . . . . 71.25

. . . . . 57

Moles HCI
l,OOOgH2 0

4.345 
4.345 
4.345 
4.345 
4.345

Moles HCI
Moles MgCl2

283 
140.5 

93 
69.25 
55

Final solution

Moles HCI
1,000 gH 2 0

4.313 
4.282 
4.250 
4.218 
4.187

Moles MgCl2
1,000 gH2 0

0.0152 
.0305 
.0456 
.0609 
.0761

CaO(c) + [12MgCl2 + 1,116HC1 + 14,576H2 0](aq) 

= [CaCl2 + 12MgCl2 + 1,114HC1 + 14,577H2 0](aq), and (12)

CaO(c) + [MgCl2 + 176HC1 + 2,277H2 0](aq)

= [CaCl2 + MgCl2 + 174HC1 + 2,278H2 0](aq). (13)

The data for reaction 13 were taken from unpublished 
measurements of the present authors.

Coughlin (1956) has shown that the heat of solution of CaO 
in 4.0 N HCI is independent of the amount of CaO dissolved in 
1,936 g of acid for sample weights of 0.3 to 1.6 g of CaO. We 
have found, however, that the heat of solution of CaO in 
4.0 JV HCI in which varying amounts of MgO had been 
previously dissolved depends significantly upon the amount of 
MgO in solution. The data listed in table 1, and the value of 
King, Koehler, and Adami (1962) for the heat of solution of 
CaQ in 4.0 N HCI in which no MgO was present are shown in 
figure 1.

These results for CaO provide a concrete example of the 
necessity of maintaining exact stoichiometry in heat of 
solution measurements, a point which has been emphasized by 
Coughlin (1962). On the basis of these data together with the 
observations of Coughlin (1956) we obtain for reaction 3,

CaO(c) + [3MgCl2 + 279HC1 + 3,644H2 0](aq)

= [CaCl2 + 3MgCl2 + 277HC1 + 3,645H2 0](aq), 

Aff = -46,791+35 cal at 303.15 K.

Huntite and artinite

Under the actual solution conditions in the sealed calorim­ 
eter, reactions 1 and 4 should be written

CaMg3(C0 3 )4(c) + [285HC1 + 3,641H2 0](aq) 

= [CaCl2 + 3MgCl2 + 277HC1 + 3,645H2 0 + (4-x)C02 ](aq) 

+ xC02 (g)and (la)

Mg2 (OH)2 C0 3 -3H2 0(c) + [285HC1 + 3,641H2 0](aq)

Table 3. Correction* to the heats of solution o/xMgO in 4.0 N HCI for 
variations in the MgCl2 and HCI concentrations in the final solution

Reaction

7. .....
5. .....
2. .....
8. .....
9. .....

Am
MgCl2

-0.0153
.0000
.0151
.0304
.0456

Correction
for Am 

MgCl2 (aq)

14
0

-14
-27
-41

Change 
in

mHCl 
on di-

0.032
.063
.095
.127
.158

Heat of
dilution 
of HCI 
(cal)

-1,992
-1,947
-1 944
-i Q3=;
-1,912

Correc­
tion for 
differ­

ence in

m HCl 
in final
solution
(cal)

-4^

0
Q

1 9

35

Total
correc­ 
tion 

(cal)

Oi

0
-10
-15
-9

= [2MgCl2 + 281HC1 + 3,647H2 0 + (l-x)C02 ](aq)

+ xC02 (g). (4a)

Our experimental data for reactions la and 4a are listed in 
table 1.

In order to obtain the enthalpies of reactions 1 and 4, the 
observed heats of reactions la and 4a must be corrected for 
the C02 dissolved in the acid, and the C02 gas must be 
corrected to its reference state. We shall illustrate the method 
of correction by using the results for huntite, CaMg3 (C03)4 . 
The solution of 0.0125 mol of CaMg3 (C03 )4 in HCl(aq) 
produces 0.050 mol of C02 , equation la. In the sealed 
calorimeter, part of the C0 2 dissolves in the acid and part goes 
into the vapor space above the acid. The free internal volume 
of the calorimeter is 954.1 cm3 , the volume occupied by the 
acid is 950.0 g/1.0658 g cm"3 = 891.3 cm3 , and that of the 
vapor space (after the reaction) is 62.8 cm3 (the density of 4.0 
N HCI at 25°C is 1.0658 g cm'3 ).

Henry's law states that the number of moles of a gas that 
dissolves in a given volume of solvent at constant temperature 
is proportional to the partial pressure of the gas (for example, 
Glasstone, 1940, p. 686). For the solution of C02 in HCl(aq), 
Henry's law holds up to approximately 5 atm; and the Henry's
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Figure l.-Molar heat of solution of CaO in 4.0 N HC1 at 30°C as a 
function of the amount of MgO in solution.

law constant is 0.0291±0.0001 mol I" 1 atnf 1 at 303.15 K, 
(Robb and Zimmer, 1968). We shall assume that C02 behaves 
as an ideal gas.

If we call the number of moles of C02 in the gas 
phase, ni, and the number of moles of C02 dissolved in 
the acid, n2 , then we may write (n t + n 2 ) = 0.05 mol 
C0 2) /»i =PCQ, (62.8 cm 3 )/(82.056 cm3 atmK" 1 ) 
(303.15 K,) and' n2 = (0.0291 mol liter' 1 atnf1 )(0.89 13 
liter) pcO   Solving simultaneously we find /?CO = 1-76 
atm, nj = 0.0044 mol, and n2 = 0.0456 mol.

The correction for the C02 dissolved in the acid is 
just the number of moles of dissolved C02 times the heat of 
solution of C0 2 in HC1. Robb and Zimmer (1968) give data 
for the solubility of C0 2 in HC1 of various concentrations at 
20°, 25°, and 30° C and derived a value of Affso in of C°2 m 
0.64 mol HC1 at 25°C of -4,890 cal. We have assumed that 
this value is also valid for 4.0 N HC1 in our corrections. The 
correction for the dissolved C0 2 when 0.0125 mol of 
CaMg3 (C03)4 dissolves in HC1 is therefore (0.0456 mol) 
(-4,890 cal mol' 1 ) = -223.0 cal.

We must also correct for the difference in enthalpy of the 
C0 2 gas at 1.76 atm from that at its standard state of 1 atm. 
To reduce the C02 to its standard state we expand it 
reversibly and iso thermally from 1.76 to 1.0 atm. For an ideal 
gas, the change in internal energy, dU, is 0 at constant 
temperature and we can write dQ = dW, where Q is the heat 
absorbed by the system and W is the work done by the 
expansion of the C02 . The work done on expansion is

P dV=nRT\nVz /Vl = 1.5 cal.

The total C02 correction for the solution of 0.0125 mol of 
CaMg3 (C0 3 )4 (that is, 0.05 mol of C02 ) is thus

223.0-1.5 = 221.5 cal. The data in table 1 were corrected for 
heat exchange and reduced to the same reference temperature 
using the procedures discussed by Robie and Hemingway 
(1972). The data are also corrected for a small heat effect 
caused by the evaporation of H2 0 into the vapor space of the 
sample holder when the reaction is initiated, (E.J. Prosen, 
written commun., May 7, 1967). This correction is usually less 
than 3 cal mol" 1 of solute. The data in table 1 are given in 
terms of the heat of solution per gram of CaMg3 (C0 3 )4 or 
1.0/353.032 = 0.002833 mol. The correction for 1.0 g of 
huntite is thus (0.002833/0.0125)   221.5 = 50.20 cal g' 1 . 
From table 1 the average value for the unconnected heat of 
solution of huntite, reaction la, is -138.9210.26 cal g" 1 at 
303.15 K. Adding the correction for the dissolved C02 gives
-138.92 +50.20 = -88.72±0.26 calg" 1 , and multiplying by 
the gram formula weight of CaMg3 (C0 3 )4 , 353.032 g, gives
-31,321192 cal mol" 1 as the enthalpy change for reaction 1 at 
303.15 K.

From table 1 the average value for the unconnected heat of 
solution of artinite is - 169.27±0.37 cal g" 1 . If we proceed in 
the same manner as for huntite, the correction for the 
dissolved C02 for the artinite reaction is 22.92 cal g" 1 . The 
corrected heat of solution is -146.35±0.37 calg" 1 . The 
correction for the dissolved C02 for artinite is much smaller 
than for huntite because there is only one mole of C02 
released when Mg2 (OH)2 C0 3 -3H2 0 dissolves in HC1. Multi­ 
plying the corrected heat of solution per gram by the formula 
weight gives-28,786±73 cal mol" 1 for Atf(4) at 303.15 K.

ENTHALPIES OF FORMATION OF HUNTITE 
AND ARTINITE

The enthalpy of formation of huntite from its component 
oxides according to the reaction

CaO(c) + 3MgO(c) + 4C02 (g) = CaMg3 (C03 )4 (c) (14)

can be calculated from the corrected enthalpy changes for 
reactions 1, 2, and 3 using the relation A/f(3) + A/f(2) - 
A#(l) = A#(14), from which A#(14) = -123,1941145 cal at 
303.15 K. This value may be corrected to the reference 
temperature, 298.15 K, using the Kirchhoff equation,

dAH/dT= ACP , (15)

where ACp is the difference in the molar heat capacities, at 
constant pressure, of the products minus the reactants. At 
298.15 K the heat capacities of C02 (Hilsenrath and others, 
1955), MgO (Barren and others, 1959), CaO (Kelley and King, 
1961), and CaMg3 (C0 3 )4 (Hemingway and Robie, 1972) are 
8.875±0.010, 8.88±0.04, 10.23±0.10, and 74.1H0.18 
cal mof 1 K"1 , respectively. ACp (14) is, therefore, 1.7 cal K"1 , 
and the correction to 298.15 K is -8.5 cal. The standard 
enthalpy change, A//° 298 , for reaction 14 is, therefore, 
-123,2031145 cal.
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In a similar fashion, the enthalpy change for the reaction

2MgO(c) + C02 (g) + 4H2 0(1) = Mg2 (OH)2 C0 3   3H2 0(c),
(16)

-43,329190 cal at 303.15 K, was obtained from the corrected 
heats of solution for reactions 4, 5, and 6 by A//(5) 
+ A#(6) - A#(4) = Aff(16). This value was corrected to 
298.15 K by using the heat capacities of MgO, and C02 
mentioned above, the value 17.995 calmol^K"1 for H2 0(l) 
tabulated in the U.S. National Bureau of Standards tables, 
(Wagman and others, 1968), and 59.18±0.18 cal moP'rC' 1 for 
artinite measured by Hemingway and Robie (1972). The 
temperature coefficient for the enthalpy of reaction 16, 
dAff/dT, is -39.410.2 cal K" 1 from which we obtain 
Atf°298 (16) = -43,132±100 cal.

Combining the above values for the enthalpy changes for the 
formation of artinite and huntite from their constituent oxides 
with the enthalpies of formation from the elements of CaO, 
MgO, C02 , and H2 0 (Robie and Waldbaum, 1968), we obtain
-1,082,6001375 and -698,0431170 cal mol" 1 for the enthal­ 
pies of formation, AH°y 298.15 » °f CaMg3 (C0 3 )4 an(^ 
Mg2 (OH)2 C0 3 '3H2 0, respectively. From this result and the 
entropies of CaMg3 (C03 )4 and Mg2 (OH)2 C0 3 -3H2 0 
(Hemingway and Robie, 1972) and the entropies at 298.15 K 
of C (graphite), Mg, 02 , Ca, and H2 listed in Robie and 
Waldbaum (1968), and by using the relation

(17)

we obtain for the Gibbs free energy of formation, AC/. 2 98> 
-1,004,7071390 and -613,9241180 cal mol" 1 for huntite and 
artinite, respectively.

From the Gibbs free energies of formation of huntite (H) 
and artinite (A) and the free energies of Ca"2 , Mg+2 , C0 3~2 , 
and H2 0 (Robie and Waldbaum, 1968), we can calculate the 
activity products, K\{ and K&, at 298.15 K for the reactions

CaMg3 (C03 )4 = Ca+2 + 3Mg+2 + 4C0 3"2 and (18)

Mg2 (OH)2 C03 -3H2 0 = 2Mg+2 + 20H' + C0 3"2 + 3H2 0

by using the relation

(19)

-AG0//2.3026/?T. (20)

The activity product for huntite is Kft = («Ca+2 ) (°Mg+2 )3 

(°CO ~ a )*> an(^ 1°§ ^H = ~30.l6lO.44. Similarly for artinite, 
KA = (aMg-)2 («OH-)2 (aC0 3 - 2 )> and log KA = -18.1110.27.

The only previous value for the free energy of formation 
from the elements for huntite is that calculated by Garrels, 
Thompson, and Siever (1960), based on the pH of aqueous 
solutions in equilibrium with huntite at 1 atm C02 pressure.

Their calculated value for AG°y was -1,007,700 cal moF1 . The 
free energy change on solution, reaction 17, which is, in effect, 
the quantity that Garrels, Thompson, and Siever (1960) 
measured, was 44,140 cal. This corresponds to an activity 
product constant for CaMg3 (C0 3 )4, log KR = - 32.4.

Langmuir (1965, p. 737) has calculated a value for the free 
energy of formation of artinite based on the solubility "of an 
artinite-like phase with an empirical composition of MgC0 3 
 Mg(OH)2 '1.5H2 0, in equilibrium with brucite at 20°C," 
measured by Kazakov, Tikhomirova, and Plotnikova (1959). 
Langmuir calculated 23,500 cal as the free energy for the 
reaction

Mg2 (OH)2 C0 3   3H2 0 = 2Mg+2 + C0 3-2 20H'+3H2 0. 
(21)

He combined this result with literature values for AG°y of 
Mg+2 , C0 3'2 , OH', and H2 0 and obtained -612,480+1,100 cal 
for the free energy of formation of artinite. Because of the 
uncertain nature of the material studied by Kazakov and 
coworkers, we believe that Langmuir's calculated AG°y should 
be given rather little weight.

At this point it is worthwhile to emphasize that in the 
determination of a free energy of formation from aqueous 
solubility data, one measures only a small part of AG°y, and 
then combines this value with the free energies of aqueous ions 
which were obtained by either calorimetric, solubility, or 
electrochemical cell measurements, each having its own uncer­ 
tainty. Because the sum of uncertainties in the free energies of 
formation of the aqueous ion is often comparable to the 
observed free energy change for the solution reaction, one 
must be careful in any comparison of a free energy value 
obtained by calorimetric methods and one obtained from 
solubility data. Garrels, Thompson, and Siever (1960) have 
also stressed this point.
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THE ENTHALPIES OF FORMATION OF NESQUEHONITE, 
MgCO 3 -3H 2 O, AND HYDROMAGNESITE, 5MgO-4CO2 -5H 2 O

By RICHARD A. ROBIE and BRUCE S. HEMINGWAY, Silver Spring, Md.

Abstract-The enthalpies of formation, A#°y, of nesquehonite, The reactions used to determine the enthalpy change for 
MgC0 3 *3H 2 0, and hydromagnesite, 5MgO*4C02 '5H 2 0, have been reaction 1 were 
determined by HC1 solution calorimetry. For the reaction

MgO(c) + CO, (g) + 3H, 0(1) = MgCO, -3H, 0(c), MgC0 3 -3H 2 0(c) + [285HC1 + 3,641H2 0 ](aq)

the enthalpy change a, 298.15 K I, -29,781*40 cal mor' . For «he = l*f»* + 283HCI + 3,645H2 0](aq) + C0,(g), (3) 
reaction

MgO(c) + [285HC1 + 3,641H2 0](aq) 
) + 5H,0<1> = 5MgO . 4CO, - 5H,0<c>,

the enthalpy change at 298.15 K is -120,310±120 cal. For MgC0 3
 3H3 0 the standard molal enthalpy and standard Gibbs free energy of 3H 2 0(1) + [MgCl2 + 283HC1 + 3,642H 2 0](aq) 
formation, &H°f 298 and AC°y 298 , are -472,576+110 and
 412,040±120 cal. Afl°y; 298 and AC°y; 298 for 5MgO-4C0 2 -5H2 0 = [MgCl 2 + 283HC1 + 3,645H2 0](aq). (5) 
are -1,557,090±250 and -1,401,71 0±250' cal.

Adding equations 4 and 5 and subtracting reaction 3 yields

MgO(c) + C02 (g) + 3H2 0(1) = MgC03   3H2 0(c) (1)

Recently Robie and Hemingway (1972b) presented heat from which Aff(l) = Aff(4) + Aff(5) - AH(3). 
capacity measurements for nesquehonite between 17 and 341 The following reactions were used to obtain the enthalpy 
K and for hydromagnesite between 20 and 309 K and values cnanee for reaction 2   
for the entropy change, S° 2 9g  S°o, for these minerals. In this
report we present measurements of the heats of solution of 5MgO-4C0 2 '5H2 0(c) + [285HC1 + 3,641H 2 0(aq) 
MgO, H 2 0, MgC03 -3H2 0, and hydromagnesite (5MgO-4C02 &
 5H2 0) in 4.0 N HC1 and values for their enthalpies of = [5MgCl2 + 275HC1 + 3,651H 2 0](aq) + 4C02 (g), (6)
formation, Afl°/> 29 g, based on the enthalpy changes for the
reactions ' 5MgO(c) + [285HC1 + 3,641H 2 0](aq)

= MgC03 .3H2 0(c)and (1) = [5MgCl2 + 275HC, + 3,646H2 0](aq), and (7)

5MgO(c) + 4C02 (g) + 5H 2 0(.) = 5Mg0.4C02 .5H2 0(c),(2)
= [5MgCl2 + 275HC1 + 3,651H2 0](aq). (8) 

obtained by HC1 solution calorimetry. By combining our
measured entropy and enthalpy data, we have calculated Adding reactions 7 and 8 and subtracting 6 yields 
values for the Gibbs free energy of formation of these 
minerals. 5MgO(c) + 5H2 0(1) + 4C02 (g) = 5MgO-4C02 -5H2 0(c) (2)

The samples of nesquehonite and hydromagnesite used in
our heat of solution measurements were portions of the from which we get Aff(2) = Aff(7) + Aff(8) - AH(6). 
samples which were used by Robie and Hemingway (I972b)
for low-temperature heat capacity studies. The solution The reactions studied were stoichiometric for the solution of 
calorimeter used for these studies has been described by Robie 0.0125 mol of MgC03*3H2 0 and 5MgO*4C02 *5H2 0 in 
and Hemingway (1972a). 950.0 g of 4.0 N HC1. The weight, 4.57 g, of the hydro-
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magnesite samples used in the measurements did not cor­ 
respond to 0.0125 mol of 5MgO4C02 -5H2 0 but to 0.0125 
mol of 4MgO*3C02 *4H2 0. This was because we originally 
accepted the formula for hydromagnesite listed in Dana's 
System of Mineralogy by Palache, Berman, and Frondel 
(1951), which has since been shown to be incorrect (Robie 
and Hemingway 1972b).

The gram formula weights used are based on the 1969 values 
for ,the atomic weights (Commission on Atomic Weights, 
1970). The formula weights used for MgC0 3 -3H2 0 and 
5MgO-4C02 -5H2 0 were 138.360 and 467.638 g mol'1 , 
respectively.

In table 1 we list our measurements for the heat of solution 
of nesquehonite, hydromagnesite, and water in 950.0 g of 4.0 
N HC1 at 30°C. The experimental data for MgC0 3 - 3H2 0 and 
hydromagnesite are for the reactions

MgC0 3 -3H2 0 + [285HC1 + 3,641H2 0] = [MgCl2 + 283HC1 

+ 3,645H2 0 + (1- x)C02 ] (aq) + xC02 (g) and (3a)

5MgO-4C02 -5H2 0 + [285HC1 + 3,641H 2 0] = [5MgCl2 

+ 275HC1 + 3,651H2 0 + (4- x)C02 ] (aq) + xC02 (g). (6a)

HEATS OF SOLUTION OF MgCO 3 -3H 2 O, 

5MgO- 4CO2   5H2 O, MgO, AN D H2 O

MgCO3 -3H 2 O

The average value for the heat of solution of MgC0 3 '3H2 0 
at 303.15 K (table 1) is -77.50 cal g' 1 . The correction for the 
dissolved C02 and the reduction of the C02 gas to its standard 
state of 1 atm were made in the manner described by 
Hemingway and Robie (1973, p. 535 541, this issue). The 
correction for the dissolved C0 2 is -32.20 cal g"" 1 of 
nesquehonite, and that for the compression of the gas to 1 atm 
is 0.32 cal g" 1 . The corrected value for the heat of reaction 3 is 
therefore -44.98±0.15 cal g' 1 , or -6,223±21 cal mol'1 of 
MgC0 3 -3H2 0.

5MgO-4CO2 -5H 2 0

Three sets of values are listed in table 1 for the heat of 
solution of hydromagnesite. The first six measurements were 
made with an early design of heater. From table 1 the mean 
value for the heat of solution of hydromagnesite from West 
Pakistan is -165.01±0.19 cal g" 1 (reaction 6a). Although we 
have not used the results of the heat of solution for the 
Coalinga, Calif., material in our final values, the data are 
included in table 1 to show that there is no significant 
difference between the two samples of well-crystallized hydro­ 
magnesite. For the dissolved C02 the correction is -38.12 cal 
g" 1 of hydromagnesite and for the reduction of the C02 to 1 
atm, 0.14 cal g" 1 of hydromagnesite. The corrected value for

of reaction 6 is therefore -127.03±0.19 cal g" 1 or 
-59,404±90 cal mol'1 at 303.15 K.

MgO

The heats of solution of MgO in 4.0 N HC1 at the 
concentrations corresponding to reactions 4 and 7 were taken 
from the data of Hemingway and Robie (1973). At 303.15 K 
the values are -35,847±35 and -179,535±80 cal, respectively.

The three sets of values for the heat of solution of H2 0 in 
HC1 (table 1) were determined with different amounts of MgO 
dissolved in the acid and correspond respectively to the 
following reactions:

3H2 0(1) + [2MgCl2 + 281HC1 + 3,643H2 0](aq)

= [2MgCl2 + 281HC1 + 3,646H2 0](aq), (9)

3H2 0(1) + [MgCl2 + 283HC1 + 3,642H2 0](aq)

= [MgCl2 + 283HC1 + 3,645H2 0](aq), and (5)

4H2 0(1) + [4MgCl2 + 277HC1 + 3,645H2 0](aq)

= [4MgCl2 + 277HC1 + 3,649H2 0](aq). (10)

For the heat of solution of H 2 0 we need reactions 5 and 8. 
Inasmuch as the measured heats of solution of H 2 0 for 
reactions 5, 9, and 10 differ by only 3 cal mol"1 , we have 
taken the average of the first six H2 0 measurements for the 
heat of reaction 5. In this usage, the evaporation correction is 
zero. The average value is -4.298±0.004 cal g" 1 or 
3(-4.298±0.004)(18.015) = -232±1 cal for the solution of 
3H2 0. Similarly, we used the average value for the last three 
measurements to obtain the enthalpy change for reaction 8. 
The average value is -4.429±0.051 cal g" 1 . For 5 mol of H 2 0, 
the value is-399±2 cal.

ENTHALPIES OF FORMATION OF NESQUEHONITE 

AND HYDROMAGNESITE

From the data in the preceding section, the enthalpy change 
for the reaction

MgO(c) + C02 (g) + 3H 2 0(1) = MgC03   3H 2 0(c) (1) 

is -29,856±40 cal at 303.15 K, and for

5MgO(c) + 4C02 (g) + 5H 2 0(1) = 5MgO-4C02 -5H2 0(c) (2) 

is -120,5301120 cal at 303.15 K.
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Table l.-Heat of solution of nesquehonite, hydromagnesite, and water in 4.0N HCI at 30°C (303.15 K)

Sample 
mass 
(g)

Temperature
change 

corrected
for heat 

exchange

Mean
solution

temperature

Heat capacities

Initial 
system

(cal deg" 1 )

Final 
system

Temperature
coefficient
of heat of
solution

(calg" 1 deg' 1 )

Heat of 
solution 
at 30° C 
(calg- 1 )

Nesquehonite (reaction 3a)

1.7203............... 0.1511 31.08 884.43 882.31 -1231
1.7203............... .1506 31.03 877.64 875.86 -1.035
1.7207............... .1483 30.83 886.39 884.07 -1.351
1.7207............... .1500 31.65 881.73 879.30 -1.411

1.7202............... .1516 30.93 878.14 878.12 -.009
1.7202............... .1499 31.18 876.85 877.70 .497
1.7205............... .1510 31.25 880.53 879.03 -.875
1.7104............... .1504 31.25 877.87 875.08 -1.632
1.7205............... .1502 31.34 877.96 878.49 .307
1.7206............... .1498 31.25 878.55 879.74 .690
1.7208............... .1508 31.24 878.78 878.47 -.175
1.7206............... .1498 31.25 877.21 877.13 -.051
1.7206............... .1500 31.30 878.90 879.53 .367

1.7204............... .1596 25.06 866.16 866.96 .461
1.7202............... .1612 25.14 866.38 866.64 .149
1.7202............... .1591 25.16 864.41 867.75 1.945
1.7206............... .1578 25.16 865.49 865.89 .234
1.7201............... .1588_________25.17________868.01_________867.47________-.315

	Hydromagnesite, West Pakistan (reaction 6a)

4.5690............... 0.8545 31.37 879.89 880.52 0.138
4.5679............... .8504 31.50 884.09 884.26 .037
4.5686............... .8482 31.48 884.26 884.99 .159
4.5686............... .8490 31.58 884.53 884.88 .078
4.5680............... .8435 31.33 884.12 885.17 .229
4.5687............... .8375 35.81 886.86 888.38 .333

4.5687. .............. .8395 37.13 875.53 876.95 .309
4.5680............... .8439 36.49 875.73 877.14 .307
4.5685............... .8673 25.26 868.23 870.05 .398
4.5683............... .8656 25.34 868.05 ____ 869.59________.338

	Hydromagnesite, Coalinga, Calif, (reaction 6a)

4.5689............... 0.8372 35.70 880.64 883.09 0.536
4.5681............... .8307 36.44 882.66 883.79 .247
4.5690............... .8392 35.75 880.90 882.72 .398

4.5684............... .8630 25.22 867.40 869.44 .446
4.5678............... .8661______ 25.19________866.58_________869.58________.656

	Water ____ _______________

Reaction 9 (1 g of MgO was dissolved in the acid before measurement)
0.6769............... 0.00324 24.64 863.88 863.83 -0.081
.6777............... .00325 24.69 863.55 862.96 -.870
.6775............... .00336 30.21 867.69 867.09 -.878
.6766............... .00334 29.40 865.74 865.87 .188

Reaction 5 (0.5 g of MgO was dissolved in the acid before measurement)
0.6778............... 0.00334 29.48 870.52 870.55 0.037
.6780............... .00334 29.65 870.15 870.17 .037

Reaction 10 (2.0 g of MgO was dissolved in the acid before measurement)
0.9013............... 0.00452 27.24 870.44 870.55 0.117
.9001............... .00447 28.15 871.10 870.76 -.382
.9026............... .00463 30.25 870.37 870.60 .264

-78.219
-77.355
-76.770
-77.687

-77.890
-77.095
-77.924
-77.762
-77.399
-77.240
-77.686
-77.064
-77.372

-77.629
-78.463
-77.395
-76.666
-77.382

-165.26
-165.32
-164.95
-165.17
-163.98
-165.48

-164.39
-164.99
-165.50
-165.12

-163.77
-163.55
-164.59

-164.51
-165.04

-4.295
-4.300
-4.292
-4.299

-4.305
-4.296

-4.450
-4.378
-4.458

The correction to the reference temperature, 298.15 K, is 
obtained from the heat capacity data of Robie and Heming­ 
way (1972b) for Mg0 3 -3H2 0 and hydromagnesite. For MgO 
the results of Barren, Berg, and Morrison (1959) are used; the 
values for C02 and H 2 0 are from National Bureau of 
Standards tables (Wagman and others, 1968). For reaction 1,

ACp is -14.9 cal KT 1 and for reaction 2, -44.0 cal KT 1 . Thus 
A#° 298 (l) = -29,780±40 cal, and for the formation of 
hydromagnesite from its constituent oxides, reaction 2, 
Afl°298(2) =-120,310±120cal. Combining these values with 
the enthalpies of formation of MgO, C02 , and H2 0 tabulated 
by Robie and Waldbaum (1968), we obtain -472,576±110 cal
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and -1,557,090±250 cal for the enthalpies of formation, 
Afl°/>298 ,ofMgC0 3 '3H2 Oand5MgO'4C02 -5H2 0.

GIBBS FREE ENERGIES OF FORMATION OF 

NESQUEHONITE AND HYDROMAGNESITE

The crystal structure of nesquehonite has recently been 
determined by Stephan and MacGillavry (1972). It is ap­ 
parently an ordered normal hydrate. If we assume also that 
hydromagnesite is an ordered structure at 0 kelvin then S°Q = 
0 for these phases and the entropy changes, S° 2 9 8  S°Q, for 
nesquehonite and hydromagnesite measured by Robie and 
Hemingway (1972b), 46.76±0.14 and 120.38±0.37 cal mol"1 
KT 1 , respectively, are the correct entropies for use in thermo- 
chemical calculations. Combining these values with the en­ 
tropies of Mg, C (graphite), H2 , and 02 given by Robie and 
Waldbaum (1968), we obtain AS°298 = -203.034±0.16 cal 
mol"1 K" 1 for the reaction

Mg + C (graphite) + 302 + 3H2 = MgC0 3   3H 2 0, (11)

and AS0 29 8 = -521.161±0.40 cal mol'1 KT 1 for the reaction 

5Mg + 4C (graphite) + 902 + 5H2 = 5MgO4C02 -5H2 0. (12) 

Substituting the enthalpy and entropy data into the relation

(13)

the standard Gibbs free energies of formation for MgC0 3 
 3H2 0 and 5MgO4C02 -5H2 0 are -412,040±120 cal mol"1 
and -1,401,710±260 cal mol'1 .

Inasmuch as the crystal structure of hydromagnesite is 
unknown, there exists the possibility that it might be 
disordered at low temperatures, that is 5 o^O- ^ this were so, 
the entropy, S° 2 98 , of hydromagnesite would be greater than 
120.38 cal mol^KT 1 and &G°ff 298 f°r hydromagnesite would 
be more negative (that is, more stable) than indicated.

Our assumption that the structure of hydromagnesite is 
ordered, that is, does not retain any configurational entropy at 
0 kelvin, is in accord with the studies of Giauque and his 
collaborators (for example, Brodale and Giauque, 1958), who 
have found that only Na2 S04*10H2 0 (mirabilite), among the 
more than 10 different hydrates which they have studied at 
low temperatures, retained any residual entropy at 0 kelvin.

COMPARISON WITH AQUEOUS SOLUBILITY RESULTS

The solubility of MgC0 3 *3H2 0 has been studied by a 
number of investigators and the results summarized by 
Langmuir (1965). The several investigations are in good 
agreement and lead to a solubility of 0.213±0.001 mol of 
MgC0 3 -3H2 0/kg of H2 0 at 25°C and 1 atm C02 . The log of 
the activity product for nesquehonite (N), for the reaction

MgC0 3 -3H2 0 = Mg+ C03'2 3H2 0 (14)

calculated from the solubility data and neglecting the possi­ 

bility of complexing, is

=-5.07. (15)

Langmuir (1965) and P. B. Hosteller (oral commun., April 
15, 1970) have measured the pH of aqueous solutions in 
equilibrium with MgC03 *3H2 0 under 1 atm of C02 pressure. 
They calculated values for log KN from their pH data with the 
assumption that part of the Mg"2 was complexed by MgHC03+ 
and (or) MgC0 3 ° and obtained log K^ = -5.59±0.10 and
-5.42±0.10, respectively. The corresponding free energy 
changes are 7,626 and 7,394 cal for solution. Using our 
calorimetric value for &G°f} 298 = -412,040 cal of MgC0 3
-3H2 0 and the values adopted by Robie and Waldbaum 
(1968) for the standard free energies of formation of Mg+2 , 
C03~2 , and H2 0, we calculate AG°298 for reaction 14 equals 
6,906±250 cal, or log£N = -5.06±0.18. From the foregoing it 
is seen that the calorimetric data are in agreement with the 
solubility data only if the degree of complexing is considerably 
less than that calculated by Langmuir (1965).

Garrels, Thompson, and Siever (1960) and Langmuir (1965) 
have measured the solubility of "hydromagnesite." Garrels, 
Thompson, and Siever (1960) obtained a value for the Gibbs 
free energy of formation of hydromagnesite of- 1,108,300 cal 
mol"1 based on their solubility measurements of an impure 
sample of material from Soda Springs, Idaho. Langmuir (1965) 
calculated a AC t 2 gg for hydromagnesite. of
-1,100,100±2,000 cal mol'1 from the solubility of Baker 
Analyzed Reagent magnesium carbonate which is presumably 
finely crystalline hydromagnesite. Both of these values were 
based upon the formula 3MgC03 -Mg(OH) 2 -3H 2 0 which has 
earlier been shown to be incorrect (Robie and .Hemingway, 
1972b).

From the calorimetric data for hydromagnesite (HY), 
together with the Gibbs free energies of formation of Mg" 2 , 
C03~2 , OH", and H2 0 adopted by Robie and Waldbaum 
(1968), we calculate the logarithm of the activity product 
from the reaction

5MgO4C02 -5H2 0 = 5Mg+2 + 4C03'2 + 20IT + 4H2 0, as
(16)

< \4 O A

= -37.08±0.45. (17)
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CHEMICAL ANALYSIS OF RUTILE-A PYROCATECHOL
VIOLET SPECTROPHOTOMETRIC PROCEDURE FOR 

THE DIRECT MICRODETERMINATION OF ZIRCONIUM

By ROBERT MEYROWITZ, 1 Washington, D.C.

Abstract. The Zr0 3 content of rutile is determined spectrophoto- 
metrically by a direct pyrocatechol violet procedure. The sample is 
decomposed by potassium pyrosulfate fusion in a transparent quartz 
crucible, and a sulfuric acid solution of the melt is used for the 
determination at a pH of 5.1. Of the elements commonly present in 
rutile, only titanium and niobium occur in concentrations large enough 
to interfere. Titanium and niobium interference is overcome by adding 
the titanium and niobium contents of the sample to the standard 
zirconium solutions used for the standard zirconium curve. The 
absorbance is measured at 570 nm. Beer's law is obeyed within the 
range of 0.05 1.50 ppm Zr0 2 . In the presence of 50 ppm Ti0 2 , the 
range is 0.15 1.50 ppm Zr0 2 . The tolerances of 47 elements were 
determined. The sensitivity is 0.0058 jug Zr/cm z . The variables in the 
method were studied, and typical results are given for commercial rutile 
concentrates.

This is the second in a series of papers describing micro- 
procedures and semimicroprocedures for the complete analysis 
of small samples of rutile, brookite, and anatase. The first 
paper dealt with the spectrophotometric determination of 
titanium, total iron, niobium, phosphorus, and vanadium 
(Meyrowitz, 1972). This paper describes the use of pyro- 
cathechol violet (PCV) for the microdetermination of zir­ 
conium dioxide at concentrations of 0.1 percent or greater.

Flaschka and Farah (1956) were the first to use PCV for the 
determination of zirconium. The direct determination was 
made* in the presence of disodium (ethylenedinitrilo) tetra- 
acetate [EDTA] in acetate medium at pH 5.2. Young, French, 
and White (1958) used PCV in acetate medium at pH 5.1 in 
the presence of mercaptoacetic acid (thioglycolic acid) to 
eliminate the interference of moderate amounts of iron. 
Chernikhov, Luk'yanov, and Knyazeva (1959) used the 
method of Flaschka and Farah for the determination of 
zirconium in phosphorites. Later Chernikhov, Dobkina and 
Petrova (1960) found that for low zirconium concentrations 
the maximum absorbance was at 550 nm rather than at the 
620 650 nm observed by the previous workers for high 
concentrations of zirconium. In addition, they used PCV for 
the direct determination of zirconium in titanium and its

1 Present address: Environmental Geology Program, University of 
Southern California, Los Angeles, Calif. 90007.

alloys. Leeb and Hecht (1963) used PCV for the determination 
of zirconium in titanium-free steel. After an enrichment and 
separation of zirconium, the absorbance of the zirconium 
complex was measured in the presence of mercaptoacetic acid 
at a pH of 5.5. Vladimirova, Yagodin, and Chekmarev (1966) 
proposed that PCV be used at relatively high pH (1.5-2.0 N 
sulfuric acid). However, no application was made to the 
analysis of materials. Staats and BrUck (1967) used PCV for 
the determination of zirconium in steel after the extraction of 
most of the iron with isobutyl methyl ketone from 7 N HC1. 
Although the final determination is basically that of Flaschka 
and Farah (1956), the absorbance was measured at 570 nm 
instead of 620 nm. Luk'yanov and Knyazeva (1968) made a 
detailed study of the reaction of zirconium with PCV in the 
presence of EDTA and found that "***the colored compound 
formed is a three-component negatively charged complex with 
a Zr:EDTA:PCV ratio of 3:3:2."

In developing the method described in this paper the 
combined advantages of both EDTA and mercaptoacetic acid 
were used. The author had used mercaptoacetic acid in his 
PCV procedure for the direct determination of aluminum in 
silicate minerals (Meyrowitz, 1970).

REAGENTS AND APPARATUS

Sulfuric acid, 18 N.
Sulfuric acid, 1.2 AT.
Potassium pyrosulfate, 2-percent (w/v). Transfer 10.0 g of powdered 

K2 S2 07 to a 15-ml transparent quartz crucible, tap to settle the 
contents, and place a cover on the crucible. Heat in the electric 
furnace from room temperature to 650°C and hold at this tempera­ 
ture for 30 minutes. Remove from the furnace and cool. Place 
crucible with contents and cover in a 150-ml beaker, add sufficient 
water to cover crucible, and warm to dissolve the melt. Remove and 
rinse crucible cover and crucible. Transfer solution to a 500-ml 
volumetric flask, dilute to volume with water, and mix. Store in a 
glass bottle.

Mercaptoacetic acid, 4-percent (v/v). Prepare fresh daily.
Disodium (ethylenedinitrilo) tetraacetate, Na 2 Ci 0 H, 4 0 8 N 2 -2H 2 0, 

1.5-percent. Prepare 1 liter of solution. Filter the aqueous solution 
through a fast paper and store in a glass bottle with a plastic stopper.

Pyrocatechol violet, 0.03-percent (w/v). Prepare 500 ml, filter the 
aqueous solution through a slow paper, and store in glass. Discard
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after 5 days. The reagent available from J. T. Baker Chemical Co. is 
satisfactory for this procedure.

Sodium acetate, NaC2 H 3 02 «3H2 0, crystal, 50-percent (w/v). Prepare 1 
liter of solution. Filter through a fast paper and store in a glass bottle 
with a plastic stopper.

Sodium hydroxide, 0.5 N.
Zirconium stock solution, 100-ppm Zr0 2 , 2.4 N H2 S04 , 0.5-percent 

potassium pyrosulfate (w/v). Weigh by difference 50.00 mg of pure 
Zr02 in a 10-ml transparent quartz crucible. Add 2.5 g of K2 S2 0 7 . 
Tap to settle the contents and place a cover on the crucible. Heat 
gently with a bunsen burner to minimize spattering. When effer­ 
vescence is diminished, gradually increase the size of the flame and 
finally heat strongly until the melt is clear and the solution of the 
Zr02 is complete. Divert the burner and heat the crucible cover to 
fuse the spattered material on the underside of the crucible cover. 
Cool to room temperature and place crucible and cover in a 150-ml 
borosilicate beaker. Add 66.6 ml of 18 JV H2 S0 4 and boil gently to 
dissolve the melt, stirring frequently to aid its solution. Cool. Using 
platinum-tipped tweezers with right-angle tips, remove the crucible 
cover and crucible out of the solution, rinsing each with a fine stream 
of water. Rinse the tweezers and the beaker. Mix frequently during 
these operations to prevent precipitation of the zirconium. Con­ 
tinuing to mix frequently, transfer the solution to a 500-ml 
volumetric flask and dilute to approximately 450 ml. Cool to room 
temperature and dilute to volume. Discard after 30 days.

Zirconium solutions containing 1.00, 2.00, 5.00, 6.00, 8.00 and 10.00 
ppm Zr0 2 in 1.2 JV H2 S04 .

Titanium solution, 1,000-ppm Ti02 , 1.8 JV H2 S04 , 1.0-percent 
K2 S2 0 7 (w/v). Weigh by difference 500.0 mg of pure Ti0 2 in a 15-ml 
transparent quartz crucible. Add 5.0 g of K 2 S2 0 7 and follow the 
procedure for the preparation of the zirconium stock solution. Use 50 
ml of 18 JV H 2 S04 instead of 66.6 ml as indicated in the procedure.

Niobium stock solution, 100-ppm Nb 2 0 5 , 2.4 JV H2 S04 , 0.4-percent 
K2 S2 0 7 (w/v). Weigh by difference 50.00 mg of pure Nb2 0 s in a 
5-ml transparent quartz crucible. Add 2.0 g of K2 S 2 0 7 . Follow the 
above procedure for the preparation of the zirconium stock solution. 
Discard after 30 days.

Niobium solutions containing 1.00, 5.00, and 10.00 ppm Nb2 0 5 in 1.2 
JVH2 S04 .

Sodium hydroxide, 0.5 JV. Prepare 500 ml using plastic apparatus. Store 
in a plastic bottle.

Cruicibles and covers, quartz, transparent, 5-, 10-, and 15-ml capacity.
Tweezers, long platinum tips with ends bent at right angles.
Furnace, electric, temperature-controlled.
Quartz plate for bottom of furnace.
Spectrophotometer, Bausch and Lomb, Spectronic 100.
Cells, absorption, 1- and 5-cm light path.
pH meter.

PROCEDURE

1. Transfer duplicate 5.00-ml aliquots from the 2.4 N 
H2 S04 solution of the sample (Meyrowitz, 1972, p. 
B157-B158) to 100-ml volumetric flasks. Rinse down 
the necks of the flasks with water and mix.

2. For the range 0.0 0.3 percent Zr02 transfer 3.00- and 
5.00-ml aliquots of 1.00-ppm Zr02 solution, 5.00 ml 
of 2.00-ppm Zr02 solution, and 3.00 ml of 5.00-ppm 
Zr02 solution to 100-ml volumetric flasks. Rinse the 
necks of the flasks and mix. For the range 0.3 1.0 
percent Zr02 transfer 5.00-ml aliquots of 5.00-, 6.00-, 
8.00-, and 10.00-ppm Zr0 2 solutions to the flasks.

3. Add the amounts of titanium and niobium solutions to 
the standard zirconium solutions to match the sample 
which has been previously analyzed. Rinse the necks of 
the flasks and mix. Add sufficient 2.0-percent K2 S2 07 
solution so that the total amount of K2 S2 07 present 
will be equivalent to 5.0 ml of 2.0-percent K2 S 2 07.

4. Using a 10-ml Mohr pipet add, while swirling the flasks, 
, the required amounts of 0.5 JY NaOH to the flasks 

containing the standard zirconium solutions. Rinse 
down the necks of the flasks and mix. The number of 
milliliters of 0.5 JY NaOH to be added is twice the 

. number of milliequivalents of H2 S04 present in the 
flask less 15.6. The H2 S04 in the standard zirconium, 
titanium, and niobium solutions makes up the milli- 
equivalent of H 2 S04 present in the flask. Disregard 
the residual H2 S04 due to the fused K2 S 2 07 , as all of 
the flasks contain the same amount of fused K2 S 2 07.

5. .Add 3.0 ml of 1.2 JV H2 S04 to the flasks containing the 
sample solutions.

6. Add 5.0 ml of mercaptoacetic acid solution. Rinse down 
the necks of the flasks, mix, and let stand for 10 
minutes.

7. Add 5.0 ml of disodium-EDTA solution. Rinse the necks 
of the flasks and mix.

8. Add 10.00 ml of PCV solution with a transfer pipet. 
Rinse down the necks of the flasks and mix.

9. While swirling the flask, add slowly 20.0 ml of sodium 
acetate solution, rinse down the necks of the flasks, 
and mix.

10. Dilute to mark, mix, and let stand for 30 minutes.
11. Determine the absorbance at 570 nm, using water as the 

reference solution. Use 5-cm cells.
12. Measure the pH of all final solutions. 
13. Plot a standard curve and determine the Zr02 content of 

the unknowns.

RESULTS

Absorption spectra. Figure 1 shows the absorption spectra 
of the reagent blank with water as the reference solution and 
of the processed solutions of zirconium and titanium with the 
reagent blank as the reference solution. The absorbance peaks 
of the zirconium and titanium complexes occur at 550 nm and 
545 nm, respectively. The reagent blank absorbs strongly at 
these wavelengths.

Effect of concentration of zirconium on the absorbance of 
the zirconium complex at 570 and 620 nm. Figure 2 shows 
that for dilute zirconium solutions the absorbance at 570 nm 
is greater than at 620 nm and that the reverse is true for 
concentrated zirconium solutions.

Effect of pH. The recommended procedure was followed in 
this study except for varying the amount of dilute H 2 S04 
present and, where necessary, adding dilute NaOH. Figure 3 
shows the change in absorbance with pH for the reagent blank
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Figure 1. Absorption spectra curves. A, reagent blank (reference 
solution, water); B, 0.25 ppm Zr0 2 (reference solution, reagent 
blank); C, 50 ppm Ti03 (reference solution, reagent blank). Cell 
path, 5 cm;pH, 5.1.

with water as a reference solution and for the processed 
zirconium and titanium solutions with the reagent blank as the 
reference solution. The absorbance of the reagent blank 
increases slowly between pH 5.0 and 5.5 and rapidly above pH 
5.5. The absorbance of the processed zirconium solution 
increases slowly from pH 4.9 to a maximum at approximately 
pH 5.8 and then decreases slowly to pH 6.2. The absorbance 
of the processed titanium solution increases slowly between 
pH 4.9 and 5.2 and rapidly above pH 5.2.

Effect of development time. The absorbance of a processed 
0.25-ppm ZrOj solution was measured with distilled water as 
the reference solution. No decrease in absorbance was noted 
the first 30 minutes. Absorbance decreased 0.004 and 0.002 
units in the next two 30-minute periods, and 0.002 units in 
the following hour. For a processed solution containing 0.25 
ppm ZrOj and 50 ppm TiOj , there was no significant change 
in absorbance after 2 hours.

Effect of reagent concentration. Figure 4 shows the effect 
of the concentration of PCV at pH 5.1 on the absorbance of a 
processed 0.25-ppm solution and of a similar solution with 50 
ppm TiOi added. For pure zirconium solutions the absorbance 
remains relatively constant above 50 ppm PCV. For mixtures
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Figure 2. Calibration curves at 570 nm (A) and 
620 nm (B). Reference solution, water; cell path, 
1 cm;pH, 5.2.

of zirconium and titanium there is a gradual decrease at 45 to 
55 ppm PCV, above which the absorbance decreases rapidly.

Adherence to Beer's law and sensitivity. For pure zir­ 
conium solutions the system conforms to Beer's law over the 
range 0.05 1.50 ppm ZrO?, with a 5-cm cell path. The 
sensitivity by Sandell's definition (1959, p. 83) is 0.0058 jug 
Zr/cm2 at 570 nm. In the presence of 50 ppm TiOa, the 
system conforms to Beer's law over the range 0.15 1.50 ppm 
ZrOj and the curve is virtually parallel to that of the pure 
zirconium solutions. Figures 5 and 6 show typical calibration 
curves for Zr02 with varying amounts of Ti02 and Nb2 0s 

added.
Effect of diverse ions. Table 1 shows the maximum 

concentrations (<5.0 ppm, except as noted) of some 46 
elements, calculated as oxides, tested for effect on absorbance 
in the absence of zirconium, except as noted. The tolerance 
limit of deviation between test solution and blank was held at 
±0.003 absorbance unit.

Effect of fluoride . Table 2 shows the effect of fluoride on 
absorbance of zirconium solutions at different concentrations. 
For an aliquot of sample solution equivalent to 5.00 mg, the 
factor for converting parts per million of oxide and fluoride in 
the final solution to percentage of oxide and fluoride in the 
sample is 2.
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Figure 3. Effect of pH on absorbance. A, reagent blank (reference 
solution, water); B, 0.25 ppm ZrOa (reference solution, reagent 
blank); C, 50 ppm Ti0 2 (reference solution, reagent blank). Cell path, 
5 cm; wavelength, 570 nm. B and C are absorbance of complex less 
absorbance of reagent blank.
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Figure 4. Effect of concentration of pyrocatechol 
violet on absorbance. A, 0.25 ppm ZrOa   
absorbance of zirconium solution less absorbance 
of reagent blank; B, 0.25 ppm Zr02 and 50 ppm 
Ti02  absorbance of zirconium-titanium solution 
less absorbance of titanium solution. Reference 
solution, water; wavelength, 570 nm;cell path, 5 
cm;pH, 5.1.

DISCUSSION

Although the peak absorbance for the zirconium complex 
occurs at 550 nm, the wavelength of 570 nm was selected for 
the determination because of the lower absorbance of the 

reagent blank as shown in figure 1. The optimum range of pH 
for the final solution is 4.9 5.1, where the effect of small 
changes in concentration of reagent or TiOj is at a minimum 
and absorbance of ZrO^ is near its maximum value (fig. 3). A 
pH of 5.1 was selected for the standard procedure. Samples 
and standards within a set should not differ by more than 0.1 
pH unit. This will be obtained if the amount of acid present in 
the solution contains the equivalent of 15.6 me of H2 S04 
before the mercaptoacetic reagent is added. Because the 
absorbancies of the final solutions change slightly with time, 
the solutions are read in the same order in which they are 
prepared.

Figure 2 is further proof of Chernikhov, Dobkina, and 
Petrova's (1960) assertion that for low concentrations of

zirconium, the maximum absorbance of the Zr-PCV complex 
is not at 620 nm.

Titanium and niobium are normally the only interfering 
elements present in the common rutile minerals. To overcome 
the interference of these elements, the amounts of titanium 
and niobium present in the 5-ml aliquot of the sample solution 
are added to the standard zirconium solutions used to prepare 
the standard zirconium curve. The amounts of zirconium 
taken for the standards should bracket or be close to the 
unknowns. The percentage of titanium and niobium can be 
determined by the methods previously described (Meyrowitz, 
1972, p. B158, p. B160-B162).

If the sample contains more than 1.0 percent ZrOj , the size 
of the aliquot of the sample solution should be reduced so that 
the maximum amount of ZrOa is approximately 50 jug (curve 
B, fig. 5). Aliquots of the sample solution larger than 5.00 ml 
should generally not be taken. Increasing the concentration of 
TiOa above 0.5 ppm TiOj results in solutions of very high 
absorbance. At 100 ppm Ti02 the solution becomes cloudy.
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ANALYSIS OF COMMERCIAL RUTILE CONCENTRATES

Table 3 gives the results obtained by use of the recom­ 
mended procedure for the analysis of a commercial rutile and 
a rutile substitute previously analyzed for Ti02 , total iron, 
Nb2 05 , P2 05 , and V2 05 (Meyrowitz, 1972, p. B164, table 
2). Good agreement was found between the reported values 
for Zr02 and those values determined by quantitative spectre- 
graphic analysis.
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Figure 5. Typical calibration curves. A, Zr0 2 only;B, Zr03 and 50 
ppm Ti0 2 ; C, ZrO, and 39 ppm Ti03 and 0.14 ppm Nb2 0 $ ; D, 
Zr03 and 51 ppm Ti0 3 and 0.19 ppm Nba O s . Reference 
solution, water; cell path, 5 cm; wavelength, 570 nm; pH, 5.1.

If the sample contains more than 4.0 percent Nb2 05 , use a 
5.00-ml aliquot of the diluted sample solution which was 
prepared for the determination of Ti02 as previously de­ 
scribed (Meyrowitz, 1972, p. B158). In step 5 of the 
procedure outlined in the present paper it is necessary to add a 
total of 11.0 ml of 1.2 JV H 2 S04 instead of 3.0 ml as indicated 
in the instructions.

The concentrations of Si, Fe, Al, V, Cr, Ta, Sn, P, Mo, W, 
Pb, and F in most common rutiles are not sufficient to 
interfere with the determination of zirconium. In samples 
where the tolerance level is exceeded, the determination can 
be made by taking a smaller portion of the sample, provided 
that the concentration of zirconium in the final solution is not 
less than 0.05 ppm Zr02 . Where it is not feasible to use a 
smaller portion of the sample solution, interferences can be 
overcome by adding the same amount of interfering element 
present in the analyzed solution to the standard zirconium 
solutions.

0.2

25 50

ZrO 2 , IN MICROGRAMS

Figure 6. Typical calibration curves. A and B are 
expanded lower portions of curves A and B of 
figure 5. C, Zr02 and 38 ppm TiO, and 0.87 
ppm NbjO,; D, Zr0 3 and 37 ppm Ti0 3 and 
0.85 ppm Nb3 0 s ; E, Zr03 and 48 ppm Ti0 3 and 
1.10 ppm Nb3 03 .
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Table 1. Effect of diverse elements on absorbance

[Maximum concentration of elements tested calculated as 
oxides, <5.0, except as noted. Limiting tolerance of meas­ 
ured absorbance of test solution versus blank, ±0.003 
absorbance unit (equivalent to 0.005 ppm Zr0 2 )]

Table 3. Zr0 2 content of a rutile substitute and a rutile concentrate

Oxide

BeO . . .
MgO. ..
CaO...
SrO . . .
Sc2 0 3 .
Y 0
La2 0 3 .
Ce O
Pr,0 3 .
Nd2 0 3 . 
Sm2 0 3 . 
Eu2 0 3 .
Gd 2 0 3 .
Tb,0 3 .
Dy 2 0 3 .
Ho2 0 3 .

Maxi­ 
mum 

concen­ 
tration 
(ppm)

. . 5.0
. 5.0
. 5.0

. . 5.0

. . 5.0
. 5.0
. 5.0

. . 5.0

. . 5.0
. 5.0 
. 5.0 
. 5.0
. 5.0
. 5.0
. 5.0
. 5.0

Oxide

Er2 0 3 ........
Tm2 0 3 .......
VU f\Yb2 O 3 ... .....
Lu2 0 3 .. ......
TiO
V 0
V 0
Nb2 0 s ........
Ta A

Cr2 0 3 (asCr 3+) . 
Cr2 0 3 (asCr6+) . 
Mo0 3 ........
W0 3 .........
MnO .........
FP O
CoO....... ...

Maxi­ 
mum 

concen­ 
tration 
(ppm)

.. 5.0

. 5.0

. 5.0

. 5.0
. .50
. 3.0
. 12.
. .03
. .03
. .10 
. .10 
. .50
. .20
. 5.0
. 13.
. 5.0

Oxide

NiO . . .
CuO. . .
ZnO...
CdO...
B r\ 2 O 3 . .
Al O

Ga2 0 3 .
In2 0 3 .

1 O

T12 0 . .
Si0 2 . . . 
Sn0 2 . . 
PbO . . .
P 0
A« O
Th02 . .
U0 3 ...

Maxi­ 
mum 

concen­ 
tration 
(ppm)

. 5.0

. 3.0

. 5.0

. 5.0

. '5.0

. 20.

. 5.0

. 5.0

. 5.0

. '5.0 

. 3.0 

. 1.0

. 2 .50

. 5.0

. 5.0

. 5.0

1 No interference in the presence or absence of 0.25 ppm ZrO,
2 No interference in the presence or absence of 1.0 ppm Zr0 2 .

Table 2. Effect of fluoride on absorbance values of zirconium
solutions

[Results obtained by subtracting absorbance values of fluoride- 
containing zirconium solutions from absorbance values of pure 
zirconium solutions]

Zirconium 
concentration 1 

(ppm)

0.05..........
.25.. ........

1.00. .........

Fluoride concentration 
(ppm)

0.10

. ... 0.000

. ... -.001

. . . . .000

0.20

0.000 
-.001 
-.004

0.30

-0.001 
-.002 
-.005

0.40

-0.001 
-.002 
-.008

0.50

-0.001 
-.004 
-.012

Weight of sample 
(milligrams) Zr02 content (weight percent)

Fused Used Procedure of 
this report

Quantitative spectro- 
graphic analysis 1

U.S. Bureau of Mines rutile substitute, No. 1-250-F
82.70 ...... 4.14
80.31 ...... 4.02

103.96 ...... 5.20

0.03

N.S.W. Rutile Mining Co., PTY, Ltd., rutile concentrate Rm-84
81.29 ...... 4.06 0.47 0.50

107.22 ...... 5.36 .46 ....

1 Analyzed by Janet D. Fletcher, U.S. Geological Survey.

1 Calculated as ZrO,
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Abstract. Samples are decomposed with hydrofluoric acid and 
perchloric acid in the presence of W 18 * tracer. Molybdenum is 
extracted from a hydrochloric acid solution. with tributyl phosphate. 
Tungsten is separated from most other elements by extraction of the 
a-benzoinoximate into chloroform. Stannous chloride in concentrated 
hydrochloric acid is used to strip tungsten and reduce it to W*5 . The 
amount of tungsten is determined spectrophotometrically after extrac­ 
tion as the thiocyanate complex into amyl alcohol. The correction for 
chemical losses is determined by counting W 18 '.

Many procedures for the spectrophotometric determination 
of tungsten with thiocyanate have been published (Affsprung 
and Murphy, 1964; Peng and Sandell, 1963; Fogg and others, 
1970a, b, 1971). Fogg, Marriott, and Burns (1970a) have made 
an extensive study of these procedures. In rock analyses, 
where concentrations of tungsten are generally low, interfer­ 
ences and lack of sensitivity have presented difficulties. The 
numerous problems associated with thiocyanate methods 
(Hobart and Hurley, 1962) have led to procedures using the 
color formed with dithiol for the determination of tungsten in 
rocks (Quin and Brooks, 1972; Chan and Riley, 1967). 
Although sensitivity is often increased in these methods, 
interferences, especially from molybdenum, have been noted.

The method described in this paper gives a reliable tungsten 
thiocyanate color owing to the prior separation of tungsten 
from most other sample constituents. After removal of 
molybdenum, iron, and some other elements by extraction 
with tributyl phosphate from hydrochloric acid solution, 
tungsten is extracted with a-benzoinoxime into chloroform 
and then stripped and reduced to W* 5 with stannous chloride 
in concentrated hydrochloric acid. Tungsten in this virtually 
pure solution is reacted with thiocyanate and extracted into a 
small volume of amyl alcohol for the spectrophotometric 
determination. The selectivity of the separations of tungsten 
from other elements can be enhanced by accepting losses of 
tungsten at each separation stage; the fraction of tungsten 
finally recovered is determined by counting W 1 8 1 .

Acknowledgments. We are greatly indebted to E. Y. Camp­ 
bell for assistance with the analyses. We are grateful to B. L. 
Ingram and D. R. Norton for very helpful reviews of an earlier 
version of the manuscript.

REAGENTS AND APPARATUS

Aluminum chloride solution: Dissolve 20 g of A1C1 3 '6H2 0 crystals in
300 ml of concentrated hydrochloric acid. Dilute to 1 liter with
water. 

Tributyl phosphate (TBP) solution: Mix 200 ml of tributyl phosphate
with 200 ml of chloroform. 

a-Benzoinoxime solution: Dissolve 4.0 g of a-benzoinoxime in 200 ml
of ethanol. Prepare fresh daily. 

Stannous chloride solution, concentrated: Dissolve 9.0 g of
SnClj-2H 2 0 in 200 ml of concentrated hydrochloric acid. Prepare
fresh daily. 

Stannous chloride solution, dilute: Dilute 50 ml of concentrated
stannous chloride solution to 200 ml with water. Prepare fresh daily. 

Potassium thiocyanate solution: Dissolve 39 g of potassium thiocyanate
in 100 ml of water. Prepare fresh weekly. 

Hydrochloric acid, 6 M: Dilute 258 ml of concentrated hydrochloric
acid to 500 ml with water. 

Ethanol solution: Mix 50 ml of ethanol with 50 ml of 6 M hydrochloric
acid. 

Standard tungsten solution, 100 Mg W per ml: Dissolve 0.0897 g of
analytical reagent grade Na 2 W0 4 '2HjO and 0.30 g of sodium
hydroxide in 500 ml of water. 

Tracer solution: Commercially available W 8 ' was diluted with 2
percent NaOH to obtain about 10,000 counts per minute from a
0.01-ml aliquot. The specific activity was such that <0.1 jug W was
added in the 0.01-ml aliquot. 

Counting apparatus: A 3- by 3-in. Nal (Tl) detector coupled to a
single-channel analyzer gated to pass the 59-keV tungsten X-ray was
used to count W 8 '. 

Extraction apparatus: Eighteen separatory funnels were placed in a rack
under a fume hood. An air stream was passed through a 1-mm ID glass
capillary tube inserted through the top of each funnel into the lower
phase. The tubes were connected to a compressed-air source by
plastic tubing. After mixing, the tubes were removed from the liquid
and the layers allowed to separate. This apparatus is faster, less
tedious, and just as efficient as manual or machine shaking and
enables 18 samples to be analyzed per day.

ANALYTICAL METHOD 

Chemical procedure

Transfer 0.5 g of sample (2 20 ppm W) into a Teflon 
beaker. Add 0.01 ml of the tracer solution. Prepare a counting 
standard for the samples at the same time by diluting 0.01 ml 
of tracer to 10 ml with water in a glass counting vial. To

555
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silicate samples, add 15 ml of concentrated hydrofluoric acid 
and 1 ml of concentrated perchloric acid and evaporate 
overnight on a hotplate at a surface temperature of about 
120 C. To sulfide samples, add 5 ml of fuming nitric acid and 
evaporate to dryness on a hotplate before the addition of 
hydrofluoric and perchloric acids. Chemical losses from this 
point on may be ignored because of the final correction by 
counting W 1 81 .

Add 15 ml of aluminum chloride solution to dissolve the 
salts and heat gently if necessary. Do not overheat as the acid 
concentration at this point is important. Transfer the solution 
to a 60-ml separately funnel. Extract twice with 10 ml of TBP 
solution, discard the organic phases, and wash with 10 ml of 
chloroform.

Pipet aliquots of standard tungsten solution to cover the 
range of 1 10 /ig into 50-ml glass beakers. Add 0.01 ml of 
tracer solution and 15 ml of aluminum chloride solution. Mix 
and transfer to 60-ml separatory funnels. Prepare a counting 
standard for the standard solutions at the same time by 
diluting 0.01 ml of tracer to 10 ml with water in a glass 
counting vial.

Add 5 ml of a-benzoinoxime solution to both sample and 
standard solutions in the separatory funnels and mix well. 
Extract for 2 minutes with 7 ml of chloroform. Collect the 
organic phase in a 20-ml glass beaker and save. Add another 5 
ml of a-benzoinoxime solution to the funnels and mix. Extract 
for 2 minutes with another 7 ml of chloroform and add the 
organic phase to that from the previous extraction. Discard the 
aqueous phase and transfer the collected organic phases to the 
separatory funnel. Wash with 10 ml of dilute stannous chloride 
solution. Collect the organic phase in the 20-ml beaker, discard 
the aqueous phase, and return the organic phase to the 
separatory funnel. Strip with 5 ml of concentrated stannous 
chloride solution and discard the organic phase. Wash twice 
with 5 ml of chloroform.

Transfer the aqueous phase to a 15-ml glass beaker and heat 
for 10 minutes on a hotplate at a surface temperature of about 
100°C. Cool in an ice bath and transfer to the separatory 
funnel. Add 0.25 ml of potassium thiocyanate solution and 
extract with 3.0 ml of amyl alcohol. Discard the aqueous 
phase. Add 1.0 ml of ethanol solution to the funnel and mix. 

Drain the solution into a 5-cra cell and measure the absorbance 
in a spectrophotometer at 405 nm against amyl alcohol.

Transfer the solution from the cell into a glass counting vial. 
Rinse_ the cell with a small quantity of ethanol and add the 
rinsings to the vial. Dilute the solution in the vial to 10 ml 
with ethanol.

Count the sample solutions, standard tungsten solutions, and 
the counting standards. Correct the observed counting rates 
for the background counting rate.

Calculations

The number of micrograms of tungsten in each standard 
tungsten solution extract, X, is calculated from the equation

R l

where mj is the number of micrograms of tungsten initially 
added and RI and R^ are the counting rates of the standard 
tungsten solution and the counting standard for the standard 
tungsten solution, respectively.

A calibration curve is prepared by plotting values of X 
against the absorbance of the standard tungsten solutions. The 
number of micrograms of tungsten in the final sample solution 
extract, m 2 , is determined by reference to the calibration 
curve.

The number of micrograms of tungsten present in the 
original sample, Y, is calculated from the equation

#4
Y - mo   ,

#3
where R$ and ^4 are the counting rates of the final sample 
solution and of the counting standard for the sample solution, 
respectively.

RESULTS AND DISCUSSION

The proposed procedure relies on two separations to isolate 
tungsten from most other elements. The a-benzoinoxime 
extraction has been used previously to separate tungsten and 
molybdenum from most other elements (Peng and Sandell, 
1963; Fogg and others, 1971). A method was sought that 
would eliminate molybdenum interference.

The extraction of many chloride complexes, including Mo+6 , 
by oxygenated solvents has been employed widely. Mo9 
tracer was used to study the extraction of molybdenum from 
hydrochloric acid solutions with tributyl phosphate into 
xylene. Molybdenum was extracted to an extent greater than 
95 percent from hydrochloric acid solutions in the range of 
2.5 to 6.0 M into xylene solutions ranging from 20 to 50 
volume percent in tributyl phosphate. Chloroform eventually 
was selected as a diluent for the tributyl phosphate for reasons 
of convenience; substitution of chloroform for xylene had no 
effect on the extraction of molybdenum.

The extraction of most elements with tributyl phosphate 
increases with hydrochloric acid concentration. It was found 
that if the hydrochloric acid concentration was adjusted to 3.6 
M, .molybdenum could be removed with little loss of tungsten 
from the samples. As for pure standard solutions, as much as 
28 percent of the tungsten present can be lost with each TBP 
extraction. For this reason, the TBP extractions are omitted 
for the standard solutions. With this separation, as much as 0.5 
mg of molybdenum can be present with no apparent effect on 
the final color. When larger amounts are present, additional 
TBP extractions can be made. In addition to the removal of 
molybdenum, the TBP extraction removes most of the iron.

Large amounts of copper (>1.0 mg) or titanium (>1.5 mg) 
are partially extracted into chloroform with a-benzoinoxime. 
A blue-green color indicates the presence of copper. Copper
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interferes with the final color determination by precipitating 
as cuprous thiocyanate. Washing with dilute stannous chloride 
solution usually removes all the copper present. If the 
blue-green color persists, additional washings are done until 
the organic phase is colorless. With three washings with dilute 
stannous chloride solution, as much as 25 mg of copper will 
not interfere. The procedure accommodates as much as 1.5 mg 
of titanium without interference. Larger amounts interfere in 
the final color determination, each additional milligram of 
titanium being equivalent to approximately 0.5 jug of tungsten. 
Table 1 lists the tolerance levels of nine elements that are 
known to interfere with the tungsten thiocyanate color.

Table 1. Tolerance levels of interfering elements

Interfering
element

Fe . . . .
Ti ....
Mo. ...
Nb....
Cu . . . .

Maximum amount
tested with no
interference

(mg)

. . . . . >50.0

..... '1.5
2.5
.25

.... 3 1.0

Interfering
element

v
Cr . . . .
Ni . . . .
Mn. . . .

Maximum amount
tested with no
interference

(mg)

..... 0.05

..... .375

..... .02

..... 3.5

1 For amounts greater than 1.5 mg Ti, each milligram is equivalent to 
about 0.5 /ug W.

2 Larger amounts of Mo can be tolerated by using additional TBP 
extractions.

3 After three washings with dilute stannous chloride solution, as much 
as 25 mg Cu showed no interference.

In many methods utilizing a-benzoinoxime for the extrac­ 
tion of tungsten, the organic phase is collected and destroyed 
before the final color development. In an extensive study of 
the chloroform extraction of tungsten a-benzoinoximate, Peng 
and Sandell (1963) noted that tungsten a-benzoinoximate is 
unstable in strongly acidic solutions. In this method, tungsten 
was stripped from the chloroform solution with the same 
concentrated stannous chloride solution used to reduce tung­ 
sten with average tungsten losses of less than 10 percent.

The reduction of tungsten by stannous chloride has been 
discussed at great length in the literature (see review by Fogg 
and others, 1970a). In the method described in this paper, a 
decrease in sensitivity was noted if the concentrated stannous 
chloride solution of tungsten was diluted to 6 M hydrochloric 
acid before the addition of potassium thiocyanate. Dilution 
apparently increases the rate of oxidation of W1" 5 to Wf 6 . If the 
stannous chloride solution is allowed to stand for an hour or 
more before the addition of the potassium thiocyanate, the 
sensitivity is also decreased, again probably owing to oxidation 
of W1" 5 . The complex formed by immediate extraction with 
amyl alcohol was sufficiently stable for practical application, 
its absorbancy decreasing negligibly during a 20-minute period.

Reproducibility of the tungsten thiocyanate color is some­ 
what improved if the concentrated stannous chloride solution 
of tungsten is allowed to stand for 90 minutes before addition

of the thiocyanate. Absorbances for 5 jug of tungsten, repeated 
over 7 days, had standard deviations of 1.7 and 5.4 percent, 
depending on whether samples had stood for 90 minutes 
before extraction or had not, respectively; corresponding 
molar absorptivities were 11,300 and 13,400, respectively. In 
either procedure, Beer's law was obeyed for the range of 1 10 
jug. Apparently the W* 5 /W6 ratio decreases with time, 
becoming virtually stable within 90 minutes. More than 50 
silicate and six sulfide samples were analyzed by two analysts; 
one analyst extracted immediately after reduction and the 
other waited 90 minutes before extraction. The values for 
tungsten determined by the two analysts differed by less than 
10 percent for most of the samples.

The amount of tungsten lost in each separation step was 
found to vary from sample to sample. Table 2 shoAvs the

Table 2. Average percentage loss of tungsten in the chemical separations

Procedural step

First TBP extraction .........
Second TBP extraction .......

Dilute stannous chloride wash . .

Amyl alcohol extraction ......
Total loss ................

Sample 
solutions

5.0
4.8

.4
21.0

.8
7.5

.3

.4
12.7
^2 Q

Standard tungsten 
solution

6.3
.7 

17.6
.4
.4

12.2
37.6

average amount lost through the individual steps of the 
procedure as found by counting W 1 8 * in a number of samples 
at various separation stages. The majority of the tungsten lost 
in pure standard tungsten solutions occurs during the oximate 
stripping step. The total losses for 56 pure standard tungsten 
solutions ranged from 26 to 54 percent, with an average loss of 
38 percent. In most of the samples, the greatest tungsten loss 
occurred in the oxime extraction. Total losses in 109 
determinations of 38 silicate samples ranged from 32 to 64 
percent, with an average loss of 49 percent. Total losses in 15 
analyses of five sulfide samples ranged from 30 to 72 percent, 
with an average loss of 42 percent. Of 24 analyses of six other 
silicate samples, losses ranged from 72 to 92 percent, with an 
average loss of 83 percent. The reason for the large losses in 
the latter six samples is unknown, the only observable 
difference being a very low magnesium content in these 
samples.

Analytical precision was estimated from replicate analyses of 
12 silicate and two sulfide samples containing tungsten in the 
2 42 ppm range. These data (table 3) indicate a coefficient of 
variation of 12 percent or less for most samples. The accuracy 
of the method is more difficult to evaluate, but tungsten has 
been determined in two of the rocks studied here by a neutron
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activation technique. F. 0. Simon (oral commun. 1972) found 
1.4 and 3.8 ppm W in RGM-1 and STM-1, respectively, in good 
agreement with our values (table 3) of 1.8 and 4.1 ppm W, 
suggesting that the analytical accuracy is at least adequate.

Table 3. Determination of tungsten in rocks

Sample

RGM-1

432 
824 
822 
STM-1

818 
819 
823 
811 
810 
199 
210 
208 
430

Number of 
Description determi­ 

nations

Rhyolite, USGS 
standard rock.

Silicate ..........
..... do. .......
Nepheline syenite, 

USGS standard 
rock.

..... do. .......

..... do. .......

..... do. .......

..... do. .......

..... do. .......

..... do. .......

..... do. .......
Sulfide ..........

9 

. 3

. 4
4

14

. 6

. 4

. 3
4 
4 
4
4 

. 4

. 4

Mean quantity 
of tungsten 

(ppm)

1.8

2.6 
2.9 
3.4 
4.1

4.5 
4.9 
5.5 
6.2 
9.0 

11.0 
15.3 
28.9 
41.7

Coefficient 
of variation 
(percent)

30

2.3 
7.5 
9.8 

11

18 
11 

5.4 
9.2 

12 
8.3 
4.4 

14 
4.0
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SPECTROCHEMICAL COMPUTER ANALYSIS- 
ARGON-OXYGEN D-C ARC METHOD FOR SILICATE ROCKS

By A. F. DORRZAPF, JR., Washington, D.C.

Abstract. Use of an argon-oxygen atmosphere eliminates the inter­ 
ference of cyanogen bands with many sensitive analytical lines. The 
jet-controlled atmosphere also improves the stability of the arc. These 
procedural changes, coupled with computerized analysis of the spectra, 
result in increased detectability, precision, and speed as compared to 
the former visual semiquantitative technique.

Complete spectrochemical analysis of geologic materials by a 
recording system and computer was developed by Helz, 
Walthall, and Herman (1969). There has been a concerted 
effort in the U.S. Geological Survey laboratories since then to 
improve and extend the capability of this method. The 
improved system, the procedural part of which is described in 
this paper, is now in routine service.

Basic changes in the recording system have been described 
by Helz (1973). The previous system used two 102- by 
254-mm (4- by 10-inch) plates to cover the entire wavelength 
range. Two recordings were, therefore, required for each 
sample spectrum. This procedure, moreover, necessitated 
fiducial lines for each plate as well as massive computer storage 
for a complete analysis. The conversion to 102- by 508-mm (4- 
by 20-inch) plates allows continuous recording of a spectrum 
from 2300 to 4700 A, uses only two fiducial lines, simplifies 
computer processing, and reduces storage requirements.

Although the conversion to 508-mm plates provided contin­ 
uity of recording, the cyanogen band region (3500 4216 A) 
was still of limited use for analyses. The intensity of these 
bands was reduced considerably by use of an argon-oxygen 
atmosphere during excitation. An additional advantage of this 
atmosphere is better arc control.

Acknowledgments.  The author gratefully acknowledges the 
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and Frank G. Walthall.

EXPERIMENTAL METHOD

The basic guideline for this work was to keep the method 
simple, rapid, and as sensitive for trace and minor elements as 
the semiquantitative method of Myers, Havens, and Dunton

(1961). To eliminate cyanogen bands, an atmosphere can be 
introduced around the electrodes by using some type of jet. 
The jet designed by Helz (1964) was preferred over the 
Stallwood model (Stallwood, 1954) because no glass dome is 
required on the Helz jet, thus eliminating cleaning of the dome 
between exposures. Various atmospheres have been used to 
eliminate cyanogen bands (Thiers, 1953; Thiers and Vallee, 
1957; Shaw and others, 1958). After investigating many of 
these gases and combinations of argon and oxygen, we chose a 
mixture of 70 percent argon and 30 percent oxygen at a flow 
rate .of 6.6 1/min.

It was necessary to increase the size of the sample used in 
the semiquantitative procedure from 10 mg of sample and 20 
mg of graphite to 15 mg of sample and 30 mg of graphite to 
maintain the desired sensitivity for all elements. In addition, 
an increase of the initial burning time, at 5 amp, from 10 to 20 
sec maintains the sensitivity for volatile elements. The details 
of excitation and other spectrographic conditions follow:

Electrodes: Cathode, ASTM type C-6, 2 in. long; anode, 54-in. diam
thin-walled graphite (Ultra No. 3170). 

Electrode charge: 15 mg sample + 30 mg graphite (type UCP-2/200
mesh).

Spectrograph: 3.4 m Ebert design (Mark III). 
Power source: 325 v open circuit d-c arc, resistance controlled. 
Excitation: 15 amp d-c arc set with empty graphite electrodes. 
Arc gap: 4 mm, maintained throughout burn. 
Exposure: 20 sec at 5 amp followed by 130 sec at 15 amp, continuous

burn. 
Atmosphere: 70 percent argon + 30 percent oxygen; 6.6 1/min flow rate

with top of Helz jet nozzle 2 mm below top of electrode. 
Wavelength range: 2300-4700 A; first order. 
Grating: 600 groove/mm; 5 A/mm reciprocal linear dispersion. 
Slit: 25 MT» wide and 2 mm high. 
Filter: 47-percent transmission neutral-density filter. 
Illumination: Arc image focused on collimator by 450-mm focal-length

lens at slit.
Mask at collimator: 1.8 cm. 
Emulsion: Kodak HI-0 (102- by 508-mm plates). 
Processing: Kodak D-19 developer, 3/4 min at 20°C; Kodak indicator

stop bath, 30 sec; Kodak fixer, 8 min; wash, 20 30 min at 20 C; and
dry with warm air for 20 min.

Six-step standards are prepared as described by Myers, 
Havens, and Dunton (1961). All standards and samples are 
weighed, mixed with graphite, and loaded into the electrode in

559
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Table 1.  Spectral lines used in spectrochemical computer analysis, listed in order of sensitivity

Ele- Wavelength 
ment (angstroms)

Ag .

Al .

As .

Au .

B ..
Ba .

Be .

Bi .

Ca .

Cd .

Ce .

Co .

Cr .

Cs .

Cu .

Dy .

Er .

Eu .

Fe .

Ga . 

Gd .

Ge .

Hf .

Hg .

Ho .

. 3280.683
3382.891

. 2660.393
2378.408
2669.166

. 2860.452
2349.84
2370.77
2369.67

. 2675.95
2427.95
3122.781

. 2496.778

. 4554.042
4130.664
3071.591

. 2348.610
3321.343
3321.086

. 3067.716
2897.975
3024.635

. 2997.314
2721.645
3274.661

. 3261.057
3466.201

. 4165.606
3201.714

. 3453.505
3449.170
3412.633

. 3593.488
4254.346
3024.350
2843.252
2731.908

. 4555.355
4593.177

. 3247.540
3273.962
2824.369

. 3407.80
4211.719
3319.887

. 3230.585
3220.730

. 4129.737
4205.046
2906.676
2813.95
2727.780

. 3175.447 
2391.474 
2385.007 

. 2943.637 
2944.175 

. 3549.365 
3331.388

. 2651.178
2651.575
3269.494 

. 2916.481
3109.117
2866.373

. 2536.519
3131.833

. 3456.00
3398.98

Concentration 
limits 

(percent)

0.000010- 0.000681
.000010- .00100

0.0316 - 0.464
.215 - 2.15

2.15 -31.6
0.0100 - 1.00
.316 - 1.00
.215 -10.0
.215 -10.0

0.000681- 0.0147
.00100 - .0681
.00215 - .100

0.00100 - 0.0215
0.000100- 0.00147
.00147 - .0464
.0100 - .215

0.000100- 0.00464
.000100- .0100
.000215- .0147

0.000100- 0.0100
.00215 - .100
.0100 - .215

0.0681 - 3.16
.464 -31.6

1.00 -31.6
0.00147 - 0.0464
.00464 - .0681

0.00200 - 0.136
.00431 - .431

0.000100- 0.00464
.000100- .0215
.000464- .0215

0.000100- 0.00100
.000100- .00215
.000464- .0681
.000464- .100
.0100 - .681

0.316 - 1.47
1.00 - 4.64
0.000100- 0.000681
.000215- .00100
.00464 - .100
0.000316- 0.0316
.000316- .0147
.00100 - .100

0.000215- 0.0316
.000681- .100

0.000100- 0.00316
.000100- .00316
.000681- .100
.00100 - .100
.00316 - .100

0.0506 - 5.06 
.506 -23.5 

1 09  23.5 
0.000215- 0.00316 
.00147 - .100 

0.000316- 0.0215 
.00215 - .100

0.000100- 0.0215
.00464 - .0681
.00464 - .0681 

0.00100 - 0.464
.00464 - .681
.00681 - .681

0.0147 - 2.15
.464 - 4.64

0.000100- 0.00681
.000316- .0147

Ele­ 
ment

In .

Ir ..

K ..

La .
Li .

Lu .
Mg .

Mn .

Mo .

Na .

Nb .

Nd .
Ni .

Os .

P ..
Pb .

Pd . 

Pr .

Pt .

Rb .

Re .

Rh .

Wavelength 
(angstroms)

. 4511.323
3039.356

. 3220.780
2849.725

. 4044.140
4047.201
3446.372

. 3245.120

. 3232.61
4273.28
3985.79

. 2911.39

. 2779.834
2776.690
2782.974
2781.417
3336.680
2798.06
3329.930
2936.537
2938.538
4571.15

. 2798.271
2801.064
2949.205
4502.220
3070.266
3629.741
2914.603
2626.640
2713.331
2387.02

. 3864.110
3170.347
3193.973
2816.154

. 3302.323
3302.988
2853.031
2852.828

. 3163.402
3194.977

. 4303.573

. 3492.956
3101.879
2943.914

. 3301.559
2909.061

. 2554.93

. 2833.069
2663.166
2873.316
2393.794 

. 3404.580 
3242.703 
3516.943 

. 3908.431 
4222.98 
3121.571

. 2997.967
2659.454
2830.295 

. 3591.59
3348.72

. 3460.47
3464.722

. 3434.893
3692.357
3396.85

Concentration 
limits 

(percent)

0.000464- 0.00681
.000464- .0147

0.000681- 0.100
.00464 - .215

0.0681 - 0.681
.147 - 1.00

1.00 -10.0
0.00147 - 0.147
0.00316 - 0.215
.316 - 1.47
.464 - 4.64

0.000316- 0.0464
0.00215 - 0.0681
.00215 - .215
.00215 - .316
.00464 - .316
.00464 - .316
.00681 - .681
.0100 - 2.15
.0316 - 2.15
.100 - 6.81

1.47 -30.0
0.000100- 0.0100
.000100- .0147
.000316- .0316
.00681 - .681
.00681 - 1.00
.0147 - 1.00
.0147 - 1.47
.215 - 4.64
.681 -10.0

4.64 -46.4
0.000100- 0.00215
.000147- .0147
.000215- .0147
.00215 - .100

0.00464 - 0.147
.00681 - .316
.0681 - 4.64
.215 - 6.81
0.000215- 0.0681
.000464- .100

0.00147 - 0.0464
0.000100- 0.00215
.000464- .0316
.00147 - .100

0.000100- 0.100
.00215 - .147

0.0464 - 4.64
0.000100- 0.0681
.00681 - .100
.0147 - .100
.0681 - 4.64 

0.000022- 0.00147 
.000068- .00464 
.000215- .00681 

0.000215- 0.00681 
.00147 - .0316 
.0316 - .100

0.000681- 0.0464
.000681- .0681
.00215 - .100 

1.47 -10.0
3.16 -10.0
0.00100 - 0.0464
.00215 - .0681

0.000010- 0.00147
.000100- .00147
.000147- .00464

Ele­ 
ment

Ru .

Sb .

Sc .

Si .

Sm .

Sn .

Sr .

Ta .

Tb .

Te .
Th .

Ti .

Tl .

Tm.

U .. 

V ..

W .

Y ..

Yb .

Zn .

Zr .

Wavelength 
(angstroms)

3502.524
3462.040

. 3498.942
3436.737
2988.948

. 2598.062
2877.915
3267.502
2670.643
2445.515
2383.63

. 3911.810
4246.829
3353.734

. 2519.207
2987.648
2452.136
2577.13

. 4296.750
3408.668

. 3175.019
3034.121
2839.989
2863.327

. 4077.714
4607.331
3464.457
4161.796
2931.830
2569.469
2428.095

. 3311.162
2714.674

. 3293.07
4278.51

. 2385.76

. 4116.718
4069.210
2837.299
2870.413

. 3199.915
3186.454
2641.099
2644.264
2679.926

. 3775.72
3519.24
2767.87
3529.43
3229.75
QAfio on

. «J*i!vJfc*.fcivF

40Q4, 1ftTP\/;7T?« JL\J

. 4244.372 
3270.124 
2865.679 

. 3102.299 
3183.406 
3134.931

. 4008.753
2896.446
2946.981 

. 3327.875
3195.615

. 3987.994
3464.370

. 3345.020
3345.572

. 3279.265

Concentration 
limits 

(percent)

0.000215- 0.00681
.000681- .0147

0.000046- 0.00464
.000100- .0100
.00147 - .147

0.00681 - 0.100
.00681 - .147
.0100 - .316
.100 - 2.15
.215 - 6.81

1.00 - 6.81
0.000100- 0.00215
.000100- .00316
.000100- .00681

0.00316 - 0.100
.0147 - .681
.100 -14.7

2.15 -34.3
0.000464- 0.00464
.00316 - .100

0.000316- 0.0147
.000316- .0215
.00100 - .0215
.00681 - .0316

0.000046- 0.000215
.000100- .00215
.00147 - .0464
.00464 - .147
.0681 - 6.81

1.00 -46.4
2.15 -46.4
0.0147 - 1.00
.0316 - 1.00

0.00147 - 0.100
.00464 - .100

0.0316 - 1.00
0.00215 - 0.215
.0100 - .316
.0100 - .464
.0147 - .681

0.000464- 0.0464
.000464- .100
.0100 - .316
.0681 - .681
.100 - 6.81
0.000316- 0.00681
.00147 - .0147
.00147 - .100
.00681 - .100
.100 - .681

0.000316- 0.0100
.000464- .0147
0.0215 - 0.464 
.0316 - 1.00 
.0681 - 1.00 

0.000147- 0.0100 
.000147- .0215 
.00147 - .100

0.00100 - 0.0681
.00215 - .464
.00464 - .464 

0.000316- 0.0215
.000316- .0464

0.000068- 0.00147
.000681- .0100

0.00147 - 0.0464
.00100 - .316

0.000316- 0.0681
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the usual manner, final tamping of the sample being accom­ 
plished with a special tamper (fig. 1).

Figure 1. Aluminum alloy tamper. This tamper provides more surface 
area than a flat-end tamper and facilitates the escape of gases from the 
sample with minimum sample loss.

Special efforts are made to assure identical conditions in the 
arcing of all samples and standards. The jaws in the arc stand 
were modified by the addition of a simple stop to permit each 
electrode to be grasped at the same point and cooled to the 
same extent during each burn.

Because the electrodes are being consumed more rapidly in 
the gas flow than in air, they require more frequent adjust­ 
ment to maintain the arc gap. Some sample types form beads 
during the latter part of the arcing. The size of the bead is a 
function not only of the composition of the sample but of its 
mixing with the graphite; the better the mixing, the smaller 
the bead. Loss of a bead can cause low results for some of the 
major elements (Si, Al, Fe, and Ca). By controlling mixing and 
burning conditions for samples and standards, however, the 
results for these elements usually fall within the precision and 

accuracy of the method.
Each spectrum contains two cadmium reference lines super­ 

imposed with a lamp and mask assembly as described by Helz 
(1973), who also described the photoprocessing equipment for 
the 508-mm plates and the densitometer-recorder system.

Plate calibration, line finding, construction of analytical 
curves, and calculations are performed by the computer and 
will be described in detail in a subsequent paper by Walthall 
(1973).

RESULTS AND DISCUSSION

Detection limits and useful concentration ranges for individ­ 
ual lines of 68 elements determined with this technique are 
given in table 1. These limits and ranges are a function of the 
analytical lines chosen, exposure, interferences, and limitations 
of the recording system. A third significant figure is used 
solely for programing convenience. Of the 206 lines, 27 occur 
in the cyanogen band region and include the most sensitive 
lines for Ce, Cr, Eu, Gd, K, Mo, Pr, Rb, Sc, Sr, Th, Tl, W, and 
Yb. The detection limits for most elements are equal to or 
better than those obtained by the visual semiquantitative 
method. We are programing the computer for correcting 
interferences; many of the limits and ranges will be changed as 
a result.

A detailed study of the precision of this method, using a 
variety of sample types, has been made in a study of twelve

U.S. Geological Survey standard rocks by F. G. Walthall, A. F. 
Dorrzapf Jr., and F. J. Flanagan (unpub. data). The precision 
is within the range of +50 to -30 percent of the amount 
present, as expected of a semiquantitative method, and 
approaches ±10 15 percent for many elements, as normally 
expected of a quantitative method. Data on standard diabase 
W-l from this study are given in table 2.

Table 2. Standard deviation and coefficient of variation for standard 
diabase W-l

[From F. G. Walthall, A. F. Dorrzapf, Jr., and F. J. Flanagan, 
unpub. data]

Element Average Standard 
concentration 1 deviation 2

Coefficient of 
variation 3

Percent

Si .......
Al .......
Fe .......
Mg.......
Ca.......
K .......
Ti .......
Mn.......

...... 27.7

...... 9.77

...... 9.29

...... 6.13

...... 8.67

...... .652

...... .727

...... .186

2.3 
1.2 
.20 
.15 
.45 
.096 
.048 
.006

8.30 
12.3 

2.15 
2.45 
5.19 

14.7 
6.60 
3.23

Parts per million

Ba .......
Co .......
Cr .......
Ga .......
La .......
Nb.......
Ni .......
Pb .......
Sr .......
Y .......
Yb.......
Zn .......
Zr .......

141
...... 53.1
...... 157
...... 21.2
...... 17.8
...... 7.1
...... 86.4
...... 7.26
...... 248
...... 26.4
...... 4.23
...... 147
...... 142

9.7 
2.7 
6.7 
1.2 
2.1 
2.5 
8.7 

.73 
15.6 

2.3 
.24 

4.9 
16.3

6.88 
5.08 
4.27 
5.66 

11.8 
35.2 
10.1 
10.1 
6.29 
8.71 
5.67 
3.33 

11.5

1 Average of six determinations; three bottles, two portions of each.
2 Square root of the error mean square calculated in the analyses of 

variance.
3 Coefficient of variation equals standard deviation times 100 divided 

by average concentration.

Despite marked improvements in spectrochemical methods 
in the last several decades, the determinations of the major 
constituents of a rock have been generally within the province 
of chemical methods. In the hope that this computer-based 
method might yield data for the major constituents that would 
be comparable to chemical determinations, duplicate portions 
of 20 samples have been analyzed randomly. These samples 
had been previously analyzed chemically.

To determine if the differences between the chemical and 
spectrographic data were significant, the t test in the form

J/7T 
t =   as shown by Youden (1951, p. 28) was used. In the

sd 

summary shown in table 3, the chemical data were assumed to
be correct, and the differences chemical minus spectro­ 
graphic were converted to percent of the chemical data. The 
average difference, d, and the standard deviation of the
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Table 3. Comparison of chemical and spectrographic data for 20 samples

[d is the average difference in percent from chemical data, n is 
number of pairs, t is the t distribution with n-1 degrees of 
freedom. A positive difference indicates that values of chemical 
data are greater. NS indicates that the average difference is not 
significant at t0 9 5 ]

Oxide

SiO......
A1 2 5 3 ... 
Fe 2 0 3 ... 
MgO
CaO. . . . .
K 2 0....
TiO
p n
MnO

Range of oxide

data (percent)

. 45.1 -76.4

. 10.9 -22.6 

. 1.46-16.8 
.06 13.2
.34-12.7
.09- 6.23
09 2 67

.01 .99

.03 .24

d

+11.3
+19.8 

+1.82 
+16.1
-2.92
+2.19

+9d 9
1ft Q

-11.8

20
20 
20 
90
?,0
16
90
10
90

Calculated

3.89
3.95 

.812 NS 
9 35

.434 NS

.460 NS
3.83
1 ftQ NS
9 7Q

t

From tables

2.09
2.09 
2.09 
2.09
2.09
2.13
2.09
9 96
2.09

differences, sj, were calculated from these n differences. The 
tests showed that the paired differences for Fe2 03 , CaO, K2 0, 
and P2 05 were not significant and both methods may be said 
to yield comparable data. Further refinements are necessary 
for the determination of the remaining oxides but especially 
for Si02 , A12 03, and Ti0 2 for which the differences are 
significant at greater than tQ -99 .
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BATHYMETRY OF THE CONTINENTAL MARGIN 
OFF LIBERIA, WEST AFRICA

By JAMES M. ROBB, JOHN SCHLEE, 

and JOHN C. BEHRENDT, Falmouth, Mass.

Abstract. A bathymetric map based on new data allows examination 
of geomorphic features on the narrow continental margin off Liberia. 
The continental shelf in this region is relatively flat and featureless. The 
northwestern part of the continental slope, off Monrovia and Cape 
Mount, shows complex slump features and two submarine valleys. The 
central part of the slope is smoother, apparently as a result of 
progradation. The southeastern part of the slope, near Cape Palmas, is 
crossed oblique to the shoreline by a structural valley that has been 
modified by large slumps or landslides. This valley may be the 
termination, at the continental margin, of an oceanic fracture zone. The 
major slumplike features of the Liberian continental margin appear to 
be surface manifestations of deep faulting which has been partially 
masked by sedimentation.

A bathymetric contour map derived from more detailed data 
than were previously available has been prepared as part of 
geophysical studies of the continental margin of Liberia 
(Schlee and others, 1972; Schlee, 1972).

Reconnaissance bathymetric maps that include the conti­ 
nental margin off Liberia have been produced by the Association 
des Services Geblogiques Africains (1968), Somers (1969), 
and Uchupi (1971). Rancurel (1965) published a map of the 
continental shelf of Liberia and the Ivory Coast, which 
included areas of sediment cover, rock outcrop, and biogenic 
features. Part of the eastern end of the Liberian continental 
margin is included in a contour map by Arens and others
(1971). Part of the northwestern end is discussed by Egloff
(1972). Geologic studies of the narrow continental margin of 
Liberia have been published by Behrendt and Wotorson (1970) 
and Templeton (1971).

METHODS

The survey was made aboard the RV Unitedgeo I in 
November 1971 by the U.S. Geological Survey in cooperation 
with the Liberian Geological Survey; it was funded by the 
National Science Foundation under the International Decade 
of Ocean Exploration (IDOE) (Schlee and others, 1972). 
Depths were sounded with a 3.5-kHz transducer system and 
corrected for sound speed variations (Matthews, 1939). A

satellite system aboard the RV Unitedgeo I gave fixes at about 
2-hour intervals accurate to about 180 m. These were 
supplemented by Doppler sonar and radar. Navigational 
accuracy was excellent. Comparison of depths at track 
crossings indicates positional error of less than 1 km.

Locations of sounding tracks are shown in figure 1. Data 
from USNS Kane (Lowrie and Escowitz, 1969) were included 
(6.5 km or greater sounding interval). In addition, a contour 
map and bathymetric data from R. L. McMaster (oral com- 
mun., 1972) were consulted. The curve in the edge of the 
continental shelf at long 8°20' W. was taken from Rancurel 
(1965).

DISCUSSION

The continental margin off Liberia has been divided into 
three sectors characterized by different types of submarine 
topography (fig. 1): (1) a northwest sector, Cape Mount to 
Buchanan; (2) a central sector, Buchanan to east of Greenville; 
and (3) a southeast sector, east of Greenville to Harper.

The northwest and southeast sectors of the margin are 
narrow, and the slope is topographically complex. The central 
sector is wider and smoother. Figure 2 shows selected profiles 
that typify these sectors.

In the northwest sector (fig. 2, profiles 3, 6, and 12) the 
continental shelf is about 25 km wide. The continental slope is 
about 60 km wide, has an average slope of about 3 , and is 
characterized by many features that resemble slump and 
landslide scars and rubble. At least two large submarine valleys 
cut the slope, off the St. Paul and Farmington Rivers. The 
upper slope between Cape Mount and Monrovia is extremely 
rough; it contains many small valleys averaging about 170 m in 
depth and spaced at intervals of about 3 km (R. L. McMaster, 
oral commun., 1972). These valleys are too small to contour 
with the present data density or at this scale.

In contrast, off Greenville in the central sector, the surface 
of the slope is much smoother; the slope has smaller slump scars 
and no valleys. The smooth regular surface of the upper slope 
suggests depositional progradation. The continental shelf in 
the central sector is about 45 km wide; the continental slope is
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about 95 km wide and has a slope of about 1.8° (fig. 2, 
profiles 17, 19, and 23). A steeper (to 15°) section near the 
base of the slope shows a linear, easterly trend, subparallel 
with a valley farther east above the continental slope.

Off Harper, in the southeast sector, the continental shelf is 
about 20 km wide. The continental slope is about 75 km wide, 
has an average slope of about 3° but has slopes locally of 10 
to 15° (fig. 2, profiles 29, 32, and 34). This sector is cut by a 
large valley trending southwest, oblique to the trend of the 
continental slope. We interpret this valley as the continuation, 
or termination at the continental margin, of the oceanic St. 
Paul fracture zone (Heezen and Tharp, 1965, p. 94). Seismic 
reflection profiles (Schlee, 1972) distinctly show a ridge in the 
subsurface below the southwestern wall of the valley. The 
valley is apparently filled by a large slump at its western end. 
It is probably analogous to a similar subsurface ridge-and- 
valley structure which Fail and others (1970), Arens and 
others (1971), and LePichon and Hayes (1971) described off 
Cape Three Points and the Ivory Coast, and which they related 
to the Romanche fracture zone. Uchupi (1971) showed a 
double ridge extending southwest from Cape Palmas into the 
ocean basin.

The surface of the continental shelf is generally flat and 
featureless along the whole coastline of Liberia, although 
irregularities are found in the very nearshore area (R. L. 
McMaster, oral commun., 1972). Small, irregular highs of 2 or 
3 m relief occur on the middle and outer shelf in a few places 
but are more frequent southeast of long 8° 20' W. These highs 
are probably rock outcrops (Rancurel, 1965). A persistent 
zone of irregular topography occurs at depths of 80 120 m on 
the shelf edge (fig. 3). Such bands are common along much of 
the West African margin and are probably relict strandlines 
and coralline or algal growths formed during lower stands of 
sea level (McMaster and others, 1970).

The depth to the shelf break ranges from 100 to 150 m. In 
the northwest sector, this depth is relatively constant at about 
134 m. In the central sector the break is difficult to pick, as 
the transition from shelf to slope is smoothly rounded. In the 
southeast sector, where the shelf break occurs at depths of 
100 150 m, the shallower depths are at the heads of steep 
slopes which appear to have resulted from slumping.

By aeromagnetic methods, Behrendt and Wotorson (1970) 
have located several basement faults under the continental 
shelf. Depth to the shelf break changes from 134 to 115 m 
across one of these faults southeast of Monrovia (at lat 5 54' 
N., long 10°46' W.) and is consistent with their interpretation 
of downfaulting to the southwest. As these faults are thought 
to be Cretaceous in age, a surface trace may be evidence of 
rejuvenated faulting.

Slump features and valleys of the continental slope appear 
to relate closely to subsurface faulting observed in seismic 
reflection profiles (Schlee, 1972) and in some instances may 
represent fault scarps. Features of the submarine topography 
appear to be surface manifestations of complex subsiding

blocks along the margin of the continent, although sedimenta­ 
tion has masked their outlines.

SUMMARY

The continental shelf off Liberia is narrow and relatively 
flat, marked by topographic relief only along old strandlines 
near the shelf break, and in a few other places where probable 
rock outcrops occur.

The continental slope is topographically more complex. Off 
the northwestern coast of Liberia it shows slumplike features 
and two submarine valleys. Off the central part of the country, 
the continental slope is smoother; its upper part may be a 
progradational surface. The southeastern part of the slope also 
shows slumplike features and contains a large structurally 
controlled valley which is probably an extension of the 
oceanic St. Paul fracture zone. The geomorphic features of the 
continental slope appear to be closely related to basement 
faulting.
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AN ACCURATE INVAR-WIRE EXTENSOMETER

By W. A. DUFFIELD and R. 0. BURFORD, Menlo Park, Calif.

Abstract. Stevens Type F water-level recorders have been modified 
to measure changes in the distance between two points, with 
amplification of up to 10 times. Such recorders are capable of 
measuring strains of 10~ s and possibly 10~ 6 over 10-m distances when 
corrections are made for frictional effects and temperature. In two field 
experiments, one on Kilauea Volcano in Hawaii, and the other on the 
San Andreas fault in central California, measurements by the recorders 
agree well with those by several different methods for the same 
episodes of ground deformation. Equipment for the entire system costs 
about $300 and requires 1 to 2 man-days for installation.

Stevens Type F water-level recorders have been used 
successfully for measuring crack dilation at Kilauea Volcano, 
Hawaii, and displacement across the San Andreas fault in 
central California. The instrument generally is used for lake -, 
stream- , or sea-level gaging, where changes in water level 
usually are recorded at either a one-to-one or a reduced scale 
through a system of gears. A simple change in the arrangement 
of gears, however, permits recording at amplified rather than 
reduced scales, so that changes of less than 1 mm can be 
measured very accurately. The smallest change that can be 
measured accurately is limited principally by friction and 
temperature effects, but our experience indicates that strains 
of 10"5 and possibly 10"6 can be measured over 10-m 
distances. The measurements at Kilauea Volcano have been 
obtained continuously since May 1971, and those across the 
San Andreas were made from April 15 to October 24, 1970. 
For both experiments, the changes indicated by the modified 
Stevens recorders were corroborated by independent measure­ 
ments of ground motion by other means. The recorders 
provide a reliable, sensitive, yet inexpensive means for the 
continuous measurement of relative ground displacement.

Acknowledgments. We thank James C. Savage and James H. 
Dieterich for helpful reviews of the manuscript.

INSTRUMENT AND INSTALLATION

The system is designed to measure the relative motion of 
two reference points by coupling them with a wire that is 
anchored at one point but is free to move a recording device at 
the other. Thus the recorder unit itself forms one of the 
reference points.

Field installations are shown in figures 1 and 2. Separation 
between the recorder position and the wire anchor pin is 9.6 m 
on Kilauea Volcano and was 12.4 m for the California system. 
Both systems use Invar wire 0.030 inch in diameter to link the 
recorder drive pulley to the anchor pin. Near the pulley, a 
short segment of beaded cable is spliced onto the end of the 
Invar wire. The beads are crimped on at uniform intervals to 
match recesses in the pulley, providing nonslip operation, and 
a 2-kg weight hangs on the free end of the beaded cable, 
providing constant tension on the wire.

The drive pulley of the recorder is coupled to a horizontally 
oriented cylinder through a system of gears that provide a 
mechanical amplification of cylinder rotation in the range of 
8:1 to 10:1; the exact amplification depends on the arrange­ 
ment of new gears. Recording charts are mounted on the 
cylinder, and a pen is clock driven across the chart at a 
constant speed of about 3 cm/day, traversing the entire chart 
during an 8-day period. Thus, time forms the abscissa of a 
completed record, and changes in the separation of the 
recorder and the anchor pin form the ordinate. When this 
separation is small compared with the width of the chart 
paper, the same chart can be reset and used for as many as six 
recording runs, each lasting up to 8 days.

The system at Kilauea is installed on a bedrock surface of 
dense basaltic pahoehoe. The pier for the recorder is coupled 
firmly to surface rocks by several 2.5-cm-square steel reinforc­ 
ing bars that extend into the concrete from shallow holes in 
the underlying rock. The anchor reference pin is a 2.5-cm- 
square steel reinforcing bar that is force fit into a 30-cm-deep 
circular hole drilled into bedrock. Open spaces left in the hole 
after the square bar was emplaced were filled with concrete. 
Both the recorder pulley and the wire clamp on the anchor pin 
are positioned about 50 cm above the ground in a nearly 
horizontal plane. The anchor pin and recorder pier are 9.6 m 
apart on a line that is roughly centered on and perpendicular 
to a group of open surface cracks.

The system used for measurement of fault-slip displacement 
in California (figs. 2 and 3A) was installed on a thick soil. The 
anchor pin was a 1.5-m-long steel rod 1.4 cm in diameter, 
driven 1.1 m into soil and centered at the bottom of a 30-cm 
hole cased with a section of sewer pipe to help isolate the rod 
from unstable surface material. The recorder unit was bolted
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B
Figure 1. Extensometer field installation at Kilauea Volcano, Hawaii.

A. The recorder and wire shield. The steel bar in the right middle
ground is used to monitor changes with a steel measuring tape.

B. The recorder unit. The box in front of the recording cylinder
contains the clock that drives the pen.

Figure 2. Extensometer field installation on the San Andreas fault in
California. 

A. General view of the installation, showing insulated instrument
housing. The recorder unit is beneath the box on the left. 

B. Details of recorder setup. Weights are hanging free inside a pipe in 
the ground. The recorder is normally covered with a metal box 
(shown in upper right) and protected in turn by an insulated 
plywood box.

to a rectangular slab of 1.3-cm waterproofed plywood (fig. 2B) 
anchored to a leveled soil surface by four steel rods driven 
through drill holes at the corners. The drive pulley of the 
recorder and the anchor pin were positioned at equal distances 
(6.2 m) from the center of the slip zone along a line crossing 
the fault trace at an angle of 20°. The top of the pulley and 
the wire clamp on the anchor pin were positioned about 20 cm 
above the surface in a nearly horizontal plane.

A major objective of the measurement experiment on the 
San Andreas fault was to test a rapidly deployable mechanical 
system on many different soil conditions. The system was 
designed for recording in remote areas under typical field 
conditions where rapid installation of several instruments
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Figure 3. Cross sections of the two instruments installed in California. 
A. The 12.4-m surface installation using the water-level recorder. 
B. The 10-m permanent (underground) extensometer.
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followed by timely relocations might be required, such as 
during a period of accelerated slip or strain readjustments after 
an earthquake involving surface breakage along a fault. If the 
system were installed for long-term measurements in an area of 
thick soil, the results undoubtedly would be greatly improved 
by installing deep-set anchor and recorder piers more com­ 
pletely isolated from the active surface layer.

Aluminum tubing supported on brackets is used in both 
systems to shield the Invar wire from wind buffeting and 
direct sunlight. The tubing for the California system was 
wrapped with 3-cm glass-wool insulation which in turn was 
covered with aluminum foil. The recorder unit and the anchor 
pin were covered with sturdy plywood boxes painted with 
reflective white enamel and lined with glass-wool insulation. 
Some protection of recorder, wire, and anchor pin from

animal and wind disturbance is essential, but the additional 
insulation probably will not be used in future installations in 
California. The amplitude of the diurnal thermal response was 
perhaps reduced by a small amount, but the principal effect of 
the extra insulation was a 2- to 3-hour phase lag.

In general, the distance between the recorder and the 
"dead" reference pin is dictated by field conditions. Longer 
base systems than we have used might be workable, but errors 
induced by temperature fluctuation and friction in the 
recorder are expected to increase roughly in direct proportion 
to wire length and should be kept to a minimum for best 
results.

Either mode of installation discussed here can be completed 
in 1 day at low cost. Total cost of materials is about S300, and 
labor cost will amount to 1 to 2 man-days, depending upon
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conditions. Weekly servicing (such as repositioning or changing 
the chart and resetting the pen) takes only a few minutes at 
the instrument site.

EVALUATION OF THE SYSTEM AND RESULTS

All records contain the effects of several sources of error, 
especially chart paper imperfections and instability, friction 
and backlash in gears and shafts of the recorder, expansion and 
contraction of the wire owing to air temperature changes, and 
wind (or animal) buffeting of the wire and weights. Most of 
these error sources can be controlled and their effects 
minimized through proper design, maintenance, and data 
compilation procedures.

Typically, the ruled grid on the recording paper is not 
precisely rectangular. Also, in mounting the paper on the 
recording drum, it is very difficult to orient the grid exactly 
parallel to the track along which the pen moves. Exposure to 
humid air produces additional distortions in the chart paper. 
Thus, a zero-change base line must be drawn by moving the 
pen manually along its track when the recorder is serviced at 
weekly intervals. All changes in drum position must be 
measured from the reference line rather than from the printed 
grid.

Friction within the shaft bearings and gears of the recorder 
must be carefully evaluated and considered when interpreting 
the records. It is possible, for example, to alter the zero-change 
setting slightly by a small manual rotation of the recording 
drum because friction and backlash in the gears keep the drum 
from returning exactly to its original position. This type of 
instrument response is thought to be the source of the small

steps in the displacement record from the San Andreas fault 
site during contraction of the wire in the diurnal thermal cycle 
(fig. 4). This effect can be counteracted by manually setting 
the drum at the freest position during servicing at the 
beginning of each 7-day recording period. A small weight hung 
on the recording drum (fig. 5) will nearly eliminate recorder 
stick and gear backlash. This method has become standard 
practice for the San Andreas fault measurements.

The temperature-induced source of error is minimized by 
use of Invar rather than stainless steel or other types of wire 
material having relatively high coefficients of thermal expan­ 
sion. Nevertheless, drift in the system due to air temperature 
change must be considered because the coefficient for typical 
Invar is about 1 ppm/°C. The trace offset on the chart due to 
temperature change can be closely approximated through the 
formula

where

K

is the chart trace displacement, in millimeters, due 
to temperature change (positive D&T denotes 
upward trace excursion on the chart from 
thermal contraction of the wire producing ap­ 
parent extension),

is the air (or wire) temperature change in degrees 
centigrade (Aj1 taken as positive for temperature 
rise),

is the thermal coefficient of expansion of the wire 
in millimeters per millimeter per degree centi­ 
grade, ,

is the wire length in millimeters, and

Figure 4. Spliced records from the California site. The small steps on May 31 and June 3, 1970, were probably produced by recorder stick 
during thermal contraction of the Invar wire. Smoother recorder operation on June 4 shows the beginning of diurnal cooling at about 8:30 
p.m; P.d.t. The spike on the left is a time mark produced by hand to mark the beginning of a recording run at 4:45 p.m. on May 30, 1970.
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Figure 5. Recorder unit with a drum weight installed to overcome 
recorder stick due to friction and backlash in the shafts and gears. 
This modification in the operation of the system was quite effective 
in producing smoother records. Beaded cable, with attached weight, 
and the system of gears that drive the drum are at left. The drum 
weight, W, counteracts backlash by keeping the teeth of adjacent 
gears in constant contact.

A is the factor of mechanical amplification for the 
recorder.

In a typical field situation in central California, the average 
daily temperature range is around 20° C, and the maximum 
annual change in average monthly temperature is about half 
that amount. Thus, the charts for a 10-m-base instrument 
having X 10 recorder amplification would generally show a 
diurnal trace excursion of 2 mm (±0.1 mm actual change in 
wire length equivalent to ±1X10~5 strain noise), superimposed 
on a roughly semiannual thermal drift of about 1 mm. 
Temperature measurements near the summit of Kilauea 
Volcano indicate that temperature-induced drifts of about 1.5 
and 0.5 mm, respectively, can be expected for a similar system 
there. If short-term strain or displacement events must be 
resolved at levels below 1X10" 5 , onsite continuous tempera­ 
ture records good to at least ±1 C should be obtained.

Ideally, the effects of friction and the thermal response of 
the system should be completely removed, but in practice, it is 
reassuring to note that the diurnal temperature cycle is 
faithfully recorded during most of the recording periods (fig. 
6). The sinusoidal traces indicate that the gear system is free 
enough to record small temperature-induced changes in the 
length of the Invar wire, even though the presence of some

friction in the system is known. Other independent lines of 
evidence discussed later suggest that the recording system is 
indeed capable of accurately measuring extremely small 
displacements.

The instrument has recorded some periods of slow positive 
strain accumulation on the flank of Kilauea Volcano and 
gradual right-lateral slip on the San Andreas fault (fig. 7). 
Strain and slip rates at the two sites are typically very low, and 
therefore the trace excursions on the charts are usually clearly 
recognizable only over a length of chart equivalent to several 
days, rather than hours or a single day. As a result, two slightly 
different data compilation procedures were worked out for 
Hawaii and California, both involving extrapolation of long- 
term trends.

The procedure devised for compiling the Kilauea records, 
such as those pictured in figures 6B and 7B, is to measure the 
separation between the zero-change reference line and the pen 
trace at chart positions corresponding to the initial and final 
midnight times for each 7-day run. The rate of change thus 
determined is then extrapolated to the first midnight of the 
next 7-day recording period, and so forth. When changes are 
large or sudden, such as illustrated in figure IB, intermediate 
readings are made. No temperature corrections were applied. 
The arrows on the Kilauea records shown in figures 6B and 7B 
and the data points of figure 8 represent times when readings 
were made.

Data from the San Andreas slip site were compiled by 
projection of a zero-change reference line from the end of one 
chart onto the start of the next chart, usually across a time gap 
of 5 minutes or less. The charts were first matched two at a 
time and were carefully alined prior to manual projection of 
the zero-change reference line onto the newer record. Separa­ 
tions between the pen trace and the zero-change reference line 
were then obtained for each chart at a position corresponding 
to midday near the middle of each recording period. After 
these points were entered on a displacement time graph, 
additional midday readings were obtained for periods showing 
conspicuous changes in displacement rates. Cumulative dis­ 
placement was converted to horizontal fault-slip motion by 
dividing by 10 cos 20 , to correct for both mechanical 
amplification and the 20° angle between the instrument 
alinement and the trace of the fault plane. The resulting 
cumulative time-slip curve, shown in figure 9, is accompanied 
by the record from a permanent underground wire extensom- 
eter at the same site for comparison.

The permanent instrument is similar in design to the surface 
instrument, except that the Invar wire is 10 m long, crosses the 
fault at a 30° angle, and passes over a 15.2-cm-radius 
rocker-arm assembly pivoting on a knife-edge suspension that 
nearly eliminates frictional effects at the instrument pier (fig. 
36). Changes in pier separation are obtained by weekly 
micrometer measurements of the wire position relative to the 
instrument pier, corrected for the air temperature in the 
enclosure. Unfortunately, the permanent instrument broke
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Figure 6. Representative 7-day records showing gradual extension. The smallest division of the abscissa represents 2 hours.
A. A record from the California site obtained during the period September 19 26, 1970. A relatively quiet period during September

21 23 is preceded and followed by periods of right-lateral slip. 
B. A typical record from Kilauea Volcano showing diurnal thermal response superimposed on slow, steady extension. The separation

between the base line and the displacement trace was measured at the times indicated by the heavy arrows near the beginning and end
of the run. ,-,

down after an unsatisfactory modification was installed on 
June 11, 1970. The instrument was restored to operation on 
June 30, and the gap in the data was closed by extrapolation. 
The spatial relationship between the two instruments at the 
site is shown in figure 10.

The close correspondence between the results for these two 
independent systems indicates that both responded similarly 
to the same phenomenon. Even though the permanent 
instrument was read only once a week on the average, the 
record obtained from those readings is herein considered to 

provide the standard for the comparison because the tempera­ 
ture and friction effects are relatively less. Differences in fine 
detail shown by the two traces, aside from those due to 
different sampling frequency, are presumably caused by 
different thermal environments and the lack of temperature 
readings and corrections for the surface system. Some minor 
differences are possibly due to differences in the soil behavior 
and response at the surface compared with that at a depth of 
2m.

CORRELATION WITH OTHER MEASUREMENTS 
AT KILAUEA VOLCANO

The reliability of the system at Kilauea can be further 
assessed by comparison with data from other types of strain

and ground displacement measurements. Such comparisons 
provide independent tests of the meter, and three data sets are 
available for the volcano study area.

The instrument shown in figure 2 is located about 5 km 
southeast of the summit caldera of Kilauea Volcano and has 
been in operation since early May 1971. Part of the record is 
reproduced in figure 8, with principal structural and eruptive 
events of the volcano keyed to the record for comparison.

For the first 4 weeks of operation, the instrument measured 
almost no strain (fig. 8); there then began a period of positive 
strain, resulting in a 3.5-mm increase in the separation of the 

reference points. Significantly, these two periods correspond 
to episodes of general stagnation and tumescence of the 
volcano, respectively, as measured by precise leveling and 
trilateration (Hawaiian Volcano Observatory, unpub. data). 
Almost certainly the extensometer and the other surveys of 
ground deformation measured the same structural events. 
Furthermore, the period of tumescence that began in early 
June continued until February 1972, at which time another 
period of stagnation began; the extensometer and the other 
measurements of ground deformation again tracked one 
another.

On another time scale, some short-term strain events shown 
in figure 8 correlate with eruptive activity at Kilauea. For 
example, a sudden lengthening of the distance between the
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Figure 7. Representative 7-day records showing distinct events superimposed on slow, steady extension.
A. Record from the California site for July 18-26, 1970. A period of more rapid right-lateral slip during July 21 24 («0.1 mm/day) is

preceded and followed by periods of more gradual slip («0.02 mm/day). 
B. A typical 7-day record from the Kilauea site showing an instantaneous extension step during a period of otherwise slow, steady

extension. Arrows indicate times when readings were made.

50 100 150
May 10, 1971

TIME, IN DAYS

Figure 8. Graph of 150 days of extensometer records from the Kilauea 
site. The small dots represent data points between which the strain 
rate is extrapolated. Note the correlation of strain activity with 
known structural and eruptive events of the volcano.

reference points correlates with a summit caldera eruption on 
August 14, and a marked increase in the rate of lengthening 
correlates with the summit caldera southwest rift eruption of 
September 24 29. However, other similar events (for exam­ 
ple, on days 41, 75, and 106 of the record) do not correlate 
with known eruptive activity.

These other steplike events may represent either the sudden 
release of frictional stress perhaps accumulated in the recorder 
unit over a period of time or the actual manner in which the 
ground deforms. Two lines of evidence favor the latter 
explanation. First, the events on days 41, 75, and 106 all 
occurred after 4- to 5-week periods of positive strain accumu­ 
lation, and during these periods the recording paper and drum 
were repositioned weekly. Considering the method of reposi­ 
tioning the drum, it seems highly unlikely that frictional stress 
in the recorder could be an important factor except for a 
7-day period between servicing of the instrument. Further­ 
more, the slight but definite sinusoidal shape of a typical 
recording (see fig. 6£f) indicates that the recorder is free to 
respond to the diurnal thermal effect on the Invar wire, even 
though the presence of some friction in the system is known. 
An approximate calculation suggests that the actual amplitude 
of this diurnal tracing is only about half of the predicted 
amplitude. Nonetheless, with the recording drum set to its



576 ACCURATE INVAR-WIRE EXTENSOMETER

38

36  

O 34
z

32  

£ 30  

28  

26-H

24 H

22  

/ Record from surface meter

Slope=17.5 mm/yr

25 50 75 100

DAYS 

125 150 175 200 225

I I I I

Apr. May June July 

1970

Aug. Sept. Oct.

  9 mm

  8

  7

  6

  5

  4

  3

  2

  1

  0

Figure 9. Cumulative slip versus time from the permanent and surface instruments at the San Andreas fault site in California. An 
approximate least-squares fit to both records indicates a slope (slip rate) of 17.5 mm/yr. The negative slope and slow response of the 
surface meter during April are due to initial wire stretch and stabilization of the anchor pin and recorder base immediately after 
installation on April 14, 1970. The small dots represent temperature-corrected micrometer readings for the permanent meter and 
unconnected displacement trace readings from the recorder charts of the surface meter.

freest position during weekly servicing, the large sudden 
positive strains on days 41, 75, and 106 seem to result from 
something other than the release of frictional stress in the 
instrument. This problem, however, needs more study.

Finally, a crude, yet very direct and independent check on 
the instrument response was provided by repeated measure­ 
ments with a steel tape at the same location. For the period 
May 1971 to February 1972, the meter indicated about a 
7-mm increase in the separation of reference points, while the 
steel tape indicated about a 5-mm increase. Considering the 
great difference in precision of the two methods of measure­ 
ment with no temperature corrections applied, the corre­ 
spondence for that time period is very good, and a claim for

reliability of the wire extensometer is further supported.

SUMMARY

The modified Stevens Type F water-level recorder has been 
tested and has proven to be reliable in measuring creep on the 
San Andreas fault in California and dilation of ground cracks 

at Kilauea Volcano, Hawaii, where several independent checks 

on the system response are available; such a system could 
prove to be extremely useful elsewhere. The system is 
relatively simple, inexpensive, easily installed, and capable of 
measuring strains as small as 10~5 or even 10"^ if accurate 
temperature measurements are obtained and the appropriate 
corrections are applied.
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Figure 10. Plan view of the San Andreas fault instrument site, showing 
the positioning of the 10-m permanently buried instrument and the 
12.4-m surface instrument. The exact width of the slip zone is not 
known, but other observations show that it is less than 5 m.
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USE OF MACHINE-PROCESSABLE FIELD NOTES
IN A WILDERNESS MAPPING PROJECT (GRANITE

FIORDS AREA), SOUTHEASTERN ALASKA

By JAMES G. SMITH and HENRY C. BERG, Menlo Park, Calif.

Abstract. For reconnaissance geologic mapping and mineral resource 
evaluation of the Granite Fiords wilderness study area, we developed 
and used a system of machine-processable field notes. Preprinted field 
forms standardize notes and serve as checklists that insure collection of 
all available data. The use of this system cut in half the time required to 
record data at an outcrop. The system consists of three related but 
different types of preprinted field sheets, a key to abbreviations and 
codes, and a set of written instructions. The field sheets include a 
station sheet for basic outcrop data, a specimen sheet for rock samples, 
and a geochemical sheet for materials to be chemically analyzed. Data 
on the field sheets are keypunched on standard IBM cards, then 
arranged in subfiles and retrieved by using a card sorter. Our system is 
designed specifically for a region of granitic and metamorphic rocks but 
is easily modified for use in different geologic terranes. We offer four 
guidelines for developing a system of machine-processable field notes: 
(1) Time and money spent to develop the system must be worth its 
anticipated benefits. (2) The system should be as flexible as possible. 
(3) It is necessary to tailor the system to a particular geologic terrane or 
project objective. (4) The system should be as simple and self-explana­ 
tory as possible.

The authors were assigned the task of preparing a geologic 
map and mineral resource appraisal of the Granite Fiords 
wilderness study area to help determine the suitability of the 
area for inclusion in the National Wilderness Preservation 
System, as set up by the Wilderness Act of 1964. At the outset 
the problems appeared formidable. The study area lies in the 
heavy rainfall belt of coastal southeastern Alaska. Outcrops 
along the shore were last examined 40 to 75 years ago in rapid 
reconnaissance. No modern map existed. The rugged snow- 
covered mountains, deep fiords, and wild beauty that make 
the area attractive for wilderness classification greatly increase 
the problems of fieldwork. There are no roads or trails in the 
1,000-sq-mi area of Granite Fiords. The lower mountain slopes 
are covered with thick stands of trees. The rugged terrane 
made helicopter support in mapping imperative. The most 
practical procedure was a kind of geologic leapfrog, wherein 
each geologist was set out on an outcrop and then moved by 
helicopter in turn. Many days of mapping passed without a 
geologist being able to confer with his colleagues other than in 
the evenings.

While planning the project, we realized that standard 
methods of field mapping by traversing and writing observa­ 
tions in a notebook would be far too slow and costly to meet 
project deadlines and remain within budget. If we wanted to 
finish on schedule, we would have to map about three to four 
times the area per unit of time mapped in most wilderness 
projects outside Alaska. Projections on the volume of data that 
would be acquired showed that we required fast and efficient 
collecting and handling. In order to speed up field mapping 
and standardize note taking among all project geologists, we 
used a system of machine-processable field notes.

At the end of the 1972 field season, we compared our note 
system with standard notes from past years taken in the same 
terrane and found that our system cut by about one-half the 

time required to collect the same amount of field data. During 
the 150 man-days in the field, we examined more than 1,000 
outcrops and collected about 1,100 rocks and 2,000 geo­ 
chemical samples.

This paper outlines the principles we used in developing a 
machine-processable note system, points out its advantages 
and disadvantages, and describes our system. We especially 
wish to call this technique to the attention of other U.S. 
Geological Survey geologists because we believe that its use, 
combined with computer-printed field-data lists, maps, and 
diagrams, represents a major advance over conventional 
methods of geologic mapping and resource appraisal. We do 
not suggest that other workers adopt our system exactly as it 
is but rather offer it as a guide in constructing their own.

Acknowledgments. Our machine-processable field-note 
system is largely a modification of a system developed by J. A. 
Roddick and W. W. Hutchison, of the Geological Survey of 
Canada, for use in the geologically similar nearby areas of 
coastal British Columbia (Hutchison and Roddick, 1968; 
Roddick and Hutchison, 1972). We are especially grateful to 
them for helping us adapt their system to meet the special 
needs of the Granite Fiords project.

SUMMARY OF THE SYSTEM

Our system of machine-processable field notes is based on a 
set of three preprinted field sheets and standard 80-column
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OUTCROPS ROCK SAMPLES GEOCHEMICAL SAMPLES

Field data Field data Field data

STATION 
(synopsis)

72ASJ335
Ketchikan D-5 quad 
.XT054 27SE 
X^050 36
"^328 68NE 
Fn-grnd amphibolite;
minor pelitic schist
and marble 

Minor pegmatoid
dikes 260 75N 

Color photo of otcp 
2 samples collected;
1 thin section

SAMPLE SHEET 
(synopsis)

72ASJ335B 
Ketchikan D-5 quad
341580 East 
6184240 North 
Sample is fn-tned
grained plag-qz-bi-
ga schist 

About 2% porphblstc
ga 

Typical spl of
pelitic unit at
otcp 

Thin section

GEOCHEMICAL SHEET 
(synopsis)

72ASJ335 
Ketchikan D-5 quad
341580 East 

6184240 North 
Rock geochem spl 
Typic background spl
of pelitic schist 

Spl consists of
random chips taken
every foot for
30 feet

No other original docu­ 
ment has field number, 
laboratory number, geo­ 
graphic coordinates, and 
quadrangle name

PROCESS ING
Keypunch  ^-Card sorter  *- Computer

^
D
X

=>
D

IBM cards

t - Outcrop , ,
1 ' data

CARD SORTER COMPUTER
Lists of data

Ordered by station

Selected from geographic 
areas

Combinations of above 
(for example, all lineations 
measured in schist unit in 
the Ketchikan D-5 quad-

Structural data. Separate
lists for each structural
type

X3?k

(~<J
^-T_L

Machine -drawn fabric dia­
grams

Direct plotting of structur­
al data on base maps (al­
ready done by the Geo­
logical Survey of Canada)

IBM cards

( <"",. Rock " ,'

< data "

CARD SORTER COMPUTER
Lists of data

Master lists of all
samples collected

Ordered by rock type (for 
example, all granodiorite 
samples)

Machine plotting of modes
on triangular diagrams

Machine computations of 
average compositions of 
plutons, and computation

IBM cards

, Geochemical ,
'" data "

CARD SORTER COMPUTER
Lists of data

Ordered by
sample number

Ordered by laboratory
number

Ordered by geographic 
coordinates

Combinations of the above 
(for example, all stream 
sediment samples from the 
Ketchikan D-5 quadrangle
ordered from north to
south)

Direct plotting of geo­
chemical parameters as
contour maps

Direct plotting of sample 
locations on base maps

Figure 1. Graphic synopsis of machine-processable field-note system.

IBM punch cards. A graphic synopsis, figure 1, shows input, 
processing steps, and different geologic problems for which we 
have used the output. Field data are written on the preprinted 
sheets (figs. 2, 3, 4), which are designed mainly for numerical 
data and objective observations, although a certain amount of 
subjective data can be recorded. Descriptions that do not fit

the machine format, we write on the field sheets as ordinary 
notes. Separate sheets are used to describe outcrops, rock 
samples, and geochemical samples. Data on field sheets are 
keypunched on 80-column IBM cards, producing three sepa­ 
rate master files, one for each type of sheet. Data are retrieved 
and subfiles for specific purposes generated using an IBM



SMITH AND BERG 581

Model 082 card sorter, a faster and cheaper method than 
writing data-sorting programs for a computer. We are able to 
sort or rearrange our cards and prepare lists of data at our 
convenience, without debugging or computer language 
problems.

PRINCIPLES

The time and money spent to develop a system of 
machine-processable field notes must be worth its anticipated 
benefits. This principle, often overlooked, is the most im­ 
portant. During development, systems for data collection and 
processing tend to become increasingly elaborate and complex 
with a concomitant nearly astronomical increase in effort. We 
tried to keep our system as simple as possible, tailoring it 
specifically for the metamorphic and granitic terrane known to 
underlie the study area rather than designing a universal 
note-keeping system that would work on any outcrop in the 
world. Without modification, our system will not work, for 
example, in a terrane of fossiliferous sedimentary rocks.

A second ground rule is that a system be sufficiently 
self-explanatory that a geologist visiting the project or a field 
assistant working with data can understand it with minimal 
explanation. Complicated formats or abstract codes lead to 
errors in input and to output that is difficult to understand 
without machine translation. For example, the most complex 

coding problem is to condense rock and mineral names. 
Generally, two characters are enough, allowing 100 codes if 
numbers are used or 676 codes if letters are used. An arbitrary 
numeric code for each rock type and mineral is easily and 
rapidly processed, using a relatively cheap card sorter, but 
difficult to remember. This leads to input errors and to 
printout that is unreadable without translation. Mnemonic 
codes for rocks and minerals are already familiar to geologists, 
quickly learned, and easily remembered (for example, LS = 
limestone, BI = biotite, and so on). Although they take slightly 
longer to run through the sorter and require more programing 
effort for computers, their advantages reduced input errors 
and more readable printout outweigh the slight speed advan­ 
tage of machine-processing numeric codes.

A third requirement is flexibility: it should be possible to 
modify a system during a project without having to com­

pletely transform existing files. Field notes must be usable 
even before transfer to punch cards and without the interven­ 
tion of any machine processing. Space is required for recording 
subjective or descriptive observations that do not fit a 
machine-processable format, such as outcrop sketches or 
relations between two fold axes.

EVALUATION

The advantages of coding geologic and geochemical field 
data for computer processing have been documented by 
several workers (Berner and others, 1972; Laurin and others, 
1972; and Roddick and Hutchison, 1972). In our experience, 
the advantages of such a system greatly outweigh the 
disadvantages, many of which diminish or disappear with 
continued use. The drawbacks that we have encountered are 
summarized along with the advantages in table 1.

THE SYSTEM

The note system itself consists of the following elements:
1. Three different preprinted field sheets that may be used 

alone or in combination at each outcrop or geochemical 
sample site: a station sheet used to record basic data measured 
at an outcrop; a specimen sheet used to describe each rock 
sample; and a geochemical sheet used to describe each 
geochemical sample (figs. 2, 3, 4).

2. A key sheet for the data codes (table 2) (This sheet is 
glued inside the notebook cover.)

3. A written set of instructions on how to use the system. 
Complete written instructions are lengthy and tedious, how­ 
ever, and the system is more easily taught by example. 
Fortunately, the system is so quickly learned that after the 
first day the set of instructions can be left in camp. After a 
few more days, the key sheet is seldom referred to.

Station sheet

Basic geologic data about an outcrop are recorded on the 
station sheet (fig. 2), then keypunched on a standard 
80-column IBM card for sorting, preparing lists, and so on. The 
station sheet is preprinted on 5- by 8-inch white looseleaf

Table I. Evaluation of system of machine-processable field notes used in Granite Fiords wilderness study area, Alaska

Advantages Disadvantages

For most, easy to learn and use.
Greatly speeds note-taking with little likelihood of omitting key 

observations.
Especially useful in a helicopter-supported reconnaissance map­ 

ping project carried out by numerous geologists, assistants, 
and short-term "guest workers."

By machine sorting and listing of large volumes of geologic and 
geochemical field data, facilitates research and preparation of 
reports.

Reduces time and thereby cost of preparing geologic maps, 
structure diagrams, and geochemical contour maps.

For some, conversion from longhand notes to data coding is a major 
adjustment requiring considerable concentration and effort, at least at first. 
Some geologists will not wish to make this adjustment.

Reports may not be read by individuals who are skeptical or mistrustful of 
computer-assisted geologic research.

Without modification, this system cannot be used in geologic terranes 
markedly different from that in Granite Fiords.

Whereas programs for computer-printed derivative geochemical maps are 
available to U.S. Geological Survey users, programs for such maps compiled 
from geologic field data are not yet widely available to Survey geologists.

May create or suffer delays from keypunching backlogs.
Rapidly produces a bulky accumulation of field data sheets.
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Table 2. Key sheet showing codes for station, specimen, and geochemical sheets (figs. 2, 3, and 4)

LITHOLOGY: PLUTONIC: mafic present-0 ; H-l ; H/b-2 ; H=B-3; B/h-4 ; B-B ; gabbro-1 ; diorite-2 ; qtz dior-3 ; granodior-4 
qtz monz-6 ; granite-6 ; syenite-7 ; syenodior-8.

MIGMATITES:
stock work-SW
banded gn-BG
irreg b gn-IG
veined gn-VG
angular agmatite-AA
rounded agmatite-RA
elongate agmatite-EA
schlieren gn-SG
nebulite-NE

OTHER:
agglomerate-AG
alaskite-AK
amphibolite-AM
andesite-AN
aplite-AP
argillite-AR

GRAIN SIZE:
Granitic & meta:
1 -glassy
2 -v. fine <0 .5 mm
3 -fine 0 .5   1 mm
4 -medium 1   5 mm
5 -coarse 5 10 mm
6 -coarse 10 20 mm
7 -v. coarse 20 60 mm
8 -v. coarse 50 100 mm
9 -giant >1 0 cm

HETEROGENEITY:
homogeneous-H
slightly hetero-S
moder hetero-M
very hetero-V

MINERALS:
actinolite-AC
albite-AB
amphibole-AM
andalusite-AD
anorthite-AN
apatite-AP
arsenopyrite-AS
augite-AU
azurite-AZ
barite-BA
beryl-BE
biotite-BI
bornite-B?)
calcite-CA
chalcedony-CD
chalcocite-CC

DESCRIPTIVE TERMS:
acicular-AC
allo trio morphic- A L
amygdaloidal-AM
anhedral-AN
aphanitic-AP
augen-AU
banded-BN
bedded-BD
blastophitic-B?)
blastoporphyritic-BP
boudinage-BU
cataclastic-CA
clastic-CL
crinkled-CN
cryptocrystalline-CR
decussate-DE
diktytaxitic-DI

arkose-AK
basalt-BA
breccia-BR
broken-pillow

breccia-BP
calcsilicate-CS
cataclasite-CC
chert-CH
clay-CL
conglomerate-CQ
dacite-DA
dolomite-DQ
diabase-DB
dunite-DN
gneiss-GN
granulite-GA
gravel-GR
graywacke-GW

Sedimentary :
A-aphanitic <'/J6 mm
V-v. fine V 16 -V8
F-fine 14 -'/4
M-medium V4   *4
C-coarse lh  1 nim
Q)-v. coarse 1   2 mm
R-granule 2   4 mm
P-f pb grav 4  8 mm
G-m pb grav 8   1 6 mm
B-c pb grav 16 32 mm
D-v c pb grav 32 64 mm
L-cobble >64 mm

chalcopyrite-CP
chlorite-CL
chloritoid-CH
chromite-CM
chyrsotile-CR
clay minerals-CY
clinozoisite-CZ
cordierite-CQ
diopside-DI
epidote-EP
galena-GL
garnet-GA
glass (vol)-GS
glaucophane-GC
graphite-GR
hematite-HE
hornblende-H?)

equant-EQ
equigr anular-E G
euhedral-EU
feathery-FA
felty-FE
fibrous-FB
fissile-FS
flaky-FL
folia te-FQ
glomeroporphyritic-GL
gneissose-GN
granoblastic-G B
granofelsic-GF
granular-GR
helicitic-HE
holo cry st alline-H X
hornfelsic-HF
hyalopilitic-H?)

greenstone-GE
greenschist-GS
hornblendite-HB
hornfels-HF
keratophyre-KE
lamprophyre-LA
limestone-LS
marble-MB
mylonite-MY
obsidian-?) B
pegmatite-PG
phyllite-PH
phyllonite-PN
pillow breccia-PB
pillow lava-PL
quartzite-QZ
rhyoh'te-RH
sandstone-SS

INCLUSIONS: 
Shape:

mainly angular-A
mainly rounded-R
mainly elongate-E 

Type:
bedded-B
foliated-F
nebulous-N
porphyroblastic-P
granoblastic-G

SPECIMEN QUALITY:
outstanding-?)
good-G
poor-P
heterogeneous-H
inclusion-I

hypersthene-HY
ilmenite-IL
kyanite-KY
limonite-LI
magnetite-MA
malachite-ML
microcline-MK
mica-Mi
molybdenite-M?)
muscovite-MU
olivine-Q»L
opal-<DP
orthoclase-KF
plagioclase-PC
prehnite-PN
K-spar-PF
pyrite-PY

hypidiomorphic-HY
idioblastic-IB
idiomorphic-IM
ine quigranular-I Q
intergranular-I G
intersertal-IS
interstitial-IT
lepidoblastic-LP
leucocratic-LC
lineated-LN
melanocratic-MC
mylonitic-MY
myrmekitic-MR
needles-NE
nematoblastic-N B
ophitic-?)P
orbicular-?) R
pegmatitic-PG

schist-SC
semischist-SI
shale-SH
silstone-ST
skarn-SK
slate-SL
tuff-TU
unclassified:

agmatite-UA
gneiss-UG
meta-UM
plut.-UP
sedi.-US
volc.-UV
migmatite-UK 

volcanic breccia-VB 
volcaniclastic-VC

STRUCTURE:
axial plane PI ,P2
bedding SO
cleavage Cl ,C2
dike Dl ,D2
lamprophyre dk DL
pegmatite dk DP
fault /shear Fl ,F2
joints Jl ,J2
feldspath jt JF
fold axis Al ,A2
lineation LI ,L2
mineral lin LM
biotite lin LB
hblnde lin LH
silliman lin LS 
schistosity or

foliation Si ,S2
veins VI ,V2

pyroxene-PX
pyrrhotite-PR
quartz-QZ
rutile-RU
sanidine-SA
scheelite-SC
serpentine-SE
sillimanite-SI
sphalerite-SL
sphene-SP
staurolite-ST
talc-TA
tourmaline-T ?)
tremolite-TR
wollastonite-W 0
zeolite-ZE
zircon-ZI

platy-PL
poikilitic-PK
porphyritic-PP
porphyroblastic-P B
protoclastic-PC
radiating-RD
schistose-SH
seriate-SE
sieve texture-Si
slaty-SL
spherulitic-SP
subhedral-SB
sugary-SU
tabular-TB
vesicular-VS
vitrophyric-VP
vitroclastic-VC
xenoblastic-XB
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Interatatlon Notes (6)

Location: Traverse
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Figure 2. Station sheet as filled out in the field.

paper, slightly larger than that used in a standard U.S. 
Geological Survey notebook. We hope to have books bound 
with tearout sheets as for Survey notebooks.

The format of the station sheet suits our particular mapping 
purposes; others could easily be devised for different areas and 
types of data. At first glance, the station sheet, as well as the 
other two sheets, presents a formidable array of boxes that 
most first-time users feel an almost compulsive need to fill 
completely. At the same time, filling all those little boxes 
seems to take a long time because constant reference must be 
made to the key sheet (table 2). As the user's confidence 
grows, he soon gains speed and remembers the code, for 
example, that foliation is coded as Si and hornblende as H0, 
without having to check the key. Then, as with handwritten 
notes, he becomes selective in what he records, especially with 
regard to what must be coded in the field and what can be 
deferred.

The information entered in each field of the station sheet 
follows (numbers are box numbers, fig. 2).

I 5: Geologist and station number. First box is for the year, 
second the code for the geologist. Remaining three boxes 
allow up to 999 separate stations.

6: The number "1" placed in this box indicates important 
interstation comments written on the sheet.

7 10: Location and traverse number. For Granite Fiords, the 
location is a mile-to-the-inch quadrangle code, because the 
project area includes parts of 11 different quadrangles. This 
gives a general location for the station, which is especially 
helpful for rapid helicopter reconnaissance. Structural sub- 
provinces or mnemonic codes for geographic areas could be 
as easily used. Traverse number is used for further general 
location or keeping track of individual geologic traverses. We 
have not recorded this information as much as we had 
thought we would.

II-12, 18-19, 25-26, 32-33: Code for type of structural 
reading, for example, S = foliation, J = joint. Four structural 
readings may be recorded on one sheet. If more structural 
data are present than will fit on a single station sheet, 
additional station sheets may be used.

13-17, 20-24, 27-31, 34-38: Strike and dip of planar 
structures or bearing and plunge of linear features. For 
planar structures, the direction of dip need not be specified 
if the strike is always read as an azimuth with the dip to the 
right. For example, the foliation, SI, in figure 2, strikes N. 
54° E. and dips 27° SE.; the throughgoing joint set, Jl, 
strikes N. 32° W. and dips 68° NE. While this may seem 
confusing at first, one soon gets used to it. Such consistent 
notation facilitates computer translation of structural data 
to a format suitable for computer-generated fabric diagrams.

39 40, 50 51, 60 61: Rock names of main, secondary, and 
minor lithologies at the outcrop. A two-number code for 
plutonic rocks allows for both hornblende-biotite ratio and 
rock type. For other rock types, we use a two-letter 
mnemonic code, for example, AM = amphibolite, MB = 
marble.

41 42, 52 53, 62 63: Thickness of lithologic units; for some 
rocks, such as granite, these boxes would be left blank.

43: A letter code in this box Designates the units of thickness 
used, for example, F = foot, I = inches. This system allows 
the range of almost three orders of magnitude from 99 to 
0.1.

44. 54, 64: Grain sizes of lithologic types. See key (table 2).
45. 55: Percentage estimates, to the nearest 10 percent, of 

main and secondary lithologic types.
46-47, 48-49, 56-57, 58-59, 65-66: Two minerals per 

rock type considered significant to the geologist at the 
outcrop. Amphibole is not coded on figure 2 because the 
essential minerals of amphibolite are, by definition, horn­ 
blende and plagioclase and therefore unnecessary to code. 
The presence of biotite and garnet in the amphibolite, 
however, is considered significant.

67: Heterogeneity. Used mainly with migmatites and granitic 
rocks.
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68: See notes. A "1" in this box indicates significant 
information that will not fit into the computer format, for 
example, field sketches or extended rock descriptions.

69 72: Mineralization. Minerals of economic interest are 
recorded here. Detailed information about an outcrop with 
significant mineralization would be coded on the geo- 
chemical sheet.

73 75: Shape, type, and abundance, to the nearest 10 
percent, of inclusions in granitic rocks.

76: Additional material collected, such as thin-section samples 
or samples for chemical analysis. May be added later.

77: Number of samples collected at this station.
78: Photograph taken at station.
79: Records the number of station sheets used at each station.
80: File. A "1" is preprinted on each station sheet to facilitate 

selective machine retrieval of outcrop data.

Specimen sheet

A specimen sheet (fig. 3) is filled out for each sample 
collected at a station. Designed to describe the mineralogy and 
texture of the hand specimen rather than the entire outcrop, it 
is the same size as the station and geochemical sheets but is 
printed on blue stock. The following information is recorded 
on it (numbers are box numbers, fig. 3):
I 6: Geologist, station number, and sample number (= station 

number). The geologist and station number are the same as 
on the station sheet. We use a simple A, B, C system for 
different samples taken at the same station.

7 10: Location and traverse as on the station sheet.
II 23: Universal Transverse Mercator (UTM) grid reference. 

We prefer the UTM system over latitude and longitude 
because it is a metric decimal notation and because distances 
between grid lines are the same on all maps of the same scale 
throughout the world between lat 80° N. and 80° S. UTM 
grid ticks are the blue (not black) grid ticks on the margins 
of U.S. Geological Survey maps. Grid references are usually 
filled in during the evening by assistants.

24, 25: Rock name of sample. -
26 29: Two textural modifiers chosen from the list of 

descriptive terms on the key sheet; for example, foliated = 
F0, porphyroblastic = PB.

30 31: Color index. This may be a field estimate or an 
accurate measurement determined in the laboratory.

32: Specimen quality (for example, G, good; P, poor).
33 35: Specific gravity.
36: A "1" in this box indicates the presence of relict 

sedimentary features.
37-38, 45-46, 53-54, 61-62, 69-70: Names of minerals in 

the rock.
39-41, 47-49, 55-57, 63-65, 71-73: Percentage of each 

mineral present. This may be a field estimate or an accurate 
laboratory point count. Entry before the decimal point only 
indicates an estimate; an entry to the right of the decimal as 
well indicates a point count.

o SAMPLE SHEET O

Geol: Station Numb:Spec Numb

Location: Traverse

Universal Transverse 
Mercator Grid Reference

Specimen Rock Name
Texture
Texture

Color Index
Specimen Quality (32)
Specific gravity
Relict Features present(36)

COMPOSITION

78 9 10 

East I ^ . A .',

./. 8.4.2.4.01

25 5 27 28 29

\2,0\\&\\ . . II I
30 31 32 33 35 36 
Mineral TL

IB.JII2.0,
Texture g.s.

37 38 39 41 42 43 44

lQ.Zll2.5t
45 46 4746 47 49 50 51 52

t 2 f MP.3II5I
53 54 55 57 58 59 60

(4) DIFFIC ro LISTING FK&Z |P|C| |5 tOt I i&i^l 14- 1
61 62 63 65 66 67 68 

W£ATH, XJ.S |/?,y| | , /, | \E t U\ [3j(5)

Blank (77)
Thin Section(78) CUT J. FOL.
Card Number (79)
File (80)

69 70 71 73 74 75 76

\r>23L\
77 78 79 80

LlGUT-Coi. MV-~Bi sc 

MOST SC IS 

SPL..

To 6 " TK. .

Figure 3. Specimen (sample) sheet as filled out in the field.

42-43, 50-51, 58-59, 66-67, 74-75: Texture or habit of
each mineral, taken from the list of descriptive terms on the
key sheet. 

44, 52, 60, 68, 76: Grain size of each mineral. A different
code is used for sedimentary rocks than for igneous and
metamorphic rocks. 

77: Blank. 
78: A "T" in this box indicates that a thin section has been

prepared. 
79: Records the number of specimen sheets used at each

station. 
80: File. A "2" is preprinted on each specimen sheet to

facilitate selective machine retrieval of sample data.

Geochemical sheet

The geochemical sheet (fig. 4) is used for data on samples to 
be chemically analyzed by the standard 30-element semi-
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o GEOCHEHICAL SHEET O

Geol: Station number

Location: Traverse

Tag Number

Map Number

Universal Transverse 
Mercator Grid Coordinates

12.5.3.3.51

67 89

10 15

I . , , I
16 19

.5.3.01
20

"\6J ,8.4,2,1 t O\
             STREAM SEDIMENTS 

Flowing Stream* 
Typical Sample* 
Bank(B) or scream center(C) 33

             ROCK SAMPLES    
Typical Sample* 
Intensity of mineralization (B=
background sample or none, 1*
weak, 2=moderate, 3=strong)

U U U
33 34 35...

3iT 37

Rock name:Mlnerals

Sample type (G=grab sample, 
K-composlte sample, C=chip 
sample, H= Channel sample, 
fiU in distance for C&H )

COMMENTS:

l5.CllBjll6.AllP.cl
38 39 40 41 42 43 44 45

67

78

ample type (R,S): file
(y^s»l; ffo^O)

7 IS ffZ Ast. PAP______
79 80 

I PB . 118

dy mo yr Traverse &S.HM CAfi/AL

Figure 4. Geochemical sheet as filled out in the field.

quantitative spectroscopic method. It is the simplest of the 
three to fill out, yet the most useful because it facilitates 
ordering and listing of geochemical results. Specific fields on 
this sheet, which is printed on pink stock, are explained below 
(numbers are box numbers, fig. 4). 
1 5: Geologist and station number as on sheets 1 and 2. 
6 9: Location and traverse as on sheets 1 and 2.

10-15: Used for a six-place letter and number code assigned 
to each sample by the U.S. Geological Survey Branch of 
Analytical Laboratories.

16-19: Map number (optional). A simple number arbitrarily 
assigned to a sample on a particular map so that cumber­ 
some laboratory and field station numbers may later be 

omitted. 
20 32: Universal Transverse Mercator coordinates. Same as on

specimen sheet. 
33-35: Filled in for stream-sediment samples only, to convey

information about sample and sample site. 
36-50: For specimens other than stream-sediment samples: 

36: A subjective estimate by the geologist as to whether 
the sample is typical in amount of mineralization, and 

so on.
37: Intensity of mineralization indicated by a simple code. 
38-45: Fields for the name of the rock and three

important minerals. 
46 50: Sample type and sampling interval for chip and

channel samples. 
51 78: Free coding space for important comments about the

sample.
79: Used to indicate whether sample is stream sediment or 

other sample. Coding the information in this space makes 
for easy separation of samples.

80: File. A "3" is preprinted on each geochemical sheet to 
facilitate selective machine retrieval of geochemical data.
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ICE AGES AND THE THERMAL EQUILIBRIUM OF THE EARTH

By DAVID P. ADAM, Menlo Park, Calif.

Abstract. A model for climatic change, and particularly for the 
changes of the late Cenozoic, involves as its primary variables the 
albedo of the earth and the heat storage characteristics of the oceans. 
Geography exerts a strong influence. The model proposed does not 
require metaphysical causes or astronomical events other than known 
variations in the earth's orbit.

The changes that have occurred in the climate of the earth 
are a scientific enigma. Many qualitative and quantitative 
changes of past climate have been described, but their causes 
have remained obscure; this has resulted in a proliferation of 
suggested causes of climatic changes.

An ideal theory of climatic change should be able to explain 
the entire range of climates observable in the geologic record 
in terms of predictable variations in parameters known to 
change. The most severe test for any theory of climatic change 
is continental glaciation, the most extreme climatic disturb­ 
ance of long duration recognized in the geologic record; a 
reasonable theory of glaciation should be able to explain 
nonglaciation as well.

The theories of climatic change are legion, and this paper 
will not attempt to review them. Reviews of older contribu­ 
tions (Charlesworth, 1957; Brooks, 1949; Schwarzbach, 1963; 
Shapley, 1953) and the current state of knowledge (Flint, 
1971; Embleton and King, 1968; Mitchell, 1968) are available 
in the literature.

It has long been recognized that climatic changes represent 
changes in the energy budget of the earth: changes in the net 
amount of solar energy absorbed by the earth, in the seasonal 
or geographic distribution of that energy, or (now that 
continental drift is once again respectable) in the distribution 
of land and sea relative to the available energy.

The thesis developed here is that changes in the earth's 
energy budget can be satisfactorily explained by terrestrial 
causes, specifically by interactions between the thermal 
characteristics of the oceans and changes in albedo. The only 
extraterrestrial factor given any credence is the fluctuation of 
solar energy in the Milankovitch theory.

The main points of the model proposed here are: (1) the 
energy to fuel the intensified atmospheric circulation neces­ 
sary to nourish Northern Hemisphere ice sheets is the heat

stored in the oceans during the previous interglacial interval; 
(2) this energy source is tapped when perennial, high-albedo 
snowfields develop in the subarctic and create a strong energy 
gradient between themselves and the oceans, thereby initiating 
a glaciation; (3) a glaciation terminates when the oceans cool 
to the point where the energy gradient between the oceans and 
snowfields is no longer sufficient to nourish the ice sheets; (4) 
interstadial intervals arise when a surface layer of relatively 
fresh glacial melt water forms in the North Atlantic Ocean, 
isolating the warm ocean waters from the air-sea interface and 
decreasing the energy gradient between the oceans and the ice 
sheets; and (5) all of this depends to a great extent upon the 
present geographic configuration of the earth, as continental 
drift is very important in determining the climatology of the 
earth over long time intervals.

Nearly all the elements of the model described here have 
been suggested before, and there is in this sense little that is 

new in it. But little explicit attention has been given the 
thermal equilibrium of the earth as a unifying concept, and 
that is the primary focus of this paper.
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THE GLOBAL ENERGY BUDGET

The energy budget of the earth must be the keystone of any 
model of climatic change. The gross energy budget may be 
expressed simply as

G-L = S, (1)

where G is the total energy gained from all sources, L the total 
energy lost to space, and S a storage term.

The incoming energy, G is derived almost entirely from the 
sun (Sellers, 1965); in this paper all other sources will be 
ignored and assumed to be constant. If the energy output of 
the sun is held constant, and if fluctuations of the Milanko­ 
vitch type are passed over for the moment, then G is a

587
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function of the planetary albedo, a,

«), (2)

where Q is the solar energy available at the top of the 
atmosphere.

The outgoing energy, L, is controlled by the temperature 
and emissivity of the earth,

L = eaT4 , (3)

where e is the emissivity, a the Stefan-Boltzmann constant, 
and T the absolute temperature. When changes in the 
emissivity are not large, e may be regarded as a constant, and L 
is then a function of T4 .

The storage term, 5, is simply the difference between G and 
L. When energy gains exceed losses, S is positive and the earth 
is warming; negative values of S correspond to a cooling earth.

When the earth is at radiative equilibrium, 5 must equal 
zero. At equilibrium, the mean temperature of the earth is 
some value, Te q, such that energy gains are just balanced by 
energy losses. Te q is a function of cr, for any value of a and 
geographic configuration of the earth, there is a corresponding 
value of Te q. When S = 0, net energy losses from the surface of 
the earth must be directed outward to space, for energy losses 
from the surface to deeper layers represent storage.

When the climate changes, the temperature of the earth 
changes, and hence S ^ 0. Kukla (1969, 1972) and Budyko 
(1969) have recently emphasized the significance of the 
planetary albedo in producing climatic changes; the albedo is 
taken here as the primary controlling variable for the global 
energy budget. Adjustments of climate produced by albedo 
changes will differ in character depending upon whether S is 
positive or negative.

When 5 is positive, the earth is warming. Land surfaces warm 
rapidly, for their heat capacities are fairly low, and heat must 
be stored in a relatively thin layer near the surface. Oceanic 
surface temperatures also adjust fairly quickly because warm­ 
ing a layer of water at the surface makes that layer lighter, 
increasing the stability of the water column. The sea surface 
will warm until energy losses balance energy gains and the 
surface temperature reaches Te q. Most of the surface energy 
loss will always be directed upward, but until the ocean 
reaches a steady state, some heat from the surface will be used 
to warm the deeper water. (Some evidence that this has 
occurred during the Holocene has been presented by Ruddi- 
man and others, 1970.) The steady state will not occur until 
the oceanic depths are in equilibrium with the surface.

Adjustment of temperatures at depth will be very slow, 
because a water column warmed from the top is highly stable 
and because areas occupied by warmer surface water masses 
are characterized by upwelling of cooler water from beneath 
the thermocline to balance evaporative losses. However, 
surface evaporation in the middle of a gyre produces a gradual 
increase in salinity above the thermocline, and this tends to 
increase the density of the warm water and deepen the

thermocline. Small positive values of S will persist until the 
process is complete (T = Te q) or until Teq changes.

When S is negative, the land surface cools rapidly because of 
the same factors that control its warming low heat capacity 
and a relatively thin layer of heat storage. The surface of the 
ocean, however, can only change temperature relatively 
slowly. A parcel of water cooled at the surface becomes 
denser, sinks, and is replaced by a lighter parcel of warm water 
from beneath. In cooling, a much deeper layer of water must 
change to effect a given change in the surface temperature 
than when warming occurs. The differences between responses 
of the earth to warming and cooling are summarized in table 1.

Table 1. Selected characteristics of the response of the earth to 
changes in the energy budget

Temperature changes:

Large time lags:

Ocean at depth behind ocean surface . . .

Warming 
(S>0)

Rapid
Rapid
Slow

No
Yes

Cooling 
(S<0)

Rapid
Slow
Slow

Yes
No

LONG-TERM CLIMATIC CHANGES

The so-called flywheel effect of the oceans can be impor­ 
tant, even over very long time periods, as long as the earth is 
cooling and Teq changes more rapidly than the oceans respond 
(table 1). The last very long period change in terrestrial climate 
was the general worldwide cooling in the Cenozoic, which has 
been amply documented (Emiliani, 1958; Schwarzbach, 
1963). This cooling has been attributed to the movement of 
Antarctica into a polar position (Emiliani, 1958; Ewing and 
Donn, 1958; Bonn and Ewing, 1966; Flohn, 1969; Crowell 
and Frakes, 1970); paleomagnetic evidence of sea-floor spread­ 
ing between Australia and Antarctica suggests that since the 
Eocene, the two continents have separated by about 30° in a 
north-south direction (LePichon and Heirtzler, 1968).

A necessary condition for the development of a perennial 
snow cover on Antarctica was satisfied when that continent 
attained a polar position during the early Tertiary. It is not 
clear to what extent the initial early Tertiary cooling was 
caused by a change in the position of Antarctica and to what 
extent by other factors such as the emergence of the 
continents during the early Tertiary (Damon, 1968) and 
changing oceanic circulation (Hopkins, 1972; Frakes and 
Kemp, 1972). In any case, the high latitude and a gradually 
cooling climate permitted a permanent snow cover to form on 
Antarctica at some time during the Miocene (Denton and 
others, 1971; Rutford and others, 1968; Gould, 1940). This 
was critical for the energy budget of the earth, for it increased 
the planetary albedo and lowered Te q.
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The decrease in Teq required that the earth cool (S < 0). 
The biggest obstacle to this cooling was the heat stored in the 
oceans. Even the bottom waters were 8°C warmer at the 
beginning of the Tertiary than at present (Emiliani, 1954, 
1958); consequently, the entire water column had to cool by 
several degrees, and this involved the loss of an immense 
amount of heat. The oceans, because of their limited rate of 
heat loss, acted as a buffer to retard the cooling of the earth 
during the Tertiary.

With increasing, knowledge of the geochronology of the 
Pleistocene brought about by potassium-argon dating has come 
a better knowledge of the timing of the several glaciations. 
Mountain glaciation in Antarctica (Hollin, 1969b) and around 
the North Pacific had begun by the Miocene, but the earliest 
widespread montane glaciation in temperate latitudes did not 
occur until about 3 m.y. ago in the Pliocene (Kent and others, 
1971). Dated till deposits of this age have been recognized in 
Iceland (Einarsson and others, 1967), California (Curry, 
1966), Argentina (Mercer, 1969a), and possibly New Zealand 
(Matthews and Curtis, 1966; Stipp and others, 1967). Since 
then, several major glacials have occurred, but as Chappell 
(1968) noted, a change in the periodicity of the glaciations 
took place around the beginning of the classical European 
glacial sequence, the glaciations since the Gu'nz occurring at 
much closer intervals than those prior to it. Chappell attributes 
this change in frequency to a change in the oscillation period 
of the Ewing and Donn system (Ewing and Donn, 1956, 1958; 

Bonn and Ewing, 1966); a different interpretation is made 
here.

With the present continents and oceans, the Antarctic ice 
sheet is a permanent feature of the earth and probably will 
remain one until the pole shifts. Wilson (1964, 1966, 1969) 
has proposed that the Antarctic ice may advance very rapidly 
on occasion because of the buildup of a layer of water at the 
base of the ice and a resulting significant decrease in the basal 
friction. This theory received strong support from the recent 
discovery of water at the base of a long borehole through the 
Antarctic ice sheet (Gow and others, 1968) and has been 
further discussed by Hollin (1969a, 1970) and Hughes (1970).

It seems likely that the long-period glacial cycles of the late 
Tertiary were produced by fluctuations in the Antarctic ice 
sheet, perhaps in accord with Wilson's theory. But until about 
3 m.y. ago, the buffering effect of the oceans upon world 
climate prevented glaciations outside Antarctica except in 
coastal Alaska (Denton and Armstrong, 1969). Bandy (1968, 
p. 72), working in the Southern Hemisphere, observed that

In addition to the classic expansions of polar planktonic foraminiferal 
faunas during the Quaternary, there were earlier expansions almost as 
great during the Middle Pliocene and the later Miocene. The first major 
expansion, during the later Miocene, appears to have occurred between 
about 10X10* and 11X106 years ago, possibly slightly more; the 
Middle Pliocene expansion occurred between about 5X10 6 and 7X106 
years ago, and the Classic Pleistocene commenced about 3X10 6 years 
ago or perhaps slightly earlier.

I consider it likely that the early Pleistocene and earlier Tertiary

mountain glaciations throughout the world were a response to 
worldwide cooling caused by advances of the Antarctic ice 
sheet. All Cenozoic glaciations prior to the Gu'nz and 
Nebraskan are included.

The observed general synchroneity of Quaternary montane 
glaciations throughout the world with the northern conti­ 
nental ice sheets (and of the ice sheets with each other) can be 
explained by the cooling effects of the ice sheets and the 
oceans upon the atmosphere. This would suggest that whereas 
continental ice sheets as a group respond primarily to changes 
in precipitation and tend to control their own temperature, 
mountain glaciers and small icecaps may respond much more 
to external temperature changes, as well as to precipitation. 
And whereas continental ice sheets greatly affect the world 
climate, mountain glaciers are more passive and are controlled 
by the climate.

CONTINENTAL GLACIATIONS IN THE 
NORTHERN HEMISPHERE

Not until the Nebraskan and Giinz is there strong evidence 
for continental glaciations in the Northern Hemisphere. I 
suggest that these glaciations owe their existence to a different 
mechanism than the earlier ones.

As the oceans cooled during the Tertiary, their warming 
effect upon the subarctic regions diminished. Eventually a 
point was reached after which the combination of a reduced 

warming effect of the oceans on the subarctic and major 
radiation minima of the earth-insolation curve (Milankovitch, 
1941; Broecker, 1966; Kukla, 1972) permitted the develop­ 
ment of perennial snowfields over large areas in the subarctic.

As in the Antarctic, the development of a perennial 
snowfield in the Northern Hemisphere increased the planetary 
albedo and lowered Te q- Because of the thermal behavior of 
the oceans (table 1), the surface temperature of the oceans 
before the development of the perennial snowfields must have 
been either equal to or only slightly below Teq. Therefore, the 
lowering of Te q produced by the development of the perennial 
snowfields must have resulted in T> Te q.

Now, when T > Teq , the earth must cool. The landmasses, 
particularly in the areas of perennial snowfields, will cool 
rapidly, but the oceans cannot. The immediate result is a 
strong energy gradient between the oceans and the snowfields. 

To regain thermal equilibrium, heat must be transferred from 
the oceans to the snowfields, and the most effective mecha­ 
nism for doing this is the transport of energy as latent heat. 
Water and energy are removed from the warm oceans and 
transported to the snowfields. The water precipitates as snow, 
and the latent heat is released and radiated to space, cooling 
the earth; continental ice sheets develop, and the nourishment 
process continues until Teq changes, thermal equilibrium is 
reached, or the warm ocean waters are isolated from the 
surface.

The energy source for the intensified circulation necessary 
to nourish continental ice sheets is the heat stored in the
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oceans during the previous interglacial or nonglacial period, as 
originally proposed by Stokes (1955). There is no stable mode 
of atmospheric circulation which nourishes middle-latitude 
continental ice sheets, as Broecker (1966) has suggested; 
rather, rapid growth of ice sheets occurs during periods of 
major disequilibrium in the energy budget of the earth, when 
T > Teq. The rate of nourishment of the ice sheets depends 
upon the energy gradient between the continental ice sheets 
and the oceans and will gradually diminish as the oceans cool.

If glaciers are nourished by the process of latent-heat 
transport across an energy gradient, then orographic barriers 
will have a strong effect upon the patterns of nourishment. 
Moist air cannot cross mountain ranges without losing much of 
its moisture and releasing its latent heat. Large mountain 
ranges between the continental ice sheets and warm oceans 
will partly isolate the icecaps from those oceans as moisture 
sources. This explains, in part, why the Atlantic Ocean appears 
to have been much more important than the Pacific in 
nourishing the ice sheets of the Northern Hemisphere. The 
Pacific is bordered by high mountain ranges around much of 
its northern periphery, making it difficult for large amounts of 
latent heat to escape from the Pacific basin, especially 
eastward in the direction of the prevailing atmospheric 
circulation.

This mechanism provides a solution to the problem of how 
to fuel an intensified circulation without warming the polar 
regions and thereby creating conditions inimical to glaciation. 
The heat stored in the oceans is a special energy source that 
can contribute substantially to the global energy budget only 
when the earth is rapidly cooling.

Ice sheet growth

If continental ice sheets, once started, are nourished as 
outlined above, then their pattern of growth may be predicted. 
If the rate of ablation is assumed to be some monotonic 
function of the rate of nourishment there must be some 
equilibrium area, A e q, and cross-sectional convexity, Ceq , at 
which the mass budget of the ice sheet would be zero, 
accumulation would balance ablation, and the surface slope of 
the ice sheet would maintain just enough flow for these 

conditions to persist. The convexity of the profile may be 
taken to be some function of the surface slope of the ice sheet. 
In figure 1, a schematic representation of ̂ 4 e q, the actual area 
of the ice sheet, A, and the actual convexity of its profile, C, 
are plotted against time for the early part of a glacial interval. 
A similar approach has been used by Segota (1963).

The rate of nourishment of the ice sheet will be greatest 
fairly early in its history, when the energy gradient between 
the oceans -and ice sheet is at its maximum. The rate of 
nourishment will then slowly decline as the oceans cool. The 
equilibrium area of the ice sheet, A eq , will behave in a parallel 
fashion, as it is assumed to be a function of the rate of 
nourishment.

TIME   -

Figure 1. Postulated relations between equilibrium area, A en', actual 
area of ice sheet, A', and actual convexity of the profile, C; plotted 
against time for the early part of a glacial interval. Scales are 
deliberately unspecified.

The actual size of the ice sheet, ^4, cannot reach Ae ^ for 
some time, for there is a lag in the transfer of water from the 
oceans onto the glacier. While /4 eq>A, the ice sheet will have a 
positive mass budget, as indicated by the shaded area on figure 
1. The response of an ice sheet to a positive mass budget is to 
increase the convexity of its surface, C, so as to flow more 
rapidly. While A ec. > A, dC/dt > 0, and C will attain its 
maximum value when A - A e^ for the first time. But at that 
point, C > Ceq . As the rate of flow of the ice sheet is 
controlled by C, the ice sheet will continue to advance beyond 
A eq, overextending itself. The response time for this over- 
extension will be less than the time required for ice to pass 
through the glacier, for the oversteepening of the ice surface 
will propagate as a kinematic wave, as described by Nye (1960; 
1963a,b;1965).

The relations plotted on figure 1 suggest that, for the 
proposed pattern of nourishment, it is not possible for an ice 
sheet smaller than Ae q simply to grow to equilibrium size; 
rather, it must overshoot the mark to some degree because of 
the lag time between the increase in area and the correspond­ 
ing adjustment of the convexity of the ice sheet to an 
equilibrium state. The convexity must increase as long as the 
mass budget is positive, and the rate of flow is a function of 
the convexity. Hence the profile of the ice sheet when A e(. is 
first reached must be the profile of an advancing glacier, rather 
than an equilibrium profile. Equilibrium can be reached only 
by an overextension of the ice sheet, followed by a melting 
back until A = A e q and C = Ceq. The degree of overextension 
will depend upon the rapidity of growth of the ice sheet.
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The overextension of continental ice sheets is supported by 
the record of stagnation of the margins of continental ice 
sheets, as in Minnesota and North Dakota, where stagnant ice 
developed both at the end of the Wisconsin and between 
glacial advances (Wright and Ruhe, 1965; Florin and Wright, 
1969; Clayton, 1967).

The role of melt water

The proposed overextension of ice sheets is important here 
because it will result in the production of large volumes of 
melt water within a fairly short time interval, and the way in 
which that melt water returns to the sea will have a critical 
effect upon the subsequent history of the glaciation.

Because the Pacific Ocean is largely isolated from the 
Northern Hemisphere continental ice sheets by mountain 
ranges, glaciations in the Northern Hemisphere are fueled by 
evaporation from the Atlantic Ocean. The effects felt there 
during glacial growth are a mixing and cooling of the surface 
layers of the ocean and an increase in salinity. Both the 
decrease in temperature and the increase in salinity will 
increase the density of the surface water and promote 
overturning.

When melt water is added to the oceans, the position it 
assumes is controlled by the relative densities of the melt 
water and sea water. It seems likely that the large volumes of 

glacial melt water, with a low density resulting from low 
salinity, returned to the oceans as surface water, rather than as 
bottom or intermediate water. I arrived at this conclusion 
while working on an early version of this paper (Adam, 1969). 
Olausson (1969; Olausson and Jonasson, 1969) independently 
reached the same conclusion in his "meltwater contamination 

theory," in attempting to reconcile the foraminiferal and 
0 16 /0 18 records for the Wiirm/Flandrian transition in the 
North Atlantic. Other workers have also discussed this 
problem (Weyl, 1968; Mercer, 1969b; Rasool and Hogan, 
1969; Mandich, 1970).

The effects of a surface layer of melt water would be most 
strongly felt in the North Atlantic, for two reasons: (1) the 
most pronounced density changes would occur in the Atlantic, 
for it is the source of most of the moisture transferred to the 
ice sheets and hence the region of the greatest salinity and 
temperature changes; and (2) some 75 percent (Olausson, 
1969) to 95 percent (Emiliani, 1955) of the melt water from 
the Northern Hemisphere continental ice sheets flowed into 
the North Atlantic, either directly or through the Gulf of 
Mexico, the Arctic Ocean, or the Mediterranean. Area figures 
given by Schott (1942) and von Arx (1962) indicate that the 
Atlantic Ocean north of the Equator, including peripheral seas, 
is about one-sixth the area of the total world oceans. If all the 
melt water entering the Atlantic spread uniformly over the 
surface, each 1-m rise of sea level would produce a surface 
layer of water from 4/z to nearly 6 m thick.

When a layer of relatively cool, fresh water overlies warmer,

more saline water, the resulting lamination and stratification 
of the water column is very stable, as has been shown 
experimentally by Turner and Stommel (1964). Their experi­ 
mental setup was analogous to that proposed for the ocean, 
except that they maintained a temperature gradient by heating 
their water column from beneath, whereas for a cooling ocean 
the gradient would be maintained by the removal of heat at 
the surface. They observed that the layering is very stable 
because the diffusivity of salt in sea water is very much lower 
than the conductivity of heat; because salt cannot enter the 
surface layer readily, the density difference can be maintained 
even though heat is transferred across the interface rapidly.

The behavior of a surface layer depends upon whether it is 
warmed primarily from the top or from the bottom. If the 
ocean is not cool enough that its surface temperature is near 
Te q, then the introduction of a relatively fresh, cool layer of 
surface water will partially isolate the oceanic heat source 
from the atmosphere and reduce the rate of nourishment of 
the ice sheets, resulting in an interstadial period for the 
continental glaciers.

The proposed state of the North Atlantic during an 
interstadial is shown in figure 2. Heat is transferred from the 
warm, subsurface oceanic layers to the atmosphere only after 
passing through the surface water layer. Convection takes 
place within the surface layer and within the deeper layer, but 
because of the density discontinuity between the two layers, 
there is little or no physical transfer of water from one layer to 

the other. Heat moves into the surface layer by conduction; 
this requires that the surface layer be somewhat cooler than 
the deeper layer, for otherwise no heat transfer would take 
place. Eventually, mixing and diffusion at the base of the 
surface layer and evaporation at its surface will raise the 
salinity of the top layer to the point at which it becomes dense 
enough to mix with deeper water. This brings the warm water 
to the surface again, ending the interstadial period. The length 
of the interstadial depends upon the thickness of the layer of 
surface water formed in the Atlantic and the temperature of 
the deeper water.

An interstadial is thus characterized by a surface layer of 
water warmed primarily from beneath, as heat is transferred 
from the warm ocean to the continental ice sheets. The ocean 
still provides, in addition to current solar radiation, the extra 
energy necessary to maintain the ice sheets, but the size of the 
ice sheets is smaller than when warm ocean water is present at 
the air-sea interface.

The end of a glacial interval occurs when the energy gradient 
between the deeper water and the surface is not great enough 
to fuel convective overturning of the surface layer. The rate of 
nourishment then drops below the rate necessary to maintain 
continental ice sheets. They shrink, the planetary albedo 
drops, and Teq rises. The oceanic surface layer warms from the 
top, producing the rapid warming of the oceans observed at 
the beginning of interglacial intervals (Broecker and others, 
1960; Broecker and Van Donk, 1970).
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Figure 2. Presumed cross section of the upper part of the North 

Atlantic Ocean during an interstadial period. A, atmosphere; B, glacial 
melt water, with lower salinity, temperature, and density than C; C, 
sea water. Heavy arrows represent warm, rising limbs of convective 
cells.

At the beginning of an interglacial interval, the heating of 
the surface layer of the ocean is restricted to a thin layer 
because of the initially low salinity of the surface water and 
the consequent high stability of the water column. Because of 

this high stability, the surface layer may attain a higher 
temperature than would be possible if mixing were to a greater 
depth. This condition cannot long obtain, for the salinity of 
the surface layer increases as salt diffuses from the bottom to 
concentrate within the surface layer by evaporation. When the 
surface layer becomes dense enough that mixing occurs with 
the colder water beneath it, then the surface temperature will 
decrease. This may explain the postglacial climatic optimum 
and the subsequent temperature decline.

The trigger factor

A necessary but not sufficient condition for continental

glaciation is that the warming of the subarctic by the oceans 
must not be so great as to prevent the forming of snowfields. 
For this reason, the movement of Antarctica into a polar 
position during the Tertiary may be regarded as triggering the 
Pleistocene as a whole. Within the Pleistocene, the individual 
glaciations required some triggering mechanism, and this is the 
trigger factor discussed here.

The point of departure for most theories of glaciation has 
been the trigger factor, some combination of events that 
causes a glaciation to commence. This paper has developed a 
model for what goes on within a glaciation. If this mechanism 
is correct, then the trigger factor may be defined as a 
combination of conditions that permits a perennial snow cover 
to develop in the subarctic. Two theories of glaciation seem to 
offer plausible trigger factors: (1) the variations in incoming 
energy as a result of the orbital characteristics of the earth 
(Croll, 1875; Milankovitch, 1941; Emiliani and Geiss, 1957; 
Broecker, 1966; Kukla, 1969; Evans, 1971), and (2) the Ewing 
and Bonn theory, which involves repeated freezing and 
thawing of the Arctic Ocean (Ewing and Donn, 1956, 1958; 
Bonn and Ewing, 1966).

An open Arctic Ocean at first glance seems attractive as a 
triggering agent. It is reasonable to assume that the Arctic 
Ocean has not always been frozen; yet it is frozen now. The 
question is: Has it repeatedly frozen and thawed, and, if it has, 
were these changes sufficient to initiate glacial and (or) 
interglacial intervals?

As a logical consequence of the model proposed, the 
increased heat storage in the Atlantic during interglacial 
periods would be expected to eventually thaw the Arctic 
Ocean, if the interglacial lasted long enough. The open Arctic 
would then provide an increase in snowfall in the subarctic, 
permitting a perennial snow cover to develop.

While an open Arctic Ocean seems quite possible as a trigger 
factor, it does complicate the model, because the opening of 
the Arctic would decrease the planetary albedo and raise Te(,- 
This would require the development of a much larger perennial 
snowfield before a glaciation would commence, for the 
required condition is that Teq < T. It would also seem 
necessary to require that the Arctic Ocean freeze over before 
the first interstadial, for if it did not, the interstadial decrease 
in size of the continental ice sheets could lower the planetary 

albedo to the point at which the ice sheets would disappear. 
Bonn and Ewing (1966), in the latest version of their theory, 
have taken the position that the Arctic does freeze over soon 
after glaciation is triggered.

If an open Arctic Ocean is the trigger for continental 
glaciation, certain constraints are imposed upon the model 
that we cannot be certain are satisfied. It would be preferable 
to trigger continental glaciation without requiring an open 
Arctic.

The earth-insolation curve offers a reasonable trigger factor 
that does not require an open Arctic Ocean. In one recent 
form (Broecker, 1966), maxima and minima of summer 
insolation around lat 65 N. are presumed to trigger changes in
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the climate of the earth between glacial and nonglacial modes, 
which are presumed to be stable. The model presented here 
differs in that the glacial mode of circulation is self-limiting.

It is probable that the radiation curve can rarely switch the 
earth's climate to a cooling mode; once a continental ice sheet 
becomes established, changes in the planetary albedo produced 
by changes in the ice cover will be of much greater magnitude 
than the changes resulting from the influence of the earth- 
insolation curve. Once a glaciation is triggered, its subsequent 
course is largely independent of the earth-insolation curve.

A great attraction of the earth-insolation hypothesis is that 
it has a built-in time scale and is therefore subject to testing by 
various dating methods. Recent work by Broecker and his 
associates (Broecker, 1966; Broecker and Thurber, 1965; 
Broecker and others, 1968; Mesolella and others, 1969; 
Broecker and van Donk, 1970; see also Kukla, 1972; Emiliani, 
1958, 1966; Evans, 1971) has provided considerable evidence 
in support of Milankovitch's theory. The theory proposed 
here, if correct, would indicate why: the summer insolation 
minima at lat 65° N. are able to trigger glaciations by 
decreasing the summer snowmelt sufficiently to permit the 
development of perennial snowfields.

NORTHERN VERSUS SOUTHERN HEMISPHERES

If the model proposed is valid, we are left with the 
esthetically unpleasing situation of two separate, and largely 

independent, causes for Cenozoic glaciations: (1) advances of 
the Antarctic ice sheet, possibly in accord with Wilson's 
theory, and probably most active during the initial late 
Cenozoic glaciations; and (2) a combination of cool oceanic 
surface temperatures (relative to, say, the Mesozoic) and 
minima of the Milankovitch radiation curve at subarctic 
latitudes permitting the development of perennial snowfields. 
In either case, the planetary albedo will rise and the earth will 
cool. Growth of the Antarctic ice sheet is limited by the ocean 
surrounding it.

An interesting asymmetry is present; a major Antarctic 
glacial advance would probably cause the formation of 
perennial snowfields and continental ice sheets in the Northern 
Hemisphere, but the formation of Northern Hemisphere ice 
sheets would either have no effect on the Antarctic ice or 
actually cause it to recede, because the cooling of the oceans 
would decrease the temperature contrast between the ice and 
the oceans. The Antarctic ice sheet should be largest at the end 
of Northern Hemisphere interglacials, assuming the rate of 
nourishment of the ice sheet to be greatest when the 
surrounding oceans are warmest. The retreats of the Antarctic 
ice should precede retreats elsewhere in the world by some 
thousands of years, unless the response time of the Antarctic 
ice is much longer than the response times of the Northern 
Hemisphere glaciers.

GREENLAND

The role of the Greenland icecap during the Pleistocene is

not clearly implied by this model. However, the persistence of 
Greenland ice during interglacial periods can be inferred, as the 
ice is held in by mountains around much of its periphery and 
is therefore unable to overextend itself (A > 4eq) as readily as 
other northern continental ice sheets. The response time of the 
Greenland ice sheet is presumably much longer than the 
response time for ice sheets that flowed over fairly flat 
surfaces and is probably much longer than the period of the 
oscillations of the margins of other ice sheets. Granted that the 
present existence of the Greenland ice also depends strongly 
upon its proximity to a good moisture source, had the 
response time of the ice sheet been shorter and its bed flatter, 
it probably would have disappeared with the other Northern 
Hemisphere continental ice sheets at the end of the Wisconsin.

FURTHER IMPLICATIONS

The implications of this theory are of great interest, for the 
changes in the vertical circulation of the Atlantic Ocean and 
the development of layering produced by glacial melt water 
have not been generally considered as possibilities. It is 
difficult to demonstrate past changes in the vertical circulation 
of the oceans except under special circumstances.

One such special case is the Mediterranean Sea. Bradley 
(1938) proposed that the deep waters of the eastern Mediter­ 
ranean should stagnate during times of high glacial runoff, 

because relatively fresh, cool melt water would prevent 
oxygenated surface water from sinking and ventilating the 
closed basins, as happens now (Wiist, 1961). Olausson (1961) 
has shown that this is indeed so in a very good discussion of 
the layering problem. The present stratification of the Black 
Sea (Gaspers, 1957) and the Arctic Ocean (Donn and Ewing, 
1966; Neal and others, 1969; Neshyba and others, 1971) 
demonstrates that very stable stratification may occur in large 
water bodies. It seems likely that, given a sufficient influx of 
melt water, similar layering could persist in the North Atlantic 
for time intervals on the order of a few hundred to a few 
thousand years.

Support for greater convective overturning of the upper 
portion of the Atlantic during times of glacial growth and 
oceanic cooling is found in the Cariaco Trench, which is now 
stagnant at depth but was ventilated during full-glacial time 
(Adam, 1971).

The surface layers formed by melt water need not have been 
of very low salinity. Considerable mixing with sea water must 
have occurred during their formation, and the only require­ 
ment is that the temperature and salinity were such that the 
surface layer was distinctly less dense.

If glacial melt water did contribute significantly to the 
surface water of the Atlantic and was restricted from mixing 
with the rest of the ocean by a density stratification, then, as 
Olausson (1969) has pointed out, some of the assumptions 
concerning the original oxygen-isotope composition of the 
surface water must be reexamined.
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Another salient implication is that, with present geography 
and with the sun as the only energy source, the earth cannot 
sustain equilibrium continental glaciation except at very high 
latitudes, as in Antarctica, and possibly in Greenland, where 
the configuration of the bed gives the glacier a very long 
response time. Continental glaciations of the Northern Hemis­ 
phere require an additional energy source for their nourish­ 
ment, for they take place largely at latitudes below the Arctic 
Circle, where ablational losses are large. As continental 
glaciations did occur, these large ablational losses must have 
been overbalanced by even greater rates of accumulation.

Because the available heat stored in the oceans is limited, 
continental glaciation in the Northern Hemisphere is a 
self-limiting process, and because the continental ice sheets 
and the oceans control the climate of the rest of the world, 
cold intervals are of limited duration.

Patterns of behavior that may be expected of the model 
presented here can be predicted and compared with known 
events. For example, temperature records should show rather 
even temperatures during interglacial intervals. The onset of 
glaciation should be marked by a gradual, oscillating decrease 
in temperature that persists until reversed by a sudden rise in 
temperature at the beginning of the next interglacial. Such 
patterns are displayed in the oxygen-isotope paleotemperature 
curves of many deep-sea cores, such as those given by Emiliani 
(1966). Of even greater interest here is the curve prepared by 
Segota (1967) as a synthesis of temperature data from both 
oceanic and continental records. This curve, reproduced here 
as figure 3, clearly shows the pattern of temperature changes 
to be expected from this model. A similar curve has recently 
been prepared by Broecker and van Donk (1970).

In addition to requiring the greatest cooling at the end of a 
glacial interval, the model predicts the wettest part of a glacial 
interval to be at the onset of the glaciation, when the rate of 
evaporation from the oceans is at a maximum. This pattern is 
expected to show up on a smaller scale during stadials. For 
example, Butzer (1957) has concluded from his studies of cave 
deposits in the Mediterranean that this pattern does obtain. 
The early Wiirm deposits in several widely separated caves are 
characterized by stalagmitic horizons, whereas main and late 
Wiirm deposits lack heavy stalagmitic layers but contain 
frost-cracked limestone fragments. Butzer interprets this se­ 
quence, which is cross-dated among several caves by artifact 
assemblages, to indicate a very wet, relatively warm early 
Wiirm followed by progressive cooling and drying until the 
beginning of the Holocene.

A similar pattern has been described in Siberia by Giterman 
and Golubeva (1967), who distinguish three stages of vegeta- 
tional development within a "typical glacial interval." The 
period of glacial advance is very wet, and tundra and forest 
develop; the middle of the glaciation is characterized by 
xerophytic plants, such asArtemisia,Ephedra, and chenopods; 
and the period of glacial retreat is intermediate in climate 
between the first two phases.

Warmer
Holocene

WLirm 
Glaciation

R/W

Riss 
Glaciation

M/R

Mindel 
Glaciation

Figure 3. Generalized paleotemperature curve for 
northern Europe, according to Segota (1967, fig. 
3).

It is of interest that the pluvial history in the Western United 
States does not seem to follow this pattern. The latest 
overflow of Lake Bonneville, an event which surely indicates 
wet conditions, occurred shortly before 12,000 years ago 
(Bright, 1966). Smith (1968) believes that the Searles Lake 
basin overflowed as late as 10,500 years ago; however, 
conditions of maximum wetness in the Searles Lake drainage 
system were marked by overflow not only of Searles Lake but 
also of the Panamint basin, the next basin downstream. Little 
is known of the times of overflow of the Panamint basin.

I attribute the difference between the Great Basin climatic 

record and the records from the Mediterranean and Siberia to 
the influence of the Pacific Ocean, the water source for rainfall 
and glaciation in the Far West. As the Pacific did not cool as 
much as the Atlantic during glacial intervals, its effectiveness 
as a moisture source did not decline during the later phases of 
glaciation. The degree of pluviosity in the Great Basin should 
depend upon the temperature gradient between the Pacific and 
the major continental ice sheets. If the temperature of the 
Pacific changed little, then the degree of pluviosity would 
depend primarily on the size of the ice sheets and the amqunt 
of radiational cooling that they produced.

The model presented would accomplish the nourishment of 
the ice sheets primarily from the south, a condition recog-
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nized as necessary by Bonn and Ewing (1966) and by Lamb 
(1969; Lamb and Woodroffe, 1970). Most of the snow feeding 
the ice sheets would fall around the edge of the glacier, but 
nourishment of the interior of the ice sheet could be 
accomplished by the mechanism proposed by Bergeron 
(1965). Low-pressure cells over ice sheets produce loose, fresh 
snow, easily drifted toward the interior of the ice sheet; when 
high-pressure cells are present and winds are blowing outward 
from the interior, the snow surface is older, more consoli­ 
dated, and resistant to wind erosion. Because snow drifts more 
readily toward the interior of the ice sheet than away from it, 
the ice sheet is able to maintain itself.
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AQUIFER DIFFUSIVITY OF THE OHIO RIVER ALLUVIAL 
AQUIFER BY THE FLOOD-WAVE RESPONSE METHOD

By HAYES F. GRUBB and HAROLD H. ZEHNER, Louisville, Ky.

Abstract. Aquifer diffusivity (T/S) was calculated for 10 sites in the 
alluvial aquifer adjacent to the Ohio River by observing the response of 
the aquifer to a flood wave in the river. The calculated type curves 
matched the observed aquifer response reasonably well at eight of the 
10 sites. The diffusivities ranged from 0.4 ft2 sec" 1 to 10.3 ft2 sec" 1 
and were generally in agreement with diffusivity values calculated from 
pump-test methods at two of the sites. Interference from pumping Vz 
mile upstream from one site and localized aquifer inhomogeneity at 
another site precluded calculation of diffusivity. Determining the shape 
of the ground-water recession curve may be difficult, but it can be done 
satisfactorily by collecting water-level data during an extended period 
of ground-water discharge and transposing the average recession curve 
to the flood period being analyzed. The flood-wave response method 
for estimating aquifer diffusivity provides a relatively inexpensive 
technique for obtaining a significant part of the data needed to predict 
the aquifer's response to river and pumping stresses.

Water withdrawal from the alluvial aquifer adjacent to the 
Ohio River in Kentucky in recent years has led to the need for 
predicting aquifer response to pumping and varied river-stage 
conditions. Aquifer characteristics such as transmissivity and 
storage coefficient are generally not available in the areas 
which have been developed in the last 15 years. To determine 
these aquifer characteristics by field pump-test methods in 
areas expected to be developed in the near future would be 
prohibitively expensive. Relatively inexpensive methods for 
estimating aquifer diffusivity (the ratio of transmissivity to the 
storage coefficient) from the observation of aquifer water 
levels have been described by Rorabaugh (1960), Bedinger and 
Reed (1964), and Finder, Bredehoeft, and Cooper (1969). The 
purpose of this paper is to further demonstrate the applica­ 
bility of the method described by Finder and others and to 
illustrate some of the problems associated with its use as 
applied to the alluvial aquifer adjacent to the Ohio River in 
Kentucky.
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cooperation with the Kentucky Geological Survey. We wish to 
thank M. I. Rorabaugh and John D. Bredehoeft for suggestions 
which were helpful in analyzing the data and George F. Finder 
for providing a computer program for generating the theoreti­ 
cal type curves.

FLOOD-WAVE MODEL TYPE CURVES

The flood-wave response technique for determining aquifer 
diffusivity as described by Finder, Bredehoeft, and Cooper 
(1969) consists of generating a series of type curves from a 
river-stage hydrograph which represents the predicted or 
theoretical aquifer response. Aquifer diffusivity is then ob­ 
tained by selecting the curve which most closely approximates 
the observed ground-water hydrograph.

Theoretical type curves were prepared by use of the 
following equation:

(-!)»-

m=l n=l

+ erfc 0.5t7

/^r1 -1 '
erfc 0.5171 */L

(1)

where 

U=- X

L = distance from the river to the impermeable boun­ 
dary, 

X = distance from the point where the aquifer response
is observed to the impermeable boundary, 

hp = head at a distance (L~X) from the river at time
±PAt, 

Hm - instantaneous rise in stage at time t - mAt where
m is an integer,

T/S - diffusivity of the aquifer, and 
erfc = complementary error function. 

Equation 1 relates the effects of river-stage fluctuations in a 
fully penetrating stream on the head in an isotropic and 
homogeneous aquifer of finite width. Initial head is assumed 
uniform in the aquifer. Impermeable materials are assumed to
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Figure 1. Generalized cross section of the bedrock valley, showing the alluvial aquifer, the Ohio 
River, and the observation wells. The position of the wells relative to the river and the impermeable 
bedrock valley wall is indicated by L and X as defined in equation 1.

exist below the aquifer and at one side of the aquifer parallel 

to the stream.
Equation 1 above differs from equation 3 of Finder, 

Bredehoeft, and Cooper (1969, p. 851) in that X is defined 
above as the distance from the point of head observation in 
the aquifer to the impermeable boundary (fig. 1). Finder and 
others define X as the distance from the stream to the point of 
head observation.

METHODS

The unconsolidated aquifer adjacent to the Ohio River in 
Kentucky is in general glacial outwash sand and gravel 
containing relatively thin layers of silt and clay. Fine-grained 
alluvial deposits of silts and clays typically overlie the sand and 
gravel and are saturated in some locations. The aquifer is in a 
deep channel cut into consolidated sandstones, limestones, 
siltstones, or shales (fig. 1), depending upon location. These 
consolidated rocks normally have a hydraulic conductivity 
much lower than that of the unconsolidated sand and gravel. A 

more detailed description of the aquifer is given by Gallaher 
and Price (1966) and Walker (1957). The Ohio River is subject 
to a wide range of stage fluctuations owing to flooding (as 
much as 36 feet in 1970), which usually occurs between 
December and May.

The stream does not fully penetrate the aquifer at the sites 
selected for this study (fig. 1), and the hydraulic conductivity 
of the streambed is probably much smaller than that of the 
aquifer.

Data needed for application of the flood-wave response 
technique were collected at nine sites (sites 1-4 and 6 10, fig. 
2) during 1970. At site 5 (fig. 2) data collected in 1946 were 
analyzed. At three of the sites (2, 4, and 5) aquifer 
characteristics had previously been determined by pump-test

Figure 2. Location of data-collection sites. See table 1 for names and 
coordinates.

methods. No data were collected at the other sites prior to this 
study. These other sites (1, 3, and 6 10) were selected 
because (1) there was a current need for information, and 
(2) "there is a wide range in aquifer diffusivity between these 

sites.

At each site the following guidelines were used to locate the 
point of data collection: (1) a relatively straight reach of river 
with the valley wall parallel to the river; (2) a wide expanse of 
aquifer where the valley wall would approach an infinite 
distance from the river for the flow conditions under 
consideration; and (3) reasonable accessibility where the in­ 
stallation's interference with land use would be minimized. 
Sites 1 and 6 did not meet the first guideline. Site 1 is near a 
large river meander, and site 6 is located where the bedrock 
valley wall is at about a 30 angle to the river.

A 1/4-inch-diameter well (well 1) was installed near the river 
bank at each site with the exception of site 4, where
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observation wells from an earlier pump test were still available. 
To eliminate the effects of the river's partial penetration of the 
aquifer and the low hydraulic conductivity of the streambed, 
water-level changes in this well were treated as river-stage 
fluctuations. Another l/z-inch-diameter well (well 2) was 
installed 700 1,000 feet from well 1 along a line perpendicu­ 
lar to the river and through well 1.

The wells were installed by lowering l/^-inch-diameter pipe 
inside a hollow-stem auger. A 3- to 4-foot well screen at the 
end of the pipe was set in the sand and gravel aquifer 5 15 
feet above the bedrock surface. The wells were developed by 
surging air from a hose lowered to the bottom of the well until 
the discharging water became clear.

Water levels, from an electrical water-level-sensing device, 
were recorded continuously in both wells at each site for a 
period of several months. The period included one or more 
flood rises of the Ohio River.

RESULTS AND DISCUSSION

Curves calculated from water-level data at well 1 matched 
the observed data from well 2 at eight of the 10 sites. The 
best-matching type curve and the observed aquifer response at 
four sites are shown in figures 3 and 4. The calculated aquifer 
diffusivity values for all sites range from 0.40 ft2 sec" 1 at site 5 
to 10.29 ft2 sec" 1 at site 4 (table 1).

Aquifer diffusivity values calculated by the flood-wave 
response technique compare favorably with diffusivity values 
computed from pump-test methods at sites 2 and 5 (table 1). 
The difference in diffusivity of about 750 ft2 sec" 1 at site 4 is 
attributed to at least two factors: (1) shorter duration of the 
stress applied to the aquifer by pumping compared with that 
applied by the flood, and (2) location of the water table in the
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Figure 3. Observed and calculated aquifer re­ 
sponse for sites 4 and 6.

Table 1. Location, distance parameters, U values, and aquifer diffusivities for study sites in the Ohio River alluvial aquifer in Kentucky

Site 
No.

1. . 
2..

3.. 
4.. 
5.. 
6.. 
7.. 
8.. 
9..

10..

Site name

. Bently. ...........

. Columbia Hydro­ 
carbons.

. Louisville Water Co. . 

. Lees Lane. .........

. Hagman ...........

. Singleton ..........

. Owensboro Municipal 
Utilities. 

. Foster ............

Latitude (N.) and longitude (W.)

River well 
(well 1)

38°44'30", 82°52'40" 
38°44'28", 82°56'08"

38°43'35",85°05'25" 
38°16'48", 85°42'12" 
38°11'48", 85°52'48" 
37°55'01", 86°45'49" 
37°55'46", 86° 5614" 
37°49'52", 87°02'41" 
37°47'40", 87°03'53"

37°50'27", 87°13'52"

Observation well 
(well 2)

38°44'28",82°52'52" 
38°44'20",82°56'03"

38°43'27", 85°05'13" 
38°16'38", 85°41'58" 
38°11'45", 85°52'41" 
37°54'54", 86°45'49" 
37°55'40", 86°56'10" 
37°49'48", 87°02'31" 
37°47'32", 87°03'46"

37°50'19", 87°13'59"

Diffusivity 
(ft2 sec' 1 )

L 
(feet)

25,000 
5,000

4,350 
3,000 

20,150 
4,700 
9,600 
6,500 
9,000

40,000

X 
(feet)

24,019 
4,154

3,350 
1,650 

19,650 
3,700 
8,900 
5,650 
7,975

39,087

U

95 
9.5

6.0 
1.75 

105 
4.25 

18.5 
11.5 
( 3 )

( 4 )

At 
(hours)

24 
24

24 
24 
24 
24 
24 
24

Flood- 
wave 

response 
method

0.74 
2.21

3.61 
10.29 

.40 
8.77 
2.68 
2.79

Pump- 
test 

method

'1.82

760 
2 .35

'Data from Ranney, Inc., Columbus, Ohio, 1958. 
2 Rorabaugh(1946, p. 36).

Wells affected by pumping. 
No match curve obtained.
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Figure 4. Observed and calculated aquifer response for sites 2 and 8.

fine-grained material overlying the aquifer at this site. Draw­ 
down from pumping was stabilized by recharge from the river 
after about 0.01 day of pumping (Rorabaugh, 1956, p. 
140 143). By comparison the analyzed flood period lasted for 
20 days (fig. 3). A digital-model analysis for site 4 indicates 
that a difference in storage coefficient of about 2X10"2 
accounts for this difference in diffusivity and probably reflects 
differences in flow conditions in the saturated material 
overlying the aquifer. Analysis of ground-water recession 
curves (fig. 5) as described by Rorabaugh (1960, p. 319) gives 
an aquifer diffusivity of 13.4 ft2 sec" 1 , which is in close 
agreement with the diffusivity calculated by the flood-wave 
response technique.

The straight-line shape of the projected recession curve 
assumed by Finder, Bredehoeft, and Cooper (1969, p. 854, fig. 
3) could be a source of error. At all sites investigated in the 

Ohio River alluvial aquifer a straight-line projection of the 
recession curve resulted in a poor match of the calculated 
water-level hydrograph with the observed water-level hydro- 
graph. If a reasonable match was obtained on the rising limb of 
the hydrograph the calculated peak and recession were 
generally much higher than the observed peak and recession. 
Rorabaugh's (1960) treatment of ground-water recession 
curves shows that the shape of the curve is affected by the 
aquifer's hydraulic characteristics, the aquifer boundaries, and 
time since the aquifer recharge event. These factors were such 
that the shape of the recession curves had not become 
exponential with time for the floods examined in this study. 
Rather than calculate theoretical recession curves for each well 
an average observed recession curve was transposed from a

10.25
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z
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O 14.00
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<
£ 15.00

15.05

I i T i | i | i

T/ c_
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280(3.6xl0 3 )
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Figure 5. Water-level hydrograph of well WC-4 (well 2) at site 4, 
showing the exponential shape of the recession curve.

period of ground-water discharge and used as projected 
recession curves (fig. 6) for the flood wave analyzed.

At sites 1 and 3, data for extended periods of ground-water 
discharge were not available at well 2. The transposed 
recession curve for well 1 was used to calculate a theoretical 
recession curve at well 2 for these two sites.

The match of the calculated and observed hydrographs for 
site 8 for the first 30 days of the analyses could probably be 
improved by calculating a theoretical recession curve for well 2 
from an average observed recession curve for well 1 (fig. 4).
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Figure 6. Water-level hydrographs for site 5, showing projected 
recession curves. Well P-l corresponds to well 1, and well E-4 to 
well 2.
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This also applies to site 2 although this type departure of the 
observed data from the calculated could be the result of 
differential soil moisture release to the water table between 
well 1 and well 2 (fig. 4).

Aquifer inhomogeneities and pumping were responsible for 
poor matches of the calculated and the observed hydrographs 
at three sites: poor matches were obtained at sites 10 and 6 
owing to inhomogeneities of the aquifer, and a poor match for 
well 2 at site 9 is attributed to the effects of pumping about Yz 
mile upstream.

SUMMARY

The flood-wave response technique is a relatively inexpen­ 
sive method for evaluating the diffusivity of the alluvial 
aquifer adjacent to the Ohio River. The diffusivity values 
computed by this method compare favorably with those 
computed by pump-test methods.

Problems associated with the shape of the projected reces­ 
sion curves can be satisfactorily solved by collecting water- 
level data during extended periods of natural ground-water 
discharge. Effects of aquifer inhomogeneities in the vicinity of 
the observation wells can be reduced by using radiation logs to 
select the proper settings for the well screens.

Diffusivity values determined by this technique should prove 
useful in evaluating the overall potential of the aquifer. 
However, this will not eliminate the need for pump testing 
individual wells which can be affected by local inhomogenei­ 
ties of the aquifer.
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A STUDY OF THE DISTRIBUTION OF POLYCHLORINATED 

BIPHENYLS IN THE AQUATIC ENVIRONMENT

By HANS J. CRUMP-WIESNER, HERMAN R. FELTZ, and MARVIN L. YATES, 

Washington, D.C., Arlington, Va., Menlo Park, Calif.

Abstract.  Data gathered from monitoring activities and project 
studies indicate the ubiquitous occurrence and distribution of poly- 
chlorinated biphenyls in the aquatic environment. Residues have been 
detected in samples from 19 States, representing nearly every region of 
the country. Concentrations ranged from 0.1 to 4.0 jug/1 in unfiltered 
water samples and 5.0 to 3,200 Mg/kg m bottom sediments. PCB 
residues were also found in fish and aquatic plants. Samples were 
prepared by the same techniques used for general chlorinated insecti­ 
cide detection, with special attention to cleanup and separation of 
PCB's from other compounds. Basic identification and quantification 
were made by dual-column electron-capture gas chromatography and 
confirmed by gas chromatography mass spectrometry whenever possi­ 
ble. The sampling program is expected to be broadened geographically 
in 1973 and increased in successive years in order to more adequately 
define the distribution of PCB residues in the major drainage basins of 
the United States.

Within the past three years, polychlorinated biphenyls 
(PCB's) have been recognized as a major environmental 
contaminant. Their detection has caused widespread concern 
and has generated intense interest in data relating to the 
presence and effects of these compounds, particularly in the 
aquatic environment. First produced about 40 years ago, PCB 
compounds have become increasingly useful in such industrial 
applications as components in transformers and capacitors, 
heat exchangers, paints, inks, dyes, and dust control agents.

While much attention has been focused on the estimation of 
levels and potential hazards of PCB's in aquatic organisms, few 
data are available on the occurrence of PCB's in water and 
bottom sediments. The U.S. Geological Survey, through its 
water-quality-monitoring activities and water-resources-assess­ 
ment projects, has been alert to the PCB problem, since it was 
first reported by Widmark (1967). Although the Geological 
Survey has no nationwide PCB assessment program, sufficient 
data have accumulated from pesticide-residue programs to 
permit a preliminary assessment of PCB contamination of the 
Nation's hydrologic environment. The purpose of this paper is 
to present data gathered from these activities, showing the 
widespread occurrence of PCB's in significant concentrations 
in unfiltered surface water and ground water, bottom sedi­ 
ments, flora, and fauna.

Acknowledgment. The authors appreciate the assistance of 
personnel in the U.S. Geological Survey laboratories at Austin, 
Tex., and Washington, D.C., in preparing data compilations.

ANALYTICAL TECHNIQUES

PCB residues were analyzed by the multiple-pesticide residue 
methods for water, suspended sediment, and bottom material, 
as described by Goerlitz and Brown (1972). The analytical 
procedures include not only chlorinated pesticides, but also 
the general class of organochlorine compounds. Special atten­ 
tion was given to cleanup and separation of PCB's from 
coextractives.

Extraction of water, sediment, and biota

One-liter unfiltered water samples were collected in pre- 
cleaned glass bottles and were extracted three times with 
hexane. The hexane portions were combined, dried with 
anhydrous Na2 S04 , and concentrated to 1 ml before cleanup 
and analysis by electron-capture gas chromatography (ECGC).

Fifty-gram sediment samples (dry-weight basis) were ex­ 
tracted with an acetone-hexane solvent. The sediment is 
dispersed first in acetone, and hexane is added to recover the 
acetone together with the desorbed material. The extract is 
washed with distilled water, dried over Na2 S04, and concen­ 
trated to 5 ml for cleanup before ECGC analysis.

The two extraction procedures used for biota are described 
in an analytical manual issued by the Food and Drug 
Administration (1971). Fish samples were extracted with 
petroleum ether in a blender, whereas aquatic plants were 
extracted with acetonitrile. The chlorinated hydrocarbon 
fraction was partitioned between petroleum ether and ace­ 
tonitrile, dried, and concentrated to a final volume of 5 ml.

Separation

Bottom-sediment, fish, and plant extracts were cleaned up 
with a technique developed by Law and Goerlitz (written 
commun., 1971). This technique requires less time and smaller
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volumes of solvents for elution than other widely used 
methods. Liquid-solid column chromatography was employed, 
by use of two different types of semimicro columns in 
sequence, as shown in figure 1. Hexane extracts were first 
passed through an alumina column, and one fraction was 
further chromatographed on silica gel to separate PCB's from 
chlorinated insecticides. Successive chromatography on 
alumina and silica gel results in a simultaneous cleanup and 
separation of PCB's from the common insecticides, except 
aldrin, and a slight overlap of pp' DDE. To achieve a reduction 
in background interference, mercury was added to remove 
sulfur from bottom-sediment extracts before they were ap­ 
plied to the silica column.

In order to insure reproducible chromatographic conditions, 
the activity of the adsorbents was carefully controlled. Water 
extracts were cleaned up on a deactivated alumina micro- 
column (Law and Goerlitz, 1970). When PCB's were detected 
in the cleaned-up water extracts, they were also separated on a 
semimicro silica gel column.

Identification

Basic identification was made by dual-column ECGC 
(DC-200 and QF-l/OV-17) and confirmed by gas chroma­ 
tography mass spectrometry (GC MS) when sample size and 
concentrations were sufficient. The amount of PCB's was
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Figure 1. Scheme for separating polychlorinated biphenyls (PCB's) and 
polychlorinated naphthalenes (PCN's) from pesticides.

determined by matching the unknown peaks on the chromato- 
gram to the nearest fitting commercial formulation and 
measuring the areas of four corresponding peaks. Retention 
time and peak-area measurements were made with a digital 
electronic integrator. The lower detection limit for PCB 
residues was 0.1 jUg/1 in water and 5.0 Mg/kg in bottom 
sediment. Reported levels are subject to considerable error 
because of the complexity of multiple peaks, some peak 
alteration, and the occasional presence of mixtures of PCB's in 
environmental samples. At best, reported values are estimates 
that may be as much as 50 percent in error.

DATA DESCRIPTION

Occurrences of pesticide residues in the aquatic environment 
have been documented over a period of years through 
monitoring programs of several Federal agencies. As early as 
1957, studies of chlorinated hydrocarbon pesticides in major 
river basins were made by the Federal Water Pollution Control 
Administration, now a part of the Environmental Protection 
Agency, by use of the carbon-adsorption technique (Breiden- 
bach and others, 1964). In 1964, interagency cooperation in 
pesticide-monitoring programs culminated in a proposal to 
begin a national monitoring program. The original program for 
water was described in 1967 in the first issue of the Pesticides 
Monitoring Journal (Green and Love, 1967). The purpose of 
this program, revised in 1971 (Feltz and others, 1971), is to 
provide continuing information on the levels of pesticide 
residues in the water resources of the Nation and to identify 
possible problem areas. Because PCB's are analyzed by the 
multiple-pesticide residue techniques, routine reporting of 
these compounds has been incorporated into current pesticide 
programs. At present, samples from 20 of the 161 proposed 
network sites are collected and analyzed by the Geological 
Survey. All the samples are collected from sites located west of 
the Mississippi River and provide continuity with a network 
established to evaluate the quality of water used for irrigation 
(Brown and Nishioka, 1967; Manigold and Schulze, 1969). 
Budgetary restrictions have prevented further implementation 
of the network.

After development of the technique to separate PCB's from 
pesticide residues, examination for the presence of PCB's in 
water and suspended- and bottom-sediment samples collected 
for the national monitoring program began in January 1971. 
Funding has been requested to increase the number of 
network stations to 50 in 1973, and to 100 stations in 1974, 
allowing a better assessment of PCB's and pesticides in major 
drainage basins throughout the United States. Analysis of 194 
water samples and 33 bottom-sediment samples revealed no 
positive identifications of PCB's; however, these data are not 
truly representative of the entire Nation because of the limited 
number of sites sampled.

In 1958, the Geological Survey began operation of a 
bench-mark network to provide basic hydrologic data on
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selected stream basins throughout the United States that are 
expected to remain in their present natural condition or are 
not expected to be significantly altered by man. Locations of 
the 57 bench marks established in 37 States are shown in 
figure 2.

To insure minimum interference by man, many of the 
hydrologic bench marks are in national parks, wilderness areas, 
State parks, national forests, and areas set aside for scientific 
study. A detailed description of the network basins, including 
drainage, climate, topography, geology, vegetation, hydrology, 
water quality, and manmade influences, can be found in a 
report by Cobb and Biesecker (1971). Data gathered from 46 
of these sites are presented in table 1. Despite the careful 
screening for pristine location of bench-mark sites, two 
bottom-sediment samples analyzed in the 1972 water year 
contained PCB residues. A value of 5.2 Mg/kg was measured in 
the sample from South Fork Rocky Creek near Briggs, Tex., 
and 8.8 Mg/kg in the sample from Upper Twin Creek at 
McGaw, Ohio.

Table 1. Summary of PCB residue data, national hydrologic bench­ 
mark network, January 1971-June 1972

Type of 
sample

Water ..........
Bottom sediment .

ME/1 . . . .
. . Mg/kg . . .

No. of 
samples

. . 54

.. 51

Occur­ 
rences

0
2

Concen­ 
tration

5.2, 8.8

The majority of the Geological Survey's water resources 
studies are conducted in cooperation with State water-re­ 
sources and pollution-control agencies, or in response to 
requests from other Federal agencies. PCB data from these 
programs in 35 States are presented in tables 2,3, and 4. Water 
samples alone, because of the low water solubility of PCB's, 
are not a good indicator of the widespread occurrence of the 
compounds, and show an incidence of slightly over 5 percent. 
Unfiltered water samples from 12 of the 35 States had PCB 
concentrations ranging from 0.1 to 4.0 jug/1. However, a 
significant number of suspected traces of PCB's were not 
reported because of several analytical limitations. Generally, 
resampling of areas where PCB's were first detected revealed 
that the compounds were still present several months later.

Bottom sediments were collected concurrently with many of 
the water samples reported in table 2. These samples were 
taken from lakes and streams that drain a variety of land-use 
areas generally located away from industrial centers. The data 
in table 3 show that the bottom-sediment samples may be used 
as an indicator of PCB contamination in the Nation's 
hydrologic environment. Significantly, of samples collected at 
random from 16 States, 13 contained PCB's in the range 
5.0 2,400 Atg/kg- Across the Nation, one of every five 
bottom-sediment samples examined contained PCB's.

Data available from Florida (table 4) merit special attention, 
because they reveal the distribution of residues in several 

environmental components. Only 12 of 231 unfiltered water

Figure 2. Map showing location of hydrologic bench-mark stations. Numbers refer to list in Cobb and Biesecker (1971).
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Table 2. ^-Summary of PCB residue data for surface and ground water, 
January 1971 -June 1972

Table 4. Sun\mary of PCB residue data from selected sampling sites in 
Florida, January 1971-June 1972

State

Arkansas .......
California .......
Colorado .......
Connecticut .....

Iowa ..........

Kentucky .......

Maine ..........
Maryland .......
Massachusetts . . . 
Michigan .......
Minnesota ......
Mississippi ......
Missouri ........
Montana .......
Nebraska .......

New Mexico .....
New York ......
North Dakota . . . 
Oklahoma ......
Oregon .........
Pennsylvania .... 
Puerto Rico .....
South Dakota . . . 
Texas ..........
Virginia ........
Washington .....
West Virginia .... 
Wisconsin .......
Wyoming .......

Table 3.  Summary

State

Arkansas .......

Connecticut .....
Hawaii .........

Maryland .......

New Jersey ..... 
Oregon .........
Pennsylvania .... 
South Carolina . . . 
Texas ..........
Virginia ........
Washington .....
West Virginia ....

No. of 
samples

3 
8 

32 
161 

32 
13 

5 
24 
10 

7 
9 
2 
6 
5 
2 
3 
8 

21 
47 
44 
11. 
36 

325 
40 
19 
13 

2 
7 

18 
660 

4 
25 

4 
3 

18

Occur Concen- Median 
o^oo tration concentration 

rences   / n \ / /i \ 
(Mg/1) (Mg/1)

0 
0 
0 
2 
1 
6 
0 
0 
0 
0 
0 
0 
1 
1 
0 
2 
0 
0 
0 
0 
3 
0 

52 
0 
0 
0
1 
1
0 

12 
1 
0 
0 
0 
0

0.1,0.1 
.3 

.1-.2 0

!l 1
.2

.'l,'.3 

. _ .

i^4!o

.2 '.

.1
i-sio 

.1

1

1 ' 

3"

4"

of PCB residue data for bottom sediments, January 
1971 -June 1972

No. of 
samples

3 
23 
13 

1 
4- 

12 
11 

8 
12 

4 
16 
11 

293 
10 
10 

2

Occur­ 
rences

0 
4 
3 
1 
0 

10 
5 
2 

10 
2 

11 
8 

23 
8 
0 
1

Concen- Median 
tration concentration
(Mg/kg) (jug/kg)

20-2,400 ' 60' 
20-190 85 

40

10-1,300 306' 
10-1,200 30 
50; 170 .... 
8-250 20 

15; 140 
10-50 20 
30-200 50 
7.9-290 80 

5-80 40

' 10 '.'.'.'.

samples contained PCB's ranging from 0.1 to 2.1 jug/1, but over 
40 percent of the associated bottom sediments analyzed 
during the same period were contaminated with PCB's ranging 
from 5.0 to 3,200 Mg/kg. The median PCB concentrations of 
20 jug/kg and 40 jUg/kg found in aquatic plants and fish, 
respectively, follow the scheme of the biological accumulation

Type of 
sample

Water ..........
Bottom sediment . 
Flora ..........
Fauna .........

MgA ...
Mg/kg . . 
Mg/kg . .
Mg/kg . .

No. of 
samples

231
118 

16
43

Occur­ 
rences

12
50 

5
36

Concen­ 
tration 
range

0.1-2.1
5-3,200 

10-50
6-1,000

Median 
concen­ 
tration

0.2
30 
20
40

of the DDT family in southern Florida (Feltz and Culbertson, 
1972).

DISCUSSION AND EVALUATION

Preliminary data presented in this report indicate that 
significant concentrations of PCB's are widespread in the water 
resources of the Nation. However, there are some short­ 
comings of data compiled from pesticide-residue programs. 
First, there is the problem .of nonrepresentative' sampling 
within States and some repetition of sampling in a given basin. 
Second, the lower limit of detection for PCB residues on the 
basis of a one-liter water sample is inadequate for critical 
evaluation. Trace amounts of less than 0.1 //g/1 were detected 
in a significant number of samples but were excluded from the 
tabulation because they could not be confirmed. Third, 
because of the low solubility of PCB's in water, especially the 
higher chlorinated ones, the bulk of PCB residues in streams 
are associated with suspended sediment and bottom material. 
Therefore, PCB concentrations may be expected to vary 
directly with the suspended-sediment concentration in the 
cross section of a stream. Most surface-water samples were 
collected by depth integration at the center of flow, which 
usually does not provide a representative sample of suspended 
sediment. Future investigations should be made with a 
depth-integrating sampler using the equal-transit-rate proce­ 
dure (Feltz and Culbertson, 1972). In spite of these short­ 
comings, evidence for the ubiquity of PCB's in the hydrologic 
environment is clearly established.

As others have pointed out (Goerlitz and Law, 1972), 
polychlorinated naphthalenes (PCN's) are compounds that 
have uses similar to PCB's and may possibly be present in 

environmental samples. They can be separated from chlori­ 
nated hydrocarbon insecticides and are eluted in the same 
fraction as PCB's by alumina silica gel column chromatog- 
raphy. Analysis of sediment samples collected from a south 
Florida drainage ditch contained mixtures of PCN's ranging 
from 1,250 to 5,000 jug/kg, whereas the water samples 
overlying the sediments averaged 5.7 jug/1. Identification was 
confirmed by both microcoulometry and GC MS. This may 
possibly be the first evidence of the occurrence of PCN's in an 
environmental sample and illustrates the importance of devel­ 
oping analytical capability for the surveillance of other 
organochlorine compounds that may behave like chlorinated 
hydrocarbon pesticides.
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The entrance of PCB's into the aquatic environment is 
probably related primarily to low-temperature incineration of 
solid wastes, industrial waste disposal into waterways, and 
sewage outfalls. The highest levels are usually associated with 
industrial areas and nearby aquatic food chains. In contrast, 
we have noticed significant concentrations in the bottom 
sediments of drainage ditches, multipurpose canals, and 
suburban real estate lakes remote from major industrial and 
metropolitan areas. The presence of PCB's in real estate lakes 
was attributed to a variety of construction materials used in 
the housing industry. PCB's in surface and ground water used 
for public water supplies were detected through cooperative 
programs. The highest concentration was 4.0 jug/1 in an 
untreated source for a city in the State of New York.

It is clear that the presence of PCB's and other organo- 
chlorine compounds in the aquatic environment merits con­ 
tinuing observation because of the limited evaluation that can 
be made from the meager data available. It is important to 
measure baseline levels of PCB's in streams and lakes in order 
to determine trends. Long-term monitoring on a systematic 
basis will provide the data necessary to assess the presence of 
PCB residues and concurrently reveal problem areas.
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REMOTE SENSING OF TURBIDITY 
PLUMES IN LAKE ONTARIO

By E.J.PLUHOWSKI, Arlington, Va. 

Work done in cooperation with the National Aeronautics and Space Administration

Abstract. High-altitude photography provides an effective method of 
monitoring the spatial extent of turbidity plumes in Lake Ontario. 
Large plumes generated by the Niagara, Genesee, and Oswego Rivers are 
identifiable on photographs obtained from about 60,000 feet above the 
lake on July 6, 1970, October 19, 1970, and May 29, 1971. The 
Niagara plume, covering as much as 43 sq mi of the lake's surface, is the 
largest turbidity feature. The configuration of the plumes is a function 
of river discharge, level of turbidity, and wind speed and direction.

To determine the utility of high-altitude photography as a 
means of providing synoptic hydrologic information, the 
National Aeronautics and Space Administration (NASA) in­ 
augurated a series of flights beginning July 6,1970, over parts 
of the Lake Ontario basin. The Lake Ontario flight pattern 
includes nine north-south flight lines, which form a square grid 
about 100 nautical miles on a side and provide coverage for 
the entire western part,of the lake and adjacent land areas. 
This is approximately equal to the areal coverage provided by 
one image frame from the ERTS-1 satellite. Included also were 
two parallel flight lines over the lake's south shore, from 
Hamilton, Ontario, on the west to Pulaski, N.Y., on the east. 
The programed altitude for the RB57-F aircraft was 
60,000±2,000 feet above mean sea level. Flights were made 
only when the cloud cover was less than 20 percent less than 
1.0 percent was considered optimal. The cloud-cover limita­ 
tions proved to be very restrictive, especially in winter, owing 
to the characteristically low percentage of clear skies in the 
Great Lakes region. To minimize the effects of sun glitter on 
photograph fidelity, flights were made only at solar altitudes 
of 30° or greater. Glitter patterns from the sun's rays may 
mask water tonal discontinuities, thereby limiting the investi­ 
gator's ability to identify turbidity plumes. The multispectral 
aerial photography provided by NASA included black and 
white, color, and color IR (infrared) positive transparencies.

To date, only five flight missions have been completed, 
owing to scheduling difficulties, aircraft and sensor malfunc­ 
tions, and cloud-cover limitations. These include, in addition 
to the July 6, 1970, mission, flights on October 19,1970, May

29, 1971, and June 5 and 7, 1972. Data from the June>5 and 
7, 1972, missions were not received in time to be included in 
this paper.

Hydrologic analyses of the high-altitude photographic data 
are being made by the Canada Centre for Inland Waters, 
Ontario Water Resources Commission, McMaster University, 
University of Guelph, and the U.S. Geological Survey. Terres­ 
trial research in the western Lake Ontario basin includes the 
use of re mote-sensing techniques to identify soil-moisture 
conditions, drainage patterns, and areas of ground-water 
recharge and discharge. The effectiveness of various film and 
filter combinations to identify algal blooms, thermal gradients, 
and pollutants is being assessed on the lake and its major 
tributaries. The purpose of this paper is to identify the 
principal turbidity plumes that were found in the photographs 
of the south shore of Lake Ontario, and to describe lake 
circulation within the plumes. Specifically, the impact of wind 
stress on the shape, areal extent, and circulation patterns of 
the Niagara, Genesee, and Oswego turbidity plumes is ana­ 
lyzed.

NIAGARA RIVER PLUME

The Niagara River receives more than 200 mgd of industrial 
discharge from chemical, primary metals, and paper plants in 
New York State (Limnos, 1972). Much of the industrial 
discharge emanates from the Buffalo metropolitan area at the 
east end of Lake Erie near the source of the Niagara River. 
This heavy industrial effluent loading, when combined with 
the very large average flow, of the river (about 200,000 cfs), 
produces a widespread well-defined turbidity plume in Lake 
Ontario on the high-altitude photographs.

Under clear skies, complete areal coverage of the Niagara 
River plume was obtained July 6, 1970, and October 19, 
1970. A large diffuse high-pressure area over the lower Ohio 
River valley produced a general westerly flow of air over Lake 
Ontario on July 6, 1970. By way of contrast, on October 19, 
1970, an easterly flow of air over the lake resulted from a 
high-pressure cell centered over Lake Huron. These meteoro- 
logic factors yielded nearly cloud free skies, providing an
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excellent opportunity to study and infer the impact of 
contrasting wind stresses on turbidity plumes.

The overall shape of the Niagara River plume on July 6, 
1970, is shown in figure 1. The river's discharge at that time 
was 216,000 cfs. The plume covered an area of about 43 sq mi 
and was identifiable for more than 10 miles downwind from 
the mouth of the river. The shading on figure 1 is based on an 
interpretation of 9- by 9-inch color and color IR photographs 
at a scale of about 1:300,000. A "very bright" score was 
assigned to highly turbid waters, which appeared blue-white to 
pale blue on the photographs. A "dark" rating was given to the 
clear, low-turbidity water commonly found several miles 
offshore. This water usually appears dark blue in the color 
photographs and almost black in the color IR images. The 
intermediate patterns depict gradations of blue hues varying 
between the extremes of "very bright" to "dark" values. The 
relative brightness values shown in figures 1 5 are based on 
the author's visual interpretations of the photographs provided 
by NASA.

High turbidity values ranging from 30 to 50 JTU (Jackson 
Turbidity Units) were obtained in the nearshore waters west of 
the Niagara River on July 6, 1970. These areas appear nearly 
milky white in the color photographs and represent littoral 
drift carried by longshore currents. The configuration of 
several small nearshore plumes between the mouth of the 
Niagara River and Wilson, N.Y., suggests the presence of a 
large clockwise gyre. The gyre appears confined to an area 
between the New York shoreline and the south edge of the 
Niagara River plume 1 to 2 miles offshore. Westward-moving 
longshore currents forming the south edge of the gyre were 
moving in opposition to the ambient wind field. Beginning at 
the mouth of the Niagara River this anomalous lake circulation 
swept a 10-mile length of the New York State lakeshore. The 
direction of longshore currents was reversed about 5 miles 
west of Wilson, N.Y., where currents were moving downwind 
(eastward).

Under the influence of 5- to 8-knot easterly winds on 
October 19, 1970, the Niagara River plume was swept to a 
point within 2 miles of the entrance to the Welland Canal (fig. 
2). The plume covered an area of about 35 sq mi and was 
visible on the photographs as far as 7.5 miles offshore. The 
offshore component of the easterly winds developed a wide 
band (3 to 4 miles) of moderately turbid water along much of 
the New York lakeshore. Continuous wave action striking the 
shore at a large angle from a normal to the beaches generated a 
strong littoral current, which moved sediment and drift 
westward toward the Niagara River jet. The narrow band of 
relatively clear water along the east flank of the Niagara River 
plume may represent upwelling caused by a concentration of 
westward-moving nearshore waters against the east edge of the 
Niagara River jet. (See area A in figure 2.) At flight time, the 
Niagara River jet was discharging 202,000 cfs into Lake 
Ontario. The oily waters of the Welland Canal were the 
brightest water features in the photographs. The Welland Canal

plume was quickly swept westward and lost its identity 
abruptly in an area about 1 1/2 miles downwind.

At its mouth, the Niagara River jet is oriented toward the 
northwest. As the kinetic energy of the river's jet gradually 
dissipates in the quiescent lake water, the movement of 
suspended sediment, debris, and other water-borne matter 
becomes increasingly dependent upon wind speed and direc­ 
tion. On July 6, 1970 (fig. 1), the Niagara River plume, again 
oriented in a northwest direction at its mouth, gradually 
veered to a north and finally an east-northeast direction in 
response to a brisk 10 15 knot west-southwest wind. At its 
extreme boundary, the plume was visible 6 miles offshore. A 
region of turbulent mixing was visible in the photographs 
along the west edge of the plume and in a zone within the jet 
itself, about 1/4 mile northwest of the river's mouth. Another 
source of high turbidity was located at the entrance to the 
Welland Canal. The canal's waters are affected by oil and waste 
from cargo vessels and pleasure craft. Accordingly, the outflow 
from the canal, which averages 7,000 cfs annually (DeCooke, 
1968), appeared bright in the high-altitude photographs. Once 
beyond the canal's entrance, the Welland Canal discharge was 
swept eastward by prevailing westerly winds.

GENESEE RIVER PLUME

Erodible soils and extensive agriculture within its basin 
combine to insure delivery of a large supply of sediment to the 
Genesee River. In addition to the large sediment yield of the 
basin, the river receives discharge from many sources, particu­ 
larly from the Rochester, N.Y., metropolitan area. The 
resulting high levels of turbidity at the mouth of the Genesee 
River impart a distinctly light color to the river when viewed 
on aerial photographs. Accordingly, the Genesee River plume 
is easily delineated on most aerial photographs, owing to the 
normally large tonal contrast between the plume and the 
surrounding relatively clear waters of Lake Ontario.

A well-defined counterclockwise circulation pattern within 
the Genesee River plume was visible on the color and color IR 
photographs on October 19, 1970 (fig. 3). The plume, 
covering about 2 sq mi of the lake's surface, was swept 
westward by prevailing 6- to 8-knot east-northeasterly winds. A 
counterclockwise gyre, formed to the lee of the harbor 
breakwater, extended about 1 mile downwind from the mouth 
of the river (fig. 3). Turbidity ranged from 8 JTU in the 
Genesee River to 1 to 2 JTU in the clearer (darker) inshore 
waters along the base of the west breakwater. To the west of 
the plume, a strong northwest-trending longshore current is 
identifiable in the photographs. A less intense littoral current 
is visible east of the harbor breakwater. This westerly trending 
current moved around the outer end of the breakwater, mixing 
at that point with flow from the Genesee River.

Effluent from a submerged sewer outfall nearly 2 miles 
offshore is visible in the photographs (near point A on figs. 3 
and 4). On October 19, 1970, effluent from the outfall was
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Very Bright Medium 
bright

Medium Dull Dark 
dull

(approximate scale)

Figure 1. Welland Canal and Niagara River plumes as interpreted from aerial photographs obtained July 6, 1970.
(Photographs from NASA)

Very Bright Medium 
bright

(approximate scale)

Figure 2.-Welland Canal and Niagara River plumes as interpreted from aerial photographs obtained October 19, 
1970. A, area where upwelling is in progress. (Photographs from NASA)
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Very Bright Medium

Figure 3. Genesee River plume as interpreted from aerial photographs obtained October 19, 1970. A, approxi­ 
mate location of a submerged sewer outfall. (Photographs from NASA)

swept westward, eventually merging with the Genesee River 
plume about 1 mile northeast of the river's mouth.

The well-defined circulation patterns found on the October 
19, 1970, photographs were not apparent in those obtained on 
May 29, 1971. Winds were calm during the forenoon of May 
29, 1971, when the photographs were taken; however, earlier 
during the day a gentle southwesterly breeze prevailed. 
Because of this wind pattern, the plume drifted eastward, 
maintaining this direction through the forenoon (fig. 4). 
Discharge at the mouth of the Genesee River was 1,740 cfs on 
May 29, 1971, as contrasted with 2,170 cfs on October 19, 
1970. Thus, on May 29, 1971, lowered river discharge and 
gentle winds combined to produce a sluggish circulation 
pattern in the turbidity plume. Some reinforcement of the 
Genesee River plume occurred at the submerged sewer outfall 
(fig. 4) when effluent from the outfall surfaced near the east 
edge of the plume. The Genesee River plume was extended 
another mile eastward and its area increased from 2.7 to 3.5 sq

mi as a result of a replenished supply of suspended material 
from the sewer outfall.

OSWEGO RIVER PLUME

A substantial part of the sediment yield in the Oswego River 
basin is retained by numerous natural lakes and manmade 
impoundments throughout the watershed. About 6 percent of 
the basin's 5,100-sq-mi area represents lake surfaces (Liu and 
others, 1972). Extensive reaches of the Oswego River form 
part ot the New York State Barge Canal system. Owing to 
these numerous manmade sediment sinks, turbidity levels at 
the mouth of the Oswego River are lower than might be 
expected. Accordingly, the Oswego River plume appears less 
intense on the aerial photographs than either the Genesee 
River or the Niagara River plumes.

The impact of a variety of wind stresses on the configuration 
of the Oswego River plume is shown in figure 5. Dominant
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Figure 4. Genesee River plume as interpreted from aerial photographs obtained May 29, 1971. A, approximate 
location of a submerged sewer outfall. (Photographs from NASA)

onshore winds on July 6, 1970, and on October 19, 1970, 
confined the plume to the harbor and to the lee of the harbor 
enclosure. The area of the plume (including the harbor) was 
2.1 sq mi on July 6, 1970, and 1.2 sq mi on October 19, 1970. 
Under the influence of offshore winds on May 29, 1971, the 
areal extent of the plume expanded to about 6 sq mi. 
Turbidity levels ranged from 3 to 6 JTU in the river to 0.5 to 1 
JTU in the clear (darker) offshore waters of Lake Ontario.

High turbidity, possibly caused by beach erosion, is evident 
in the high-altitude photographs on October 19, 1970, 
adjacent to, and to the southwest of Burt Point (fig. 5). The 
shoreline below Burt Point is oriented on a northeast-south­ 
west axis, paralleling the prevailing northeast winds. A strong 
longshore current generated by the juxtaposition of shoreline 
and prevailing winds resulted in beach erosion, and the 
resuspension of fine-grained bottom materials. Under prevail­ 
ing northwest winds on July 6, 1970, only localized areas east 
of Oswego, N.Y., were affected by beach erosion. No evidence

of beach erosion was detected in the photographs taken May 
29, 1971, when weak offshore winds prevailed.

CONCLUSIONS

High-altitude photography is an effective tool in defining 
turbidity plume dynamics of large and medium-sized rivers 
entering Lake Ontario. Plume configurations are well defined 
and lake circulation easily identified in the Niagara River and 
Genesee River plumes, but less so in the Oswego River plume. 
Extensive sediment trapping by lakes and canals in the Oswego 
River system acts to lower turbidity levels at its mouth, 
thereby minimizing color contrasts between the river and the 
receiving waters of Lake Ontario.

Strong onshore winds that subtend a large angle with a line 
normal to the lake's coastline will generate erosive littoral 
currents. The existence of such currents is readily identified in 
the high-altitude (60,000 feet) photographs. Coastal reaches of
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Lake Ontario undergoing extensive scour by longshore currents 
appear blue-white to white on color photographs, contrasting 
sharply with the relatively clear and dark offshore waters of 
the lake.
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METHOD FOR ESTIMATING THE DIVERSION POTENTIAL
OF STREAMS IN EASTERN MASSACHUSETTS

AND SOUTHERN RHODE ISLAND

By GARY D. TASKER, Boston, Mass. 

Prepared in cooperation with the Massachusetts Water Resources Commission

Abstract. A. simple method is proposed for estimating the probable 
magnitude and frequency of streamflow that is in excess of prede­ 
termined minimum streamflows required downstream in eastern Mas­ 
sachusetts and southern Rhode Island. Regional curves relate these 
annual volumes of streamflow excess to the average annual discharge 
and the median 7-day annual minimum flow of the site. Use of the 
curves is illustrated by a hypothetical example.

Predictions of large increases in demand for water in the 
near future have caused planners and designers to consider 
additional diversions of streamflow to meet future needs. It is 
not unusual in eastern Massachusetts and southern Rhode 
Island (fig. 1) to pump water in excess of a legislated minimum 
flow from the stream to an off-channel storage reservoir. 
Therefore, proper evaluation of streamflow-diversion potential 
requires knowledge of the probable magnitude and frequency 
of streamflow in excess of a predetermined minimum stream- 
flow.

Planners and designers desire a simple method that will give 
first approximations of the diversion potential of streams at 
sites where no continuous streamflow records are available. To 
help fulfill this desire, regional curves have been defined that 
relate annual volumes of streamflow excess to the average 
annual discharge and the median 7-day annual minimum flow.

DEVELOPMENT OF CURVES

Six gaging stations (table 1) were selected to represent the 
streams in the area. The stations were selected because each 
has at least 20 years of record, and the streams are not highly 
regulated. Diversion-probability curves for the six gaging 
stations are computed by the method proposed by Collings 
(1968). These curves assign a probability of occurrence to 
streamflow in excess of a specified discharge at a selected site 
and are computed by the following steps: 
1. For each year during the period of record, the minimum 

streamflow required to pass downstream (F) is sub­ 
tracted from the daily mean discharge, and the 
remaining discharge is summed to determine the

NEW HAMPSHIRE

ATLANTIC

OCEAN

50 MILES

Figure 1. Map of eastern Massachusetts and southern Rhode Island, 
showing the location of drainage basins (patterned) and gaging 
stations (table 1).

annual volume of streamflow in excess of F. These 
computations were greatly facilitated by use of a 
computer program developed by A. W. Burns, U.S. 
Geological Survey, Boston.

2. A cumulative frequency distribution of the annual volume 
of streamflow in excess of F is plotted for several 
values of F.

615



616 DIVERSION POTENTIAL OF STREAMS, MASSACHUSETTS AND RHODE ISLAND

Table 1. Measured discharge and median 7-day annual minimum flow 
at gaging stations

Station 
No.

1. .....

2.

3.

4.

5.

6.

Station name

Byfield, Mass.

near Ipswich, 
Mass. 

. Charles River at
Charles River 
Village, Mass. 

, Adamsville Brook,
at Adamsville, 
R.I.

near Norton, 
Mass. 

. Pawcatuck River
at Wood River 
Junction, R.I.

Dgage

21.6

124

184

7.91

42.4

100

Mean 
annual

ft 3 sec-'ami-2 )

1.58

1.59

1.59

1.76

1.67

1.84

Median 
annual 7-day 

minimum flow 
(ft 3 sec- 'mi-2 )

0.029

.048

.142

.020

.113

.384

50

20

Q 10

biHty

0 20 40 60 80 100

MINIMUM FLOW ABOVE WHICH DIVERSION MAY 
OCCUR, IN CUBIC FEET PER SECOND

Figure 2. Diversion-probability curves for Wading River near 
Norton, Mass.

3. The streamflow in excess of F for a selected frequency is 
determined from the cumulative frequency distribu­ 
tion and plotted against the several values of F. 

. Diversion-probability curves for Wading River near 
Norton, Mass., are shown in figure 2 as an example.

For each of the six stations, a straight line on semilog- 
arithmic paper provides a very good fit of the points computed 
by the above method. Therefore, the diversion-probability 
curves for these stations may be described by an equation of 
the form

(i)
where

V is the annual potential diversion, in units of volume, F is 
the minimum streamflow above which diversion may 
occur, and 6 0 and 6 t are regression constants for a given 
stream site and probability (chance that a volume less than 
V will be available for diversion in any one year).

Although the constants 60 an(i ^i are estimated graphically 
in this study, they can be estimated by standard least-squares 
techniques by the following transformations:

log V - log b 0 + F log b i ,
let V' = log F, 6 0 ' = log 6 0 , and 6 t ' = log 61 ,

then

(2)

which is the form of solution given by standard-regression 
computer programs for the independent variable F and 
dependent variable V'. Taking the inverse transforms, b 0 = 
lO^o7 and 61 = ID**'', enables the reconstruction of equation 
1 or, equivalently, in terms of the coefficients from the 
standard program,

F = 10<V +*,'* ). (3)

This fit can be solved to get the set(6 0 >6i) f°r every 
combination of stream site and probability level.

Regression constant 6 0 equals the annual volume of stream- 
flow at a selected probability level. Therefore, it is expected 
that areal variations in 6 0 would be related to an index of areal 
variations in annual discharge (fig. 3). The average annual 
discharge was selected as an index of annual discharge because 
it can be estimated at ungaged sites in the area from runoff 
maps (Knox and Nordenson, 1955) or from regional formulas 
(Johnson, 1970).

0.8

0.7

0.6

0.5

0.2 I i i i I I i I
1.5 1.6 1.7 1.8

AVERAGE ANNUAL DISCHARGE, (5, IN CUBIC FEET 
PER SECOND PER SQUARE MILE

Figure 3. Relation between b 0 and average annual discharge, Q. Data 
points for each probability level are gaging stations used in this report 
(fig. 1, table 1).
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Regression constant 6 t defines the slope of the semilog 
curve and depends largely on how streamflow is distributed 
throughout the year. Consider two streams, A and B, which 
have equal average annual discharge but whose average 
within-year distribution of streamflow is represented by the 
flow-duration curves shown in figure 4. When F = 0, the

100

50

20

I III

900 20 30 50 70 8(

TIME INDICATED DISCHARGE WAS EQUALED 
OR EXCEEDED, IN PERCENT

Figure 4. Flow-duration curves.

average annual potential diversions for both streams are equal 
to the average annual discharge. As F increases to F = Q it is 
apparent that the average annual potential diversion (area 
under the curve and above the line Q = F) for stream A will be 
greater than or equal to that of stream B for all values of F. 
Therefore, it would be expected that 6j could be related to an 
index of the within-year distribution of streamflow (fig. 5). In 
eastern Massachusetts and southern Rhode Island, as in eastern 
and southern Connecticut (Thomas, 1966), the within-year 
distribution of streamflow is greatly influenced by the 
hydrologic properties, of the unconsolidated deposits and the 
average flow is largely controlled by climatological factors. 
Because of the similarity of climatological factors and dif­ 
ferences in hydrologic properties of the unconsolidated de­ 
posits over the area, the areal variation in average flow is small 
compared to the areal variation in low-flow characteristics. 
Therefore, a single low-flow value can be an effective index of 
the within-year distribution of streamflow. The median 7-day 
annual minimum flow was selected as an index of the 
within-year distribution of streamflow because it can be 
estimated from base-flow measurements or, in southeastern 
Massachusetts, from maps of ground-water availability (Tasker, 
1972).

0.6

0.3

0.2

T '

0.01 0.02 0.05 0.1 0.2 0.5

MEDIAN 7-DAY ANNUAL MINIMUM FLOW, IN CUBIC FEET 
PER SECOND PER SQUARE MILE

Figure 5. Relation between b t and the median 7-day annual 
minimum flow, Qm , 7 . Data points for each probability level are 
gaging stations (fig. 1, table 1).

In figure 3, coefficient 6 0 is related to average discharge by

60 = <*0 + 0o(? (4)

for each probability level. In figure 5, coefficient b t is related 
to the medium 7-day annual minimum flow (Qn\ 7)

61 = Iog@ mj (5)

for each probability level. These relations allow equation 1 to 
be expressed directly in terms of stream discharge characteris­ 
tics for a particular probability level, or

The parameters of this equation cannot be estimated directly 
by linear least squares, but can be estimated by the previously 
described procedure of estimating 6 0 and b\ for each basin 
and probability level and then relating these parameters to 

.flow characteristics as in equations 4 and 5.
This method ignores the possible cross correlation of 6 0 and 

6j (correlation coefficient equal to 0.02), as well as other 
factors that might further refine the relations. However, there 
are the physical reasons described above for the relations 
shown in figures 3 and 5, and the relations are statistically 
significant at greater than the 90-percent level. Comparisons of 
the potential diversion observed from streamflow records with 
that estimated using figures 3 and 5 and equation 1 were made 
for values of F - 1.00 and 0.25 and for probabilities of 0.50, 
0.20, and 0.10 (fig. 6). The estimated potential diversion
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Figure 6. Comparison of observed and estimated streamflow 
excess for long-term stations.

plotted within 10 percent of the observed value in 34 of the 
36 points tested and within 5 percent in 24 of the 36 points. 
For the six long-term stations (table 1) it is found that the 
volume of streamflow in excess of 0.5 ft3 sec" 1 mi"2 for the 
1967 water year has a probability range of 0.35 to 0.54, with 
an average probability of 0.49. Assuming the 1967 streamflow 
excess for any unregulated site in the area has a probability of 
occurrence of 0.49, the volume of streamflow in excess of 0.5 
ft3 sec" 1 mi"2 estimated by the described method at the 0.49 
probability level should approximate that observed in 1967 if 
the method is reliable. There are five short-term unregulated 
gaging stations in the area for which continuous records of 
discharge for the 1967 water year are available. Observed 
values of streamflow excess for the short-term stations for the 
1967 water year are plotted against the values estimated by 
the described method in figure 7. The close agreement 
between the estimated and observed values in figures 6 and 7 
indicates that fairly reliable estimates of potential diversion in 
terms of probability can be made with little effort.

Potential diversion is usually calculated from gaging station 
records during a critical period, usually the 1966 water year, 
and extrapolated to the site of interest. However, the proposed 
method will allow planners and designers to assign a proba­ 
bility to potential diversion and compare diversion of stream- 
flow with alternative methods of obtaining water, such as 
surface storage or ground-water wells.

LIMITATIONS

Applicability of empirical relations of this type to a site is 
dependent on similarity of the flow regimen at the site to that 
at the stations on which the relations are based. Consequently,

So 20,000

$LU< 10,000
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ZujO

_i u u-i
U. £E 0-

UJ 3 
I-Q O 
< 2
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Ftfc/) ^J
UJ </3

1000

EXPLANATION

7 Old Swamp River near 
South Weymouth, Mass.

8 Indian Head River at 
Hanover, Mass.

9 Dorchester Brook near 
Brockton, Mass.

10 Segreganset River near 
Dighton, Mass.

11 West Branch Palmer River 
near Rehoboth, Mass. /

/

Line of equality

1000 2000 10,000 20,000 50,000

OBSERVED STREAMFLOW IN EXCESS OF 0.5 CUBIC FEET PER
SECOND PER SQUARE MILE DURING THE 1967 WATER YEAR,

IN CUBIC FEET PER SECOND-DAYS PER SQUARE MILE

Figure 7. Comparison of streamflow excess observed at short-term 
stations in 1967 and estimated streamflow excess at the 0.49 
probability level.

the relations apply only to streams with virtually natural flow 
and whose drainage area, average annual discharge, and 
median 7-day minimum flow fall within the range of values 
given in table 1. In general, the relations would not apply to 
streams that are highly regulated, drain highly urbanized areas, 
or have a very large basin storage capacity.

In using figures 3 and 5 in connection with equation 1, F 
must be expressed in cubic feet per second per square mile and 
the estimate of V is given in thousands of cubic feet per 
second-days per square mile.

EXAMPLE

The following hypothetical example illustrates the use of the 
curves. A planner wants to know the median amount of 
diversion expected from a stream to supplement storage in a 
nearby reservoir. The unregulated stream has a drainage area of 

10 mi2 , an average annual runoff of 1.70 ft3 sec' 1 mf2 , and a 
median 7-day annual minimum flow of 0.07 ft3 sec" 1 mi"2 . 
Requirements of downstream users will allow diversion of the 
flow exceeding 5 ft3 /sec. The proposed diversion system has a 

maximum capacity of 5 ft3 /sec.
Entering figure 3 with the average annual discharge for the 

basin (1.70 ft3 sec' 1 mi'2 ), 6 0 for a probability of 0.50 
(median) is determined as 0.62. Entering figure 5 with the 
median 7-day annual minimum flow for the basin (0.07 
ft3 sec" 1 mi" 2 ), 61 for a probability of 0.50 is determined as 
0.57. Substituting the values of F equal to 0.5 ft3 sec" 1 mi"2 , 6 0 
equal to 0.62, and b\ equal to 0.57 into equation 1, the 
median annual volume of diversion in excess of 5 ft3 /sec is 
estimated as 4,680 ft3 sec" 1 days.
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At times, streamflow may exceed both the downstream 
requirement and the capacity of the diversion system. The 
median annual volume of water available from streamflow, 
after downstream requirements are met and beyond the 
capacity of the diversion system, may be determined from 
figures 3 and 5 and equation 1, as before, by considering F as 
the sum of the downstream requirements and the capacity of 
the diversion system (0.5 + 0.5). This volume is estimated as 
3,530 ft3 sec' 1 days. The difference of 1,150 ft3 sec' 1 days 
between the two volumes (4,680 and 3,530 ft3 sec' 1 days) is 
the estimated median annual volume of water available for 
diversion from the stream to the reservoir.

Similarly, figures 3 and 5 and equation 1 can be used to 
estimate the annual volumes that have a 20- or 10-percent 
chance of not being exceeded in any one year.
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CHANGES IN FLOODFLOW CHARACTERISTICS OF A RECTIFIED 
CHANNEL CAUSED BY VEGETATION, JACKSON, MISSISSIPPI

By K. V. WILSON, Jackson, Miss. 

Work done in cooperation with the City of Jackson

Abstract. Extreme changes in velocity, stage, and Manning's rough­ 
ness coefficient, n, were observed during the first year after canalization 
of Hanging Moss Creek at Jackson, Miss. Additional changes were 
observed during the following 8 years. The channel, constructed during 
the summer of 1963, had a 50-foot-wide bottom, 2:1 side slopes, and 
12-foot depth. In March 1964, average velocities of 7.8 feet per second 
were measured at a 5'/2-foot depth in the clean channel and Manning's n 
was computed to be 0.022. In October 1964 the average velocity was 
3.2 fps at a 5'/2-foot depth and Manning's n was 0.045. The channel was 
then lined with fairly thick vegetation consisting of small willows, 
weeds, and grass. In October 1970 (summer foliage existing) the average 
velocity was 2.0 fps at a 5'/2-foot depth and Manning's n was 0.07. 
Willow trees, 8 to 10 feet high, then lined the channel. In March 1971 
(barren foliage), Manning's n was 0.05. In March 1972 (barren foliage), 
Manning's n was increased to 0.07. These observations indicate that the 
commonly used values of Manning's n for channel rectification 
(0.02-0.03) are low and that the carrying capacity of earthen channels 
may be reduced 50 percent as a result of only 1 year's growth of 
vegetation and 70 percent as a result of 8 year's growth. The carrying 
capacity during summer foliage is approximately two-thirds the 
carrying capacity during barren winter foliage.

This paper evaluates changes with time, velocity, Manning's 
n, and flood profiles for the rectified channel of Hanging Moss 
Creek at Jackson, Miss. Wilson in 1968 (p. 57 59) described 
changes observed during the first 3 years after construction.

During the summer of 1963, the rectification of Hanging 
Moss Creek was extended 11,000 feet upstream from Ridge- 
wood Road by using the following design criteria: 
1. 50-foot-wide-bottomed earthen channel with 2:1 side

slopes approximately 12 feet deep.
Uniform grade of 0.0020 foot per foot for 2,500 feet 

downstream from Interstate Route 55 (formerly U.S. 
Highway 51) and 0.0014 foot per foot for 3,500 feet 
upstream from Interstate Route 55. 

Discharge of 5,900 cfs in the vicinity of Interstate Route
55. 

Roughness coefficient (Manning's n) of 0.045.

2.

3.

4.

FLOODFLOW CHARACTERISTICS AT 
INTERSTATE ROUTE 55

Flood data collected at the Interstate Route 55 gage show 
an extreme variation in the new channel's characteristics 
during the first year after canalization and continued change 
during the next 8 years.

The design flow line of the new channel at the downstream 
side of Interstate Route 55 was at an elevation (1929 datum) 
of 269.91 feet above sea level, which is the culvert flow-line 
elevation. The design stage-discharge, stage-velocity, and stage- 
area relation, with an assumed Manning's n of 0.045, is shown 
on figure 1. The same relations as measured March 1964, 
October 1964, February 1966, October 1970, March 1971, 
and March 1972 are also shown on figure 1. All measurements 
were made at the downstream service road of Interstate Route 
55, where the cross-sectional area approximates the designed 
channel. A comparison of these relations at different times 

reveals the following:
1. By March 2, 1964, scouring and filling of half a foot in 

the channel reduced the cross-sectional area between the 
elevations of 274 and 275 feet to about 10 percent less than 
the designed area. The third measurement of March 2, 1964, 
indicated an abrupt 10-percent increase in channel area and in 
discharge at the 275-foot stage. The average velocity at the 
275-foot stage was 7.8 fps, or about double the design 
velocity. With this greatly increased velocity and slightly 
reduced area, the stage corresponding to the mean annual 
flood of 2,000 cfs was 274.5 feet, or 2.3 feet lower than the 
design stage of 276.8 feet.

2. By October 1964, moderately thick vegetation lined the 
new channel. The channel area, which now approximated the 
design area, showed no further increase in size. The average 
velocity at the 275-foot stage was reduced by the vegetation to 
only 3.2 feet per second, which is less than the design velocity 
at that stage. With extremely reduced velocity, the stage- 
discharge relation shifted about 2 feet. The stage correspond­ 
ing to the mean annual flood of 2,000 cfs was increased to 
276.9 feet, which was within 0.1 foot of the design stage of 
276.8 feet.

621
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Figure 1. Relation of stage to discharge, velocity, and area for an earthen canal constructed for Hanging Moss Creek at Jackson, Miss.

3. In February 1966 the data were similar to those for 
October 1964, but indicated that channel areas above the 
276-foot stage were 20 percent larger than the design areas. It 
is probable that the consistency indicated by the 1964 and 
1966 data results from summer foliage prevailing in October 
1964 and winter barren foliage in February 1966.

4. By October 1970, thick vegetation lined the channel on 
both the bottom and banks. Channel areas were consistent 
with previous measurements. The average velocity at the 
275-foot stage was reduced by vegetation to only 2.0 fps, 
which is about one-half the design velocity. With this 
extremely reduced velocity, the stage-discharge relation shifted 
an additional 1/2 feet. The stage corresponding to the mean 
annual flood of 2,000 cfs was increased to 278.4 feet, which is 
1.6 feet higher than the design stage of 276.8 feet.

5. In March 1971 velocity increased to 3.4 fps which 
resulted in a 40 percent increase in discharge at a 276.5-foot 
stage. The velocity increase was due to the barren winter 

foliage of the vegetation in the channel.
6. In March 1972 the data were similar to those for 

October 1970. Although foliage was minimal, the vegetation 
growth between March 1971 and March 1972 is accredited 
with reducing the channel's carrying capacity by 25 percent. 
In March 1972, the stage corresponding to the mean annual 
flood of 2,000 cfs was 278.4 feet, which is 1.6 feet higher than 
the design stage of 276.8 feet. The carrying capacity at the 
278-foot elevation is 900 cfs less than the design capacity; 
therefore, it may be assumed that the Hanging Moss Creek 
channel, designed to carry a 50-year discharge of 5,900 cfs at a 
12-foot depth will now carry no more than 5,000 cfs, which is 
less than a 25-year flood.

COMPUTATIONS OF MANNING'S n

The equation presented by Manning (1890, p. 161 207), 
one of the most commonly used open-channel flow formulas,

is 0 =  "   AR 3 S . where 0 is the discharge in cubic feet Y n > v 6

per second, n is the roughness coefficient, A is the cross-sec­ 
tional area of the channel in square feet, R is the hydraulic 
radius in feet, and 5 is the energy gradient. All these factors 
are physical measurements with the exception of the rough­ 
ness coefficient, which can be computed when other factors 
are known.

Values of Manning's n commonly used for designing earthen 
channels vary from 0.02 to 0.03. The calculated carrying 
capacity of a geometrically stable channel for any given slope 
is inversely related to this factor; therefore, if the n value is 
doubled as a result of changing channel conditions the carrying 

capacity is reduced 50 percent.

Manning's n was computed for reaches upstream and 
downstream from Interstate Route 55 for seven floods (table 
1). The n values shown in the table were obtained by using 
known discharges, the design cross section, and slopes between 
bridges 1,200 feet downstream and 2,750 feet upstream.

After the flood of March 2, 1972, a four-section reach 
beginning 450 feet upstream from Interstate Route 55 and 
extending 700 feet upstream was surveyed in detail. For this 
short reach the Manning's n was 0.073 as compared to 0.074 
for the longer reach (see table 1). A photograph showing 
typical roughness of March 10, 1972, (n = 0.073) is shown on 

figure 2.
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Table 1. Manning's n values, Hanging Moss Creek at Interstate Route 55 in Jackson, Miss., 1964 72 

[Values for areas and wetted perimeters are from design cross section. Design flow line is 269.91 feet]

Date

Mar. 3, 1964 . . .

Oct. 4, 1964 
Feb. 10, 1966 . . 
Oct. 13, 1970 . . 
Mar. 25, 1971 . . 
Mar. 2, 1972 ...

Stage 
(ft)

. 275.08 
275.01 

. 274.53 

. 277.78 

. 277.36 

. 276.62 

. 278.11

Discharge 
(cfs)

2,540 
2,240 

952 
2,440 
1,440 
1,550 
1,810

Area 
(sq ft)

312 
306
272 
520 
488 
428 
550

Wetted 
perimeter 

(ft)

73.0 
72.6 
70.8 
85.0 
83.0 
80.0 
97.6

Slope (ft/ft)
Upstream

1 0.0017 
'.0017 
'.0017 
.00178 
.00174 
.00180 
.00214

Downstream

2 0.0020 
2 .0020 
2 .0020 
.00219 
.00136 
.00136 
.00140

Computed n
Upstream

0.020 
.022 
.043 
.045 
.068 
.053 
.074

Downstream

0.021 
.024 
.047 
.049 
.060 
.046 
.060

1 Estimated from profile of July 8, 1963 (slope was 0.00164).
2 Design slope; assumed to exist during 1964.

Figure 2. Vegetation in channel 450 feet upstream from Interstate 
Route 55, March 10,1972 (n = 0.073).

During the floods of October 1964 and October 1970, 
summer foliage reduced the carrying capacity (increased re). In 
October 1970, re values were 20 to 25 percent greater than 
those for the following March and were approximately equal 
to those of March 1972. Changes in Manning's re, for the 
period 1964 72, in the reach upstream from Interstate Route 
55 are shown on figure 3. These data indicate that n during 
summer foliage is one-third larger than n during barren winter 
conditions.

Photographs of the channel viewed upstream from Interstate 
Route 55 on March 25, 1971, March 29, 1971, September 9, 
1971, and March 10, 1972, are shown in figure 4.

FLOOD PROFILES AND FLOW-LINE PROFILES

Floods on Hanging Moss Creek on February 10 and May 21, 
1966, had peak discharges of 2,500 and 2,400 cfs, respec­ 
tively, at the gage at Interstate Route 55. These peak 
discharges may be expected to be exceeded on the average of 
once in about 3 years. Profiles of these floods are compared 
with the design profile of the 50-year flood on figure 5.

Moderately thick vegetation consisting of willows, weeds, 
and grasses lined the channel. Effect of the vegetation on the 
flood profiles is shown by an increase in stage downstream 
from Ridgewood Road. The design depth for 2,500 cfs at that 
point is about 10 feet. The vegetation caused the depth on 
February 10 and May 21, 1966, to be increased to about 11 
feet. This is the difference in the water surface elevation of 
272 feet and the flow line of 261 feet (fig. 5).

The flood of October 13, 1970, had a peak discharge of 
1,700 cfs at the gage at Interstate Route 55. This flood may be 
expected to be exceeded on the average of once in about 2 
years. A profile of this flood is shown on figure 5.

On October 13, 1970, willows and weeds, 8 to 10 feet high, 
and heavy summer foliage lined the channel. Effect of this 
vegetation on the flood profile was to raise it to or above the 
profile of February 10, 1966, at which time the discharge was 
2,500 cfs at Interstate Route 55. Effect of vegetation was
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0.02

Figure 3. Changes in Manning's n, 1964 72, and dates of photographs 
in figure 4.
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c D
Figure 4. The channel viewed upstream from Interstate Route 55.

A. March 25, 1971 (near crest). Discharge, 1,600 cfs; stage at downstream service road, 276.8 feet.
B. March 29, 1971. Rod (left center) at crest of March 25.
C. September 9,1971. Summer foliage.
D. March 10, 1972. Barren foliage; rod (upper left) at crest of March 2, 1972.

greatest at the downstream side of Ridgewood Road. The 
design depth for 1,700 cfs at that point is about 8/2 feet. The 
vegetation caused the depth on October 13, 1970, to be about 
13 feet. The flood stages of October 13, 1970, equaled or 
exceeded those of February 10, 1966, throughout the 2-mile 
channel reach between Sylvia Street extension and Ridgewood 
Road, with the exception of a short reach, just upstream from

the Illinois Central Railroad, which had recently been cleared 
of vegetation.

The designed flow-line profile of Hanging Moss Creek 
between stations 10+00 and 133+00 is shown on figure 5. 
Cross sections were obtained upstream and downstream from 
all street, highway, and railroad crossings during the winter of 
1968 by the U.S. Soil Conservation Service. Comparison o f
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Figure 5.-Flood and flow-line profiles of Hanging Moss Creek at Jackson, Miss.

these cross sections with those of the designed channel 
(50-foot bottom with 2:1 side slopes approximately 12 feet 
deep) revealed some fairly large discrepancies. Some of these 
probably resulted from construction departure from the plan, 
but most of them are believed to have resulted from bank 
sloughing and degrading. A bottom profile developed from the 
1968 cross sections is shown on figure 5. The 1968 profile 
coincides with the designed profile at the downstream side of 
Ridgewood Road (Sta. 120+00), at the upstream side of Old 
Canton Road (Sta. 107+50), and just upstream from the 
Illinois Central Railroad (Sta. 34+00) but shows degrading 
through most of the 1.6-mile reach from Ridgewood Road to 
the Illinois Central Railroad. Maximum degrading of more 
than 3 feet occurred just downstream from the railroad. A 
1968 cross section 6,000 feet downstream from Ridgewood 
Road shows a flow line about 5 feet higher than the designed 
channel at that point. In summary, scour as great as 3 feet 
occurred between Ridgewood Road and the Illinois Central 
Railroad between 1963 and 1968, and fill as great as 5 feet 
occurred 6,000 feet below Ridgewood Road.

SUMMARY
Values of Manning's n commonly used for designing earthen 

channels vary from 0.02 to 0.03. Observations made in this 
study indicate that these values are low, and that the carrying 
capacity of earthen channels may be reduced 50 percent as a 
result of only 1 year's growth of vegetation and 70 percent as 
a result of 8 year's growth. The carrying capacity during 
summer foliage is only two-thirds the carrying capacity during 
barren winter foliage. This appraisal of the flow characteristics 
of a rectified channel of Hanging Moss Creek in Jackson, Miss., 
illustrates the desirability of using high design friction values 
for earthen channels and the need for establishment of an 
effective maintenance program to control vegetation growth.
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