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ABBREVIATIONS

A _____ --angstrom kWh ______ kilowatt-hour

alt . altitude lat - ___ latitude

avg - average LDMW ___locally derived meteoric water

BP. ______ before present Im ________ lumen

cal ________ calorie log ————____ logarithm (common)

cale ______ calculated long ______ longitude

COD .____ chemical oxygen demand M o molarity, molar (concentra-

concd __.__ concentrated tion)

cP . ___ centipoise M o molality ; molal (concentra-

D___ . debye unit ' tion)

a day mA .. milliampere

af .~ degree of freedom MBAS _.__methylene blue active

diam ______ diameter substance

DO . dissolved oxygen MeV ______ megaelectronvolt

Eh oxidation-reduction potential mg _______ milligram

[T+ R —— equation mGal _____ milligal

ERTS _____ Earth Resources Technology, MIBK ..__methyl isobutyl ketone
Satellite (now Landsat) min _______ minute

ft-¢c -—-____foot-candle Ml . million litres

h . hour ml ____.___millilitre

1 joule mo —___.__._ month

K kelvin mol _______ mole

kg —_.-____Kkilogram mV _______ millivolt

KV s kilovolt my. —___.__ million years

weal _______ microcalorie
[72 - S microgram
pm micrometre
pmho _____ micromho

N o normality

n neutron

NASA ____.National Aeronautics and
Space Administration

nm _______nanometre

Pd.t. —____ Pacific daylight time

pH ______. measure of hydrogen ion
activity

ppb part per billion

ppm ______part per million

r/min _.___ revolutions per minute

S second

(€ —— solid

SMOW ____standard mean ocean water

std _______ standard

[ population standard deviation

W o ~watt

W/V e weight per volume

yd ________ yard

¥yr ___._____year

METRIC-ENGLISH EQUIVALENTS

Metric unit

English equivalent

Metric unit

English equivalent

Length Specific combinations—Continued
millimetre (mm) = 0.03937 inch (in) litre per second (1/s) = .0353 cubic foot per second
metre (m) = 3.28 feet (ft) cubic metre per second
kilometre (km) = .62 mile (mi) per square kilometre
[ (m3/s) /km?2] = 91.47 cubic feet per second per
Area square mile [(£t3/s)/mi2]
metre per day (m/d) 3.28 feet per day (hydraulic
square metre (m?2) = 10:76 square feet (ft2) conductivity) (ft/d)
square kilometre (km?2) = .386 square mile (mi?) metre per kilometre _
hectare (ha) = 247 acres (m/km) = 5.28 feet per mile (ft/mi)
' ku?l?]e;{le) per hour 9113 foot d (ft/s)
m - , = . oot per secon s
Volume . metre per see{md (:ln/s) = 3.28 feet per second
3 — 3 metre squared per day
fubic gentimetre (cm®) = OOl e Iches ™ (m/d) o = 10.764  feet squared per day (£t?/d)
cult;ic metre (m?) = 35.3%081 cubicf fegt((ftﬂ)ft) cuble metre per second (transmissivity)
cubic metre = . acre-foot (acre-
cubic hectometre (hm3)  =810.7 acre-feet (m3/s) = 22.826 million %allons per day
litre = 2113 pints (pt) . (Mgal/d)
litre = 1.06 quarts (qt) cubic metre per minute .
litre = .26 gallon (gal) (m3/min) =264.2 gallons per minute (gal/min)
cubic metre = .00026 million gallons (Mgal or litre per second (1/s) = 15.85 gallons per minute
10¢ gal) , litre per second per .
cubic metre = 6.290 barrels (bbl) (1 bbl=42 gal) metre [(1/8)/m]} = 4.83 gallons per minute per foot
ki ¢ b [ (gal/min)/ft]
i ometre per hour
Weight (km/h) 4 (m/s) = 2.22%’7 mge per h%ur (mi/h)
ram ( = 0.035  ounce, avoirdupois (oz avdp) metre per second (m/s = = mlles per hour
gram &) = .0022 pound, avoirdupois (lb avdp) gram per cubic
tonne (t) = 11 tons, short (2,000 1b) centimetre (g/cm3) = 6243 pounds per cubic foot (1b/ft?)
tonne = .98 ton, long (2,240 1b) gram per square
centimetre (g/cm?) = 2.048 pounds per square foot (1b/ft2)

Specific combinations

kilogram per square
centimetre (kg/cm?2)

kilogram per square
‘centimetre

cubic metre per second
(m3/s)

Il

= 35.3

0.96 atmosphere (atm)
.98 bar (0.9869 atm)

cubic feet per second (ft3/s)

gram per square

centimetre .0142 pound per square inch (lb/in2)
Temperature
degree Celsius (°C) = 1.8 degrees Fahrenheit (°F)

degrees Celsius
(temperature)

=[(1.8X°C) +32] degrees Fahrenheit

I

Any use of trade names and trademarks in this publication is for descriptive purposes

only and does not constitute endorsement by the U.S. Geological Survey.
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INFORMATION THROUGH COLOR IMAGERY

By ALDEN P. COLVOCORESSES, Reston, Va.

Abstract.—The color-sensing capability of the human eye is
a powerful tool. In remote sensing we should use color to
display data more meaningfully, not to re-create the scene.
Color disappears with distance, and features change color with
viewing angle. Color infrared film lets us apply color with
additional meaning even though we introduce a false color
response. Although the marginal gray scale on an ERTS (Earth
Resources Technology Satellite) image may indicate balance
between the green, red, and infrared bamnds, and although
each band may be printed in a primary color, tests show that
we are not fully applying the three primary colors. Therefore,
contrast in the green band should be raised. For true three-
color remote sensing of the Earth, we must find two generally
meaningful signatures in the visible spectrum, or perhaps ex-
tend our spectral range. Before turning to costly digital proc-
essing we should explore analog processing. Most ERTS users
deal with relative spectral radiance; the few concerned with
absolute radiance could use the computer-compatible tapes or
special annotations. NASA (National Aeronautics and Space
Administration), which assigns the range and contrast to the
ERTS image, controls processing and could adjust the density
range for maximum contrast in any ERTS scene. NASA can-
not alter processing for local changes in reflective character-
istics of the Earth but could adjust for Sun elevation and
optimize the contrast in a given band.

In spite of the complexity and the current prolifera-
tion of computers, decisions are still largely made by
the human being and are based principally on what
one sees. What one sees may be a natural scene, or it
may be information in the form of alphanumerics or
graphics. Graphics may be an artificial presentation,
or they may be an image of the natural scene as re-
corded by a remote sensor. Remotely sensed imagery
is the subject of immediate concern.

The human eye, through a system of fine cones,
senses three distinct groups of wavelengths (colors)
which make up the visible spectrum. If the image is
portrayed in all three colors, it should impart far more
information than if in monochromatic form, such as
a black-and-white photograph. On the basis of infor-
mation theory according to Arch Park of Earthsat
Corp. (oral commun., 1974), the relative value of color
is 11,21, or 3! (1, 2, 6) depending on the number of
colors that are fully and meaningfully used. I’'m not
going to try to prove or disprove these numbers, but
there is no doubt that color, as compared with the
monochromatic presentation, can greatly increase the

information content of a given image. Information,
however, must be meaningful if it is to really help
the decisionmaking process, and two basic questions
arise : Should colored imagery approximate the tones
and hues of the real scene, or should color be treated
as a tool for adding information regardless of the
true color of the scene itself? Except for a few special
cases, I feel we are making a big mistake in trying to
re-create true tone and hue of a remotely sensed
scene in a colored image. The time has come to treat
color as an independent parameter and apply it to
imagery with the same force that we now apply color
to maps, graphs, and other artificial graphics. Let us
look at the evolution, current use, and future poten-
tial of color as it applies to remotely sensed imagery.

HISTORY AND CURRENT STATUS

Since color photography was first, developed, there
have been repeated efforts to apply it in the aerial
mode. Recently the Apollo and Skylab programs have
carried color photography into space. About 1940,
camouflage-detection (color infrared) film was devel-
oped, and it also has been applied in both the aerial
and the space modes. But what has all this meant in
relation to general use and practical applications? As
of today more than 90 percent of all aerial photo-
graphs are still exposed on black-and-white films,
which raises the question of just how useful color
photography really is.

We all know that at reasonably close range color
film can record hues and tones with a high degree of
reliability. But what happens when we move up in
the atmosphere? For one thing, color differences
(hues) quickly disappear, and except over dry desert
areas the Earth takes on a fairly uniform response.
Thus the parameter of color as seen in the visible
spectrum tends to be lost, even at reasonably low
altitudes. Another problem is that the same features
change color with the viewing angle. Now if we record
the Earth from space with conventional color film,
in most areas practically everything in the photo-
graphed area tends to turn blue. We can get basically
the same response on black-and-white film, and if we
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like the blue color, we can print it in blue.

But what about color infrared film? Here we have a
response that extends well beyond what the eye sees.
Now the -parameter of color can be applied with
additional meaning even though we introduce a false
color response in the process. For example, an ERTS
image, at low resolution but in the color infrared
mode, may carry a marginal gray scale indicating a
balance involving bands 4 (green), 5 (red), and 7
(infrared). If each band is assigned a primary color
for printing, we can say we are applying the three
primary colors. We can say it, but it isn’t really true.
Remember that color photographs from space are
generally monochromatic. How can we, therefore, get
two meaningful colors out of a monochromatic re-
sponse? We can’t, and I suspect our whole approach
to color and color infrared photography is suffering
because of this.

ERTS offers us a unique and widespread oppor-
tunity to look at the color problem since we start with
four separate waveband records which register per-
fectly when properly handled. We have taken ERTS
images of New Jersey, Florida, and Arizona and
tested our concepts by combining only bands 5 and
7 (red and IR) and comparing them with the con-
ventional three-color combinations of bands 4, 5, and 7.
In each of our experiments the two-color approach
resulted in a colored image of equal or better informa-
tional content than the three-color approach. To main-
tain color balance, band 5 was used to activate two of
the subtractive colors (yellow and magenta) while band
7 activated cyan. These results would seem to imply
that band 4 is of little or no value, but such an implica-
tion is obviously not true. On band 4, water tones,
though subtle, are real and are not found on the other
bands. Then why can’t water tones—or other tones
unique to band 4—be meaningfully combined in a color
composite? The answer apparently lies in the small
density range currently assigned to band 4 images by
NASA. We can raise the contrast of band 4 and thus
accentuate the subtle water ones, but when we do, we
tend to saturate (overexpose) the beaches, roads, and
other areas of high response. We have to find out if two
generally meaningful signatures in the visible spectrum
can be obtained from space, and it may be that we will
have to use a completely different portion of the spec-
trum, such as the thermal wavelengths, before we can
fully apply three colors to an image of the Earth
that has been sensed through the atmosphere. One
simple answer to this problem is to forget photographic
processing and turn to the digital domain; however,
we must remember that digital data, regardless of how
well processed, must still be transmitted to the human
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brain, which again involves the color-sensitive human
eye. Moreover, digital processing is both complex and
costly, and before we all go digital, let’s see if we have
properly explored analog processing. Because of its
characteristics and availability, I’ve chosen ERTS for
this discussion, but it applies to high-altitude aerial
photographs or Skylab imagery as well. '

ERTS IMAGE PROCESSING

ERTS imagery serves two principal groups of users
who depend upon spectral response. The first group
consists of those who are concerned with the absolute
radiance of an object or area. These are generally
scientifically oriented and probably constitute a fairly
small percentage of NASA investigators. The second
group, which includes the vast majority of ERTS
users, are those looking for information which is based
on relative spectral radiance. This is a matter of differ-
ence (contrast) in tone and hue.

Photographic film has an information-storing capa-
bility far beyond that which the human eye can di-
rectly detect. However, conventional photographic
products, such as photopaper, have limited dynamic
range, and the Earth’s varied vesponse, as sensed by
ERTS, must be compressed if it is to be recorded on
a print in absolute terms. If each ERTS scene carried
the full response (darkest to brightest), there would
be little choice except to print the full response.
Actually, in any one given ERTS scene, the response
in any one band is quite 1imi_.ted; Occasionally a
scene may be half snow and half dark woods, thus
creating a sizable range of response, but ordinarily
the density range of an ERTS scene is only a small
fraction of that encountered throughout a complete
cycle of Earth coverage. This means that the contrast
of any one ERTS image could be much greater if its
density range were aimed at maximizing the scene
rather than dealing in absolute terms. In theory,
specialized photoprocessing can bring out and print
in visible form any information available on film. How-
ever, a photoprint or lithographed photocopy will nor-
mally display no more than what is shown at reasonable
contrast on the film. Therefore the range and contrast
assigned by NASA to the original ERTS image as
printed by the Electron Beam Recorder (EBR) con-
trol the entire chain of photographic processing, ex-
cept for those few agencies that can afford the time
and cost of sophisticated (custom) image processing.

The problem of reproducing ERTS imagery is
basically the same as for aerial photographs used in
photomaps or orthophotoquads. In aerial photographs,
all possible effort is made to properly record the entire
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response of the project on the aerial film. On the de-
veloped film the density (D) range is determined
(Dmin and Dynyy), from which a proper processing
gamma is determined which will just fit the dynamic
range of the photographic product. This procedure
merely extends the recorded density range over the
straight-line portion of the characteristic curve of the
photographic product and thus achieves maximum
contrast without overexposure or underexposure of any
project element. The key to this procedure is restrict-
ing the project to one of generally uniform response.
If a bright desert and a dark timbered area are in-
cluded on the same project for which the overall
response is set, the contrast on any one image must
be much lower than if the project were all wooded
or all desert; the overall density range would then be
smaller and the gamma (contrast) on the final product
would be higher. Why not look at an ERTS image
the same way we look at an aerial-photography
project ?

ERTS must record a tremendous density range due
to the difference in the Earth’s reflective characteris-
tics as well as the Sun’s altitude, which varies from 0°
near the poles to more than 60° where the satellite
crosses the ecliptic. NASA cannot alter processing
for local changes in reflective characteristics of the
Earth but could modulate the basic process according
to Sun elevation to maximize the normal Earth scene.
On ERTS-1 four MSS (multispectral scanner) bands
are involved. Bands 6 and 7 (near infrared) as imaged
by the EBR now show a high contrast; band 5 (red),
fair contrast; but band 4 (green), generally poor
contrast. As a result, band 4 as now processed con-
tributes little to color composites when combined with
bands 5 and 7.

Changing the processing range according to Sun
elevation or increasing the gamma on band 4 is ob-
viously going to hamper the work of those few scien-
tific investigators who are looking for absolute radi-
ance. Those investigators should use the computer-
compatible tapes, which do record absolute radiance
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(as it reaches the sensor), and leave the images to
those looking for relative radiance. However, when
ERTS imagery is modulated to maximize the re-
sponse, there is no reason why the density ranges
and gamma used (or some indication thereof) could
not be annotated by the EBR which produces the
original image. Likewise, when further processing
is done, marginal indications of the processing param-
eters could be added.

Altering absolute to relative radiance values and
maximizing image contrast is often referred to by
such terms as “haze removal” or “image enhancement,”
but to me it is nothing more than proper photographic
processing. Every time a photographer alters his lens
settings, film type, or processing procedure, he is doing
exactly the same thing. Where would photography be
today if we always attempted to record absolute
radiance? I suggest we would be back in the pinhole
era.

ACTION TO BE TAKEN

With regard to ERTS, the U.S: Geological Survey
has recently been selected by NASA to carry out
image processing experiments based on providing
optimum final products—both in color and in black-
and-white. The concepts and procedures discussed in
this paper will be tested in our laboratories with the
goal of improving the quality of ERTS image prod-
ucts. However, the most important action that should
be taken is perhaps philosophical. We must accept the
color-sensing capability of the human eye as the pow-
erful tool that it is for transmitting information to the
brain; therefore, we should attempt to display remotely
sensed data in a full three-color meaningful form. By
such action the value of an image should increase ma-
terially and thus aid the decisionmaking process in
which the human eye is the key.

Just as speed-reading techniques help us to absorb
the information of the written word, the proper use
of color can increase our ability to absorb the informa-
tion now available through imagery of the Earth.
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ESTIMATES OF TEMPERATURE AND PRECIPITATION
FOR NORTHEASTERN UTAH

By F. K. FIELDS and D. B. ADAMS, Salt Lake City, Utah

Work done in cooperation with the Utah Department of Natural Resources

Abstract.—Estimates of temperature and precipitation were
made for northeastern Utah from information that was col-
lected at 67 locations. The variable-length records were con-
verted to the common-time base of 1941-70; then general
relations were developed to extend the converted point values
to unsampled sites. Regression techniques were used to fill
voids in the temperature-data base. Incomplete precipitation
records were adjusted to the 1941-70 average on the assump-
tion that the ratio of concurrent data is directly proportional
to the ratio of the respective 1941-70 average annual values
at mnearby sites. Equations were then developed through a
computer program to express the relationship of temperature
and precipitation with altitude and location and to extend
the information to unsampled sites. Two-thirds of the ob-
served and estimated average annual temperature and pre-
cipitation values are within *+1.5°F (1.0°C) and 2.08 in (53
mm), respectively, of the calculated averages. Schematic dia-
grams, plotted by computer, were prepared to show varia-
tions of altitude, temperature, and precipitation; and maps,
also plotted by computer, show lines of equal altitude, pre-
cipitation, and temperature.

Most numbers are given in this report in English
- units followed by metric units in parentheses. The con-
version factors used are:

English To obtain

units Multiply by metric units
Feet (ft) 0.3048 Metres (m)
Inches (in.) 25.4 Millimetres (mm)
Square miles (mi?) 2.59 Square kilometres (km ?)

Air temperature is given in degrees Fahrenheit. De-
grees Celsius on a thermometer scale equals (°F—32)/
1.8. Difference in degrees Fahrenheit can be converted
to difference in degrees Celsius by multiplying the
value in degrees Fahrenheit by 0.55.

As part of a detailed hydrologic appraisal in north-
eastern Utah climatic records of variable length were
converted to a common-time base, point-sample infor-
mation was extended to unsampled sites, and estimates
of lines of equal precipitation and temperature were
expressed through computer graphics.

The conversion of data samples of variable length
to a common-time base eliminates many of the sub-
jective considerations that would otherwise be required.
For instance, one 5-yr average for a given point can

be quite different from another, and neither may ex-
press a long-term average. After conversion, reliable
and simple means are available to transfer the point-
sample information to unsampled sites and to illus-
trate the data by computer graphics. The methods that
were used to carry out these procedures are briefly
explained in this article.

Monthly averages of air temperature for 44 sites
and precipitation for 58 sites were compiled from
summaries published by the National Weather Service.
The sites extend into Colorado and Wyoming for an
enlarged sampling and greater diversification of pa-
rameter values.

CONVERTING THE DATA TO A COMMON-TIME
BASE

Two methods, regression and ratio, were used to
convert the climatic data to the common-time base of
1941-70. Both methods require a period of concurrent
data at two sites. After an estimating equation has
been defined from concurrent records, the regression
method only requires data at the independent site
during the record voids of the dependent site. One
site must have a complete record, however, if the ratio
method is to be used.

Changes in average monthly temperatures at a single
site reflect a general change of air temperature within
the area. Because of the high correlation of tempera-
ture data, therefore, regression techniques were used to
fill all data voids in the temperature-sample base. The
concurrent monthly average temperatures for each
incomplete-record site and several nearby complete-
record sites were regressed to obtain estimating equa-
tions. The equations with the smallest standard error
of estimate and largest correlation coefficients were
used to estimate the data voids.

The site-to-site comparisons of precipitation records
revealed an extreme variability for month-to-month
and year-to-year comparisons. This irregular distribu-
tion eliminates the use of regression techniques. The
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incomplete record sites (PS7) were adjusted to the
1941-70 average (PS7(p)) on the assumption that the
ratio of concurrent annual averages (PS7 x)/PL7 x))
is directly proportional to the ratio of the respective
1941-70 average annual values (PS7 5 /PLT 1,). Only
complete calendar-year values were used in the ratios,
which are expressed as

PST()’{) 'PS]Y(E)

PLT @, PLTu
and the estimated average precipitation for 1941-70 is
PST = PLT 1y X PST (&) ,
PLT k,
where PST =short-term site,
PLT = complete-vecord site,
K =average annual precipitation for the
concurrent period of record,
I =observed average annual precipitation
during 1941-70, and
E'=estimated average annual precipitation
during 1941-70.

Accuracy of site estimates

The average standard error of estimate of the
monthly temperature values is about 2°F (1.0°C).
This is equal to an error of about 10 percent for the
average January temperature (20°F or —6.5°C) and
about 3 percent for the average June temperature
(61°F or 16.0°C). On the average, the standard error
of estimate for the monthly values is about 5 percent.

The accuracy of an estimate made by a ratio cal-
culation is more difficult to appraise. The accuracy
level is primarily dependent upon the length of the
concurrent records; the longer the period, the more
reliable the estimate. This relation is shown in figure 1
and is generated from the comparison of over 300
estimates with actual values for 8 complete-record
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Figure 1.—The relation of the standard error of precipita-
tation estimate, made by the ratio method, to the length
of concurrent record.

TEMPERATURE AND PRECIPITATION ESTIMATES, NORTHEASTERN UTAH

sites. These estimates are calculated for periods of 1,
2, 5, 10, and 20 yr for about 40 different time intervals
within 1941-70. The median timespan of the individual
precipitation records is 14 yr.

Each long-term average (PST () that was calcu-
lated for an incomplete-record site (PS7) is the
average value of four computations obtained from
four complete-record sites (PLZ(1)). The estimates for
each site were consistent. The standard deviation of
the estimate residuals for the entire collection of ratio
estimates was 0.42 in (11 mm) for a mean of the esti-
mated annual precipitation value of 16.2 in (411 mm).

EXTENSION OF POINT-SAMPLE INFORMATION
-TO UNSAMPLED SITES

The individual site averages for the 1941-70
period are point samples or estimates. Optimum use
of these data requires an objective method to distribute
or transfer the information to ungaged sites within
the study area. Through the computer program
KWIKRS (Esler and others, 1968), equations were
developed that accounted for the variance of tempera-
ture and precipitation with the parameters of location
(4 and B) and altitude (C). All locations are refer-
enced to 38° lat and 108° long. These parameters are
expressed as follows: 4 is minutes north of the lati-
tude reference point (latitude, in degrees, minus 38°)
times 60 min per degree; B is minutes west of the
longitude reference point (longitude, in degrees, minus
108°) times 60 min per degree; and € is altitude, in
thousands of feet.

The equations include a series of coeflicients that are
expressed in scientific notation when followed by the
letter Z. Each coefficient is multiplied by 10 raised to
the exponent shown after the letter £'; for example,
4F —02 is 4X10%, or 0.04. These equations are used
to transfer the existing data-base values and estimates
to ungaged sites, but no rational explanation for the
variance, relative to location, has been explored. The
equations are as follows:

Average' annual temperature for the period 1941-70=
24.61-18.59F — 02(A) +16.38E-02(B) +10.99(0) +
24.63F — 05 (4)2+32.62E —05(4) (B) —41.05E —06
(B)* +41.80E — 04 (A4) (C) —36.88E — 03 (B) (C) —
68.30E —02(C)?, '

where the correlation coefficient is 0.95, standard error

of estimate is 1.5°F (1.0°C), and sample mean is

45.2°F (7.5°C).

Average annual precipitation for the period 1941-70=
33.04 — 17.53E — 02 (A) + 10.13E' — 01(B) +23.26F —
01(C)+ 28.36F — 04(A)>—49.70F —04(4) (B) —
45.16EF — 04(B)* + 42.06£' — 03 (4) (C) — 85.19EF — 03

(B)(C) + 2213E — 02(0)% + 12.03E — 07(A)3 +
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Figures 24 effectively portray the distributions of
altitude, temperature, and precipitation. It is not prac-
ticable, however, to obtain quantitative values from
these figures. For this reason, the parameter values
were converted to contours, lines of equal temperature,

1242F — 06 (A4)%(B) —81.54E — 05(4)2(C) + 34.19F

—07(4) (B)*+ 25.01E — 07 (B)*+ 58.50E — 05 (B)*

(0) + 11.52F — 03(A4) (C)* — 60.76F — 04(B) (C)*

—35.73L'—03(C)*+2041E-05(4) (B) (),
where the correlation coefficient is 0.96, standard error
of estimate is 2.08 in (53 mm), and sample mean is
14.9 in (378 mm).

Two-thirds of the observed and estimated average
annual temperatures are within £1.5°F (1.0°C) of the
defined relation, whereas two-thirds of the precipita-
tion values and estimates are within +£2.08 in (53 mm)
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and lines of equal precipitation in figures 5, 6, and 7, area within a range of 2° lat and 3.8° long. However,
which were plotted on a drum plotter by means of the the east and west boundary values are poorly defined.
computer program GPCP (California Computer Prod- Figures 5-7 show the lines of equal value within a
ucts, Inc., 1971). range of 1.9° lat and 2.7° long, after the removal of

The distributions in figures 24 are shown for an the poorly defined fringe areas.
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The lines of equal value in figures 5-7 were plotted of their distances from the node point, and the smooth-

on the basis of an analysis of eight neighboring values ness of the contours is directly related to the number
surrounding each grid intersection. The effect of the

of neighboring points considered (a user’s option) in
neighboring points is inversely related to the square the grid analysis.
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DELINEATION OF BURIED GLACIAL-DRIFT AQUIFERS

By THOMAS C. WINTER, Denver, Colo.

Abstract—Locating and delineating buried glacial-drift
aquifers poses one of the major problems to hydrogeologists
working in glacial terrain. To show the vertical and horizontal
boundaries of aquifers, most techniques require a multiple set
of maps, a fence diagram, or a combination of maps and sec-
tions. Calculations of the first two moments, mean and stand-
ard deviation, of a discontinuous distribution result in values
that represent the center of gravity (mean position) and
spread (standard deviation) of all the sand units in a drill
hole. Data for the moment method consist of depth to center
point and thickness of each sand unit. A 2,600 mi? (6,730 km °)
area in northwestern Minnesota that contained 71 test holes
drilled to bedrock was used to test the usefulness of the mo-
ment method in glacial terrain. Plots of relative position of
center of gravity and relative spread (calculated as percent-
age of total drift thickness) showed three groupings for rela-
tive center of gravity (shallow, 0-26 percent, medium, 30-55.
and deep 58-72) and three for spread of sand units (narrow,
1-5 percent, medium, 8-19, and wide, 22-38). The resulting
vertical-variability pattern map shows the areas of each of
the nine combinations of these two factors. Because the ver-
tical-variability map does not show quantity of sand, the
map is most informative if the total thickness of sand, or
percent sand of total drift thickness, is recorded by each hole
location on the map. The center of gravity is useful for de-
scribing the vertical position of the principal sand in a drill

hole because it lies within the principal sand unit in 34 of

the 63 holes that contained sand, and it is within 15 per-
cent (based on total drift thickness) of the principal sand
unit in 22 of the remaining 29 holes.

Locating and delineating buried glacial-drift aqui-
fers poses one of the major problems to hydrogeologists
working in glacial terrain. Because of deposition

- unique to glacial processes, standard geologic-mapping
methods developed for stratified rocks have often been
inadequate.

Drift consists largely of till (an unsorted mixture of
clay through boulder-size material) and stratified ma-
terial which is generally clay through gravel size. Till
is deposited (1) at the base of a glacier as it moves
over an area, (2) at the terminus of a glacier where
bodies of till, incorporated into the ice, slough off the
melting glacier and pile up at its edge, or (3) as abla-
tion till, which is supraglacial till that settles as the
underlying ice melts. Stratified deposits, usually as out-
wash or ice-contact forms, are water-laid and, there-
fore, well sorted. The sediment-laden melt waters is-

suing from the glacier either drop their load immedi-
ately adjacent to the ice (ice contact) or carry the
material beyond the ice where the diminishing compe-
tence of the flowing water results in deposition. The
constantly changing water budget of glaciers results in
greater or lesser quantities of melt-water flow and thus
causes wide variations in sediment deposition. In addi-
tion, the courses of the streams shift continually, re-
sulting in highly irregular shapes and thicknesses of
stratified deposits, particularly of ice-contact deposits.
Immediate burial of ice-contact stratified drift can take
place by the sloughing bodies of till.

When a glacier melts, the resulting moraines usually
contain a high percentage of buried sand and gravel,
but in a highly irregular pattern of distribution. Thus,
for practical purposes, the sand is considered to be
randomly distributed both areally and vertically. In
spite of this randomness in location, the environments
of deposition suggest that correlation is justified over
small distances, usually not more than several miles, or
as much as 10 mi (16 km). The exception to this, of
course, is the presence of large widespread outwash
plains that are generally associated with interglacial or
interstadial periods. '

In areas of multiple glaciation, the deposits just
described are covered by succeeding glaciers, which
often completely destroy any surface expression of the
older deposits. This concealment makes it extremely
difficult to map drift aquifers as is demonstrated by the
many techniques used by hydrogeologists working in
glacial terrain. It is evident from the methods used that
these techniques were originally used to map large,
widespread sand bodies, buried outwash plains, or to
map the distribution of all sands in a drift section.
Successive glacial deposits, however, are shown effec-
tively only by maps with accompanying sections, by
fence diagrams, or by a number of maps.

The purpose of this paper is to review a number of
the mapping techniques that have been developed and
to compare their advantages and disadvantages. In
addition, this paper presents a statistical approach to
mapping, which objectively considers the distribution
of all sands in a drift section. This method results in a
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single map which depicts the areal and vertical dis-
tribution of sand within the entire volume of drift
studied.

This report does not discuss methods of initially
locating buried stratified drift. Usually, this is done
directly only by test drilling and indirectly by geo-
physical prospecting methods such as earth resistivity.
Even if geophysical methods are employed, test drill-
ing is usually needed to prove the existence of an
aquifer. Although a great many aquifers are found by
chance, a basic requirement for locating an aquifer is
an understanding of the glacial history of the area.
This understanding leads to selection of target areas
for prospecting that enhance the possibility of locat-
ing buried aquifers.

A cknowledgment.—Critical discussion of this paper
by H. O. Pfannkuch, University of Minnesota, is
greatly appreciated.

TECHNIQUES OF DELINEATING BURIED
DRIFT AQUIFERS

Hydrologists have tried a number of methods of de-
lineating (mapping) buried drift aquifers, including
use of well-completion altitudes, well depths, correla-
tion of glacial units, lithic percentage, and aquifer
index maps. Other techniques that are used for delinea-

tion but also for quantitative description of aquifers

include lithofacies clastic-ratio maps and transmissivity
maps. There is considerable overlap between some of
these techniques whether they are used for delineation
or for description (largely concerning particle-size
variation) of an aquifer. Undoubtedly, methods other
than those discussed below have been developed. Those
included here, however, give some idea of the variety
of approaches.

Well-Completion-Altitude Method

Well-completion-altitude maps show areas where
wells are completed at a common altitude. The com-
pletion altitudes are plotted on a map and groups of
wells that have similar completion altitudes are de-
lineated. The basic assumption for this type is that the
wells are completed in a single aquifer zone. The tech-
nique is useful only for delineating extensive sand
units, those most likely to be buried outwash plains.
The smaller local sand units, those that are considered
to be randomly distributed, are essentially ignored.
Where the technique was used fairly extensively in
parts of Minnesota (Winter, Maclay and Pike, 1967),
an area was not delineated unless sand and gravel oc-
curred at the given altitude in at least one well log
in the area. To be illustrated effectively, results must
be shown on a map with accompanying sections (fig. 1).

DELINEATION OF BURIED GLACIAL-DRIFT AQUIFERS

Advantages of the well-completion-altitude method
are that the maps can be constructed rather quickly
after a well inventory of an area and that reconnais-
sance-type well scheduling provides most of the basic
data—few well logs are needed. Anderson (1968) used
a similar technique to discuss the concentration of
aquifer zones in Island County, Wash., but he did not
delineate the aquifer zones on a map.

Well-Depth Method

The well-depth method is similar to that of well-
completion altitudes. Again, after a ‘well inventory,
the depths of wells are plotted on a map and areas
where wells are completed at a common depth range
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FIGURE 1.—;Aquifers delineated by well-bottom altitudes and

drill logs in the Roseau River watershed, Minnesota. Modi-
fied from Winter, Maclay, and Pike (1967).
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are delineated. If the land surface is flat, the well-
depth map is essentially a well-completion-altitude
map. Where the terrain is hummocky, as in an end
moraine or an ice-collapse topography, the well depths
usually indicate only that within a certain depth
sufficient sand occurs in the drift in which a well can
be completed for domestic use. This type of mapping
is especially useful in reconnaissance studies because
only well-inventory data are needed—logs are not
essential. Well-depth maps should not be considered
aquifer maps as specific aquifers are not delineated,
except by chance. The well-depth maps are useful,
however, because they give some idea of the range
one must drill in order to intercept a sand and gravel
unit adequate for a domestic water supply. The tech-
nique has been used extensively in reconnaissance
studies in Minnesota (fig. 2).
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Ficure 2.—Depth of wells in the Lac Qui Parle River water-
shed, Minnesota. From Cotter and Bidwell (1968).
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Correlation Method

Because tills generally have readily observed diag-
nostic characteristics, they usually can be correlated
more easily than sand and gravel. Moreover, if enough
data exist on the physical and chemical characteristics
of the till, such as color, particle-size distribution, par-
ticle shape, pebble lithology, clay-mineral and heavy-
mineral content, and soluble material, these character-
istics can be correlated over rather large distances.
Unlike the previously discussed techniques, a consider-
able quantity of geologic data is necessary in order to
attempt this type of mapping. In the Mesabi Iron
Range area of Minnesota (Winter, Cotter, and Young,
1973) tills were mapped and samples were collected
from the open-pit mines. After the tills were charac-
terized, they were correlated throughout the area of
the mines and then identified in numerous drill holes
south of the open-pit mine area. By correlating and
mapping the tills, the interlayered sand and gravel
bodies were then delineated and isopach maps were
drawn to show the volume of aquifer that exists at
various stratigraphic intervals (Winter, 1973). (See
figure 3.) As in the well-completion-altitude method,
only the large, interglacial outwash units are of inter-
est. Information on the small, randomly distributed
sands is ignored. To illustrate the results of a correla-
tion-method study effectively, a set of maps, a fence
diagram, or a map with accompanying sections must be
constructed.

Rosenshein (1962) also correlated drift units over
rather large distances and thus was able to show wide-
spread distribution of sand in northwestern Indiana.
Although his report contains a number of sections, it
does not include a map showing areal configuration of
the aquifers. .

Delineation by correlation, a standard geologic-
mapping approach to delineating specific stratigraphic
units, is often illustrated by fence diagrams. The ad-
vantage of fence diagrams is that they effectively por-
tray a three-dimensional view of a volume of material.
Being simply a number of connected sections, however,
they have the disadvantage of showing only what is
present along the lines of section and the shape of the
unit of interest in the intervening volumes must be
inferred. Fence diagrams are useful ‘when mapping
rather simply shaped units, such as channel sands or
linear units (Winter, 1967), but are difficult to inter-
pret when they are used to illustrate highly irregular
complex sand units (Thompson, 1965).

Lithic-Percentage Method

Maps showing the areal variability of the percentage
of sand in drift are common. In areas of relatively thin



140

R. 17 W.

R. 16 W.

0 10 MILES

e

0 10 KILOMETRES
EXPLANATION
. Test hole

100~—— Line of equal thickness of gla-
ciofluvial sediments. Dashed
where approximately located.
Interval 25 and 50 ft (7.6 and
152 m). To convert feet to
metres, multiply by 0.3048

Crest of Giants Range

FiGUure 3.—Thickness of glaciofluvial sediments between
bouldery and surficial tills in the eastern Mesabi Iron Range
area, Minnesota. From Winter (1973).

drift, drill holes generally penetrate the entire sec-
tion. In such areas, the percentage of sand in the section
is calculated and the data are plotted on a map and
contoured. Because few wells penetrate the entire sec-
tion in areas of thick drift, the percentage of sand for
the unpenetrated part of the drift section is a major
unknown and some arbitrary thickness, such as the
upper 200 ft (61 m) of drift, must be defined in
order to use this method. The difficulty with such an
approach is that it does not delineate specific aquifers
or show the vertical stratigraphic position of the sand
and gravel units. For example, a given amount of sand
could be scattered as many individual units throughout
the entire drift section, or it could be concentrated in
one unit somewhere within the drift section. The lithic-
percentage method also requires that log information
be available.

Aquifer-lndex Method

Twenter and Knutilla (1972) developed an “aquifer
index” to differentiate the drift in Oakland County,
Mich. The index is a composite of numbers assigned to
rock types and modifiers: for example, sand (rock
type), gravelly (modifier), and coarse grained (modi-
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fier). The resulting nuimber is a reflection of the per-
centage of aquifer-like material in a drill hole and,
therefore, is an indication of the water-yielding ability
of the drift.

Twenter and Knutilla illustrated their results by a
series of slice maps (fig. 4), each representing suc-
cessive 50-ft (15.2:m) depth intervals of the drift.
The slice maps provide insight into the vertical dimen-
sions of the various units. Although individual aqui-
fers are not delineated, the aquifer-index map gives a
good picture of the variation in drift texture. By using
data from all the units, the small randomly distributed
sands are considered as well as the large extensive
units. Good descriptive drill logs are necessary in order
to use this method effectively.

Lithofacies, Clastic-Ratio Method

Pettyjohn and Randich (1966) classified particle-
size data using lithofacies and clastic-ratio trilinear
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Ficure 4.—Aquifer index of material from 50 to 100 ft (15—
30 m) below land surface in Oakland County, Mich. From
Twenter and Knutilla (1972).
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graphs. Nine lithofacies categories and six coarse-fine
ratio lines were taken from the graphs and displayed
in the form of slice maps (fig. 5). This figure shows
that the aquifer material is clearly -delineated and that
the delineation can be dependent upon any specified
textural type. That is, if sand is defined as the aquifer,
the line delineating the sand can be used as the bound-
ary. If silty sand is defined as the aquifer, the line
delineating silty sand can be considered the delineation
or the boundary of the aquifer. By using successive
slice maps, the vertical dimension of the aquifers can
be shown to a certain degree. An advantage of this
method is that textural variation within the aquifer
can be shown as well as the boundary. The lithofacies,
clastic-ratio method requires laboratory data on par-
ticle sizes of drill-hole samples; however, such data
are often unavailable.

Transmissivity Method
Delineation of buried drift aquifers by the trans-
missivity method is similar to the lithofacies clastic-
ratio method, but it is less precise. Instead of classify-

—Confined—-

—conditions-—
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ing the material by trilinear graphs, hydraulic con-
ductivity (permeability) values are assigned to varl-
ous grain sizes in a section or drill hole. This value
is then multiplied by the thickness of the various
units. The total transmissivity of the section is the
sum of the transmissivities of the individual units.
This value is recorded by the hole location on a map
and the transmissivity values are delineated by lines
of equal value (fig. 6). The boundary of an aquifer
depends on the transmissivity line chosen for a par-
ticular study. As transmissivity maps are basic for
ground-water flow modeling, this method has been
used widely. (See Lindholm, 1970; Helgesen, 1973 ; and
Winter, 1973.) Most transmissivity maps do not show
the vertical position of the sand units. An advantage
of both the lithofacies clastic-ratio and the trans-
missivity methods is that they give information on
areal variation in texture in addition to the delinea-
tion of the boundary of the aquifer. As transmissivity
is a function of both hydraulic conductivity and thick-
ness, however, a thickness map is needed if information
on areal variation of texture is to be obtained.

NORTH

BEDROCK

?MILES B

C—clay
SC—sandy clay
GC—agravelly clay
CS—clayey sand
CG—clayey gravel
S—sand

—4 GS—gravelly sand
—3 SG—sandy gravel
G——gravel

£:S /o8 GS e
SAND GRAVEL

LITHOFACIES AND CLASTIC RATIO TRIANGLE
(Modified from Krumbein and Sloss, 1951)

5 KILOMETRES
EXPLANATION
——a 1+ Quter limit of potential recharge or discharge

oCS Test hole, CS indicates lithofacies symbol

2 Clastic ratio contour

FIeURE 5.—Variation in composition of drift with depth below land surface near Minot, N. Dak. 4, Interval, 0 to 50 ft (15 m).
B, Interval, 50 to 100 ft (15-30 m). From Pettyjohn and Randich (1966).
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Generally, transmissivity maps are constructed for
individual aquifers of known extent. For some studies,
however, a transmissivity map is constructed for the

entire drift section; in these maps individual aquifers

are not delineated, but data from all sand units are
used.

A STATISTICAL APPROACH TO MAPPING THE
DISTRIBUTION OF AQUIFERS IN DRIFT

Forgotson (1960) classified quantitative stratigra-
phic maps into the following five categories: (1)
structure and topographic maps, (2) thickness maps,
(3) facies maps, (4) vertical-variability maps, and
(5) maps based on either a statistical analysis or
other kind of mathematical treatment of a contour
map. It is evident from the preceeding discussion that
hydrogeologists have preferred some variation of his
type-3 maps which describe the composition of a strati-
graphic unit. Percentage and transmissivity maps are
included with facies maps in this category. Each of
the techniques for delineating buried drift aquifers has

DELINEATION OF BURIED GLACIAL-DRIFT AQUIFERS

its particular advantages and disadvantages. A dis-
advantage common to all is that a three-dimensional
picture of the subsurface cannot be presented without
a series of maps or a map and accompanying vertical
sections. A technique is needed that shows the vertical
variability of sand and gravel units within a section
allowing a three-dimensional picture to be presented
on a single two-dimensional map. A statistical tech-
nique that satisfies this need was developed by Krum-
bein and Libby (1957) ; it involves computation of the
weighted mean position (vertically) and of the spread
of all the sand units in a drill hole. They constructed
a map of the areal and vertical distribution of Cre-
taceous sands in north-central Wyoming to illustrate
the method. The vertical-variability map that they
developed was based on statistical moments that ex-
press the position of the sand units as a continuous
variable. The first moment is the weighted mean posi-
tion of all the sand units and is termed the center of
gravity. The second moment is the average dispersion,
or the standard deviation, of the sand units within the
section. The third moment is skewness, a measure of
the deviation from the normal distribution of the sand
distribution. A composite map of center of gravity
and’ dispersion shows, for example, areas where sands
occur high in the section with small spread, low in the

section with small spread, and in any number of com-

binations of center of gravity and spread.

Because of the random distribution of sand units
within glacial drift, a statistical method of mapping
those units seems most appropriate. An area in north-
western Minnesota that had been mapped geologically
by conventional correlation methods (Maclay, Winter,
and Bidwell, 1972) was selected to test the usefulness
of the vertical-variability method.

Application of the Vertical-Variability Method in
Northwestern Minnesota

The northwest corner of Minnesota was chosen to
test the vertical-variability method because an exten-
sive drilling program there resulted in 71 test holes
being drilled to bedrock. These holes were spaced
rather uniformly over about 2,600 mi? (6,730 km?). In
this area, glacial drift overlies stratified sedimentary
rock, chiefly Cambrian to Ordovician sandstones and
limestones in the western part and Precambrian crys-
talline rock in the eastern part. Drift thickness in the
area (fig. 7) is generally between 200 and 400 ft (61
and 122 m). The composition of the drift is largely
silty, clayey, calcareous till that contains numerous
limestone, dolomite, and shale pebbles in addition to
large quantities of Precambrian crystalline rocks,
such as granite and metasedimentary rocks. The till
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F16URE 7.—Thickness of drift in northwestern Minnesota.

is interlayered with glacial lake deposits and in the
western part is overlain by deposits of glacial Lake
Agassiz.

Data collection and calculations

The test holes were logged descriptively and geo-
physically. Samples were collected at 5-ft (1.5 m) in-
tervals by a geologist at the drill site. The samples
were sieved and pebble counts were made of the tills.
Basic data for calculation of the statistical measures
are: (1) the distance from the top of the hole to the
center point of a sand unit, and (2) the thickness of
that sand unit. For this study, only units greater than 2

ft (0.6 m) thick consisting of sands of fine sizes and .

greater were used. Silty fine sands were not considered
aquifer material. Calculations were made according to
the following equations (Krumbein and Libby, 1957) :

iti
oG =244

st;

£)?
Emizti"—_"_‘(zwi ) .
t ¢
SD= ke L3 \
St; 123¢;

Krumbein and Libby cautioned about the use of
skewness because they said it would be very sensitive
to operator effects, depending on the omission or in-
clusion of the sands near the top or bottom of the
stratigraphic unit. Because of this, they did not show
skewness for the Wyoming data. Skewness was cal-
culated for northwestern Minnesota data, however, to
determine what values could be expected as typical of
various sand distributions. The sign of the skewness
value indicates on which side of the mean (above or
below in this case) the bulk of the sand units are
located.

Discussion

A plot of relative center of gravity (the center of
gravity divided by total drift thickness) of sand in
the drift of northwestern Minnesota (fig. 8) shows
several possible groupings, but for convenience three
are considered reasonable: shallow (0-26 percent of the
total drift thickness), medium (30-55 percent), and
deep (58-72 percent). A plot of relative standard de-
viation of the sand units (fig. 8) shows three clearly
defined groups: narrow (1-5 percent of the total drift
thickness), moderate (8-19 percent), and wide (22—
38 percent. Maps were constructed of each of the two
parameters and were overlaid to develop the compo-
site vertical-variability map (fig. 9). Areas were not
delineated in figure 9 unless at least two adjacent loca-
tions showed the same pattern; that is, they had the
same combination of center of gravity and dispersion.
This limitation assures some justification for depicting
an areal extent for a given aquifer zone. It must be
emphasized that the patterns in a vertical-variability
map do not necessarily represent specific aquifers; in
a strict sense, the patterns represent a quantitative
statement that the sands in an area exhibit a similar
vertical statistical distribution.

Because a vertical-variability map shows the dis-
tribution of aquifers nearly everywhere within an
area, it is a useful guide for further prospecting. For
example, prime target areas for potential ground-
water supplies are areas where the center of gravity
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ard deviation (B) of sand units in the drift of northwestern
Minnesota. The percentage value is obtained by dividing the
value of the center of gravity or the standard deviation by
total drift thickness for each hole.

is shallow and the standard deviation is narrow. These
conditions indicate, of course, that the majority of the
sands are clustered within a fairly narrow zone near
the land surface. If the relative center of gravity is
too shallow, however, a degree of caution is warranted
because in northwestern Minnesota these are usually
beach-ridge aquifers that are partly unsaturated.
Therefore, areas of closely grouped deeper sands
might be better prospects for water supplies. An area
of clustered, moderate-depth sands occurs in the central
part of Kittson County from the Hallock area to about
10 mi (16 km) east of Hallock. A deep zone of sands,
clustered closely together, occurs in west-central Roseau
County and east-central Kittson County.

One of the drawbacks of a vertical-variability map
is that it does not indicate the total thickness of sand
or the number of sand units that occur in the drill
hole. Therefore, it is useful to supplement or combine
a vertical-variability map with another map, such as
a number-of-sand-units map or a relative-thickness-of-
sands map. A comparison of the number-of-sands map
(fig. 10) with the vertical-variability map shows that
the areas of narrow spread are esssentially the areas
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where only one sand occurs in the drill hole. In the
areas of medium to wide standard deviation, the
number of sand units generally ranges from 2 to 5.
Perhaps the most useful combination of maps is the
vertical-variability map and a map showing the per-
centage of sand in the total drift section. Together
these two maps show the most probable areas for
penetrating an aquifer—those where percentage of
sand is great, center of gravity is high, and standard
deviation is narrow. Such an area occurs in the south-
ern part of Kittson County from Halma southward
to west of Karlstad. In this area, the sands are shal-
low and have a moderate relative standard deviation,
and the percentage of sand ranges from 11 to 37. In
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two other areas, adjacent to each other, in south-
western Roseau and north-central Marshall Counties,
the sands occur at a medium and at a deep relative
center of gravity, have moderate disperson, and have
percentages of sand ranging from 9 to 26.

Comparing the map of northwestern Minnesota de-
veloped by statistical methods with that developed by
conventional correlation methods, it is of interest that
the Halma area mentioned above does overlie a major
aquifer. A drilling program undertaken after the one
on which the data for this paper is based resulted in
delineation and testing of perhaps the most prolific
aquifer in northwestern Minnesota (Schiner, 1963;
Maclay and others, 1972). An area of note and also of
some economic importance is the area in eastern Kitt-
son County that shows medium relative depth of sands
with a wide standard deviation. This area also contains
a relatively large percentage of sand (21-57 percent).
The western arm of this area is part of the Halma—
Lake Bronson aquifer.

The vertical-variability-map approach was used by
Domenico and Stephenson (1964) to describe the dis-
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tribution of sand in the alluvial basin at Las Vegas,
Nev. They also noted the need to combine the vertical-
variability map with a lithic-percentage map or lithic-
ratio map to provide maximum information.

One of the difficulties of using the vertical-varia-
bility mapping method for aquifer prospecting is that
the calculated center of gravity does not necessarily
fall within a significant sand unit. For example, if
sands of equal thickness occur at the top and bottom
of a section, the center of gravity falls halfway be-
tween the sands and could possibly be hundreds of
feet away from either sand. Although calculating the
center-of-gravity is not intended as a method of locat-
ing specific aquifers, it is of interest to see how well it
does this. The numerator of the values listed in figure
11 is the distance from the center of gravity to the
nearest boundary of the thickest sand in each drill
hole and the denominator is the percentage of hole
depth (based on total drift thickness) represented by
that distance. The center of gravity is within the prin-
cipal sand unit in 34 of the 63 holes that penetrated
sand units (figure 11). Nineteen of these holes have
only one sand unit and, of course, the center of gravity
is a perfect predictor. In 15 of the remaining 29 holes,
the center of gravity is within 10 percent (based on
total drift thickness) of the principal sand unit. In
92 of the 29 holes, the center of gravity is within 15
percent of the total drift thickness and in 28 of the 29,
it is within 25 percent.

When dealing with interpretations based on param-
eters such as statistical moments, Sharp (1973) points
out that additional knowledge about the physical dis-
tribution of units can be extracted by an additional cal-
culation. The parameter, based on information theory
(Shannon and Weaver, 1963), is a measure of the in-
formation content of any message and is calculated as
follows:

D(n) = Sflog.f

where 2 fi=1
=1

and D =dispersion, entropy, or information content,
fi=1raction of the total distribution found in the
ith interval,
a=base of logarithms used, and
n=number of equally spaced intervals the distri-
bution has been divided into.

For this paper, the equally spaced interval used is
10 and the data is the amount of sand in each 10
percent, of total thickness interval. Logarithms to the
base 10 are then used for the calculations. The in-
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formation content (D) of Shannon and Weaver
(1963) is essentially a measure of how consistent to
the normal distribution are the positions of the sand
units in a section. As discussed previously, for sands
of equal thickness at the top and bottom of a section,
‘the statistical moments are a poor descriptor of the
sand unit distribution. Calculation of the I value
would clearly show a low value, about 0.3, and a better
picture of the distribution of sand units is thus ob-
tained. By contrast, a D value of 1 indicates that the
distribution of sand units is very close to the normal
distribution. A D value of 0 is obtained if there is
only a single sand in the drill hole.

In northwestern Minnesota, the 7 value of sand
distribution in drift ranges from a low (excluding
the zeroes) of 18 to a high of 77 (fig. 12). A com-
parison of the vertical-variability map with the D
value, shows that the areas of wide standard deviation
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generally have the highest values; it is particularly
interesting to note that the area of medium center of
gravity and wide standard deviation in eastern Kittson
County has the highest average D value, from 60 to 77.

Another attempt to describe the statistical distribu-
tion of certain types of data was made by Sharp and
Fan (1963). This index, termed the sorting index, is
virtually the reciprocal of Shannon and Weaver’s in-
formation content (D value).

COMPARISON OF TECHNIQUES USED TO

DELINEATE BURIED GLACIAL-DRIFT AQUIFERS

The advantages and disadvantages of the various
techniques of delineating buried glacial-drift aquifers
are summarized in table 1. All the techniques require
a considerable amount of work in constructing maps
or cross sections. The principal advantage of the well-
completion-altitude and well-depth methods is that
they can be prepared from minimal field data after a
quick reconnaissance. Basic data are largely well
depths and a few driller’s logs. The aquifer-index,
lithofacies and clastic-ratio, and transmissivity meth-
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ods are useful if areal variation in grain size (tex-
ture) is to be mapped. This, of course, requires a large
amount of reliable information on grain size either in
the form of sieve data or descriptive well logs. In all
these methods the vertical dimension of sand units
can be depicted only by multiple illustrations.

The major advantages to the statistical approach,
none of which are confined to this approach, are that
(1) it objectively considers all pieces of data; that is,
it takes into consideration every sand unit penetrated,
and (2) the results show, on a single map, both the
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depth distribution and the areal distribution of sand
units. An additional advantage is that such a map
can be constructed rapidly. One merely needs the drill
logs to obtain the data and, once coded, the computer
calculates all the information that is needed, resulting
in a very quick evaluation of drill-log data. The sta-
tistical method, as viewed by this writer, is not a sub-
stitute for other mapping methods but is a useful re-
connaissance tool to be used during the course of a
project to guide further prospecting and aquifer
delineation.

TABLE 1.—Comparison of methods of delineating drift aquifers

Method Advantages

Disadvantages

1. Well-completion altitude __

Results
aquifer zones.

2. Well depth

3. Correlation

aquifer zones.

Can be constructed from well-depth data from
an inventory—few logs are needed.

in an attempt to delineate specific

Can be constructed from well depth data from
an inventory—few logs are needed.

Results in fairly detailed delineation of specific

Delineation of an aquifer is somewhat nebulous
—is based on the assumption that wells com-
pleted at similar altitudes are in the same
aquifer.

To show boundaries of aquifer, needs a series
of maps or a map and sections.

Does not consider texture.

Does not result in delineation of individual
aquifers—simply states approximate depth
range at which an adequate supply of water
can be obtained.

To show boundaries of aquifer, needs a series
of maps or a map and sections.

Does not consider texture.

Needs a large amount of good geologlc data,
drill logs, mineralogy, particle size.

To show boundaries of aquifer, needs a series
of maps or a map and sections.

Does not consider texture.

4. Lithic percentage

5. Aquifer index

Gives good general knowledge of areal variabil-
ity of sand distribution. Considers all data.

Provides information on the variation of tex-

Needs a fair number of well logs.

Does not show vertical distribution of sand.
Does not consider texture.

Needs good descriptive drill logs.

tural composition of drift.
Considers all data.

6. Lithofacies clastic-ratio __
tion to delineation of aquifer.
Considers all data.
7. Transmissivity __________
tion of aquifer.
Considers all data.

Considers all sand-location data
Can show vertical distribution
dition to areal dimensions.

8. Vertical-variability map __

Shows areal variation in lithology in addi-

Shows areal variation in lithology (if thick-
ness map is presented) in addition to delinea-

To show boundaries of aquifer, needs a series
of maps or a map and sections.

Does not result in delineation of individual
aquifers.

Needs a large amount of particle-size data.

To show boundaries of aquifer, needs a series
of maps or a map and sections.

Needs good descriptive drill logs or geophysical
logs if estimates of hydraulic conductivity
are to be reasonable.

To show boundaries of aquifer, needs a series
of maps or a map and sections.

Does not precisely delineate individual aquifers.

Needs good drill logs.

Does not consider texture.

of sand in ad-

REFERENCES CITED

Anderson, H. W., Jr., 1968, Ground-water resources of Island
County, Washington: Washington Dept. Water Resources
Water Supply Bull. 25, pt. 2, p. 35-317.

Cotter, R. D., and Bidwell, L. E., 1968, Water resources of the
Lac Qui Parle River watershed, southwestern Minnesota :
U.8. Geol. Survey Hydrol. Inv. Atlas, HA-269.

Domenico, P. A., and Stephenson, D. A. 1964, Application of
quantitative mapping techniques to aid in hydrologic
systems analysis of alluvial aquifers: Jour. Hydrology,
v. 2, p. 164-181.

Forgotson, J. M., Jr., 1960, Review and classification of quan-
titative mapping techniques: Am. Assoc. Petroleum
Geologists Bull,, v. 44, no. 1, p. 83-100.

Helgesen, J. 0., 1973, Appraisal of ground water for irriga-
tion in the Little Falls area, Morrison County, Minnesota :
U.S. Geol. Survey Water-Supply Paper 2009-D, 40 p.

Krumbein, W. C., and Libby, W. G., 1957, Application of mo-
ments to vertical variability maps of stratigraphic units:
Am. Assoc. Petroleum Geologists Bull., v. 41, no. 2, p.
197-211.

Krumbein, W. C., and Sloss, L. L., 1951, Stratigraphy and
sedimentation: San Francisco, Freeman and Co., 497 p.

Lindholm, G. ¥., 1970, An appraisal of ground water for irri-
gation in the Wadena area, central Minnesota: U.S. Geol.
Survey Water-Supply Paper 1983, 56 p.

Maclay, R. W., Winter, T. C.. and Bidwell, L. E., 1972, Water
Resources of the Red River of the North drainage basin



148 DELINEATION OF BURIED
in Minnesota: U.S. Geol. Survey Water-Resources Inv.,
WRI 1-72, 129 p.

Pettyjohn, W. A., and Randich, P. G., 1966, Geohydrologic
use of lithofacies maps in glaciated areas: Water Re-
sources Research, v. 2, p. 679-689.

Rosenshein, J. 8., 1962, Geology of Pleistocene deposits of
Lake County, Indiana in Geological Survey research
1962: U.S. Geol. Survey Prof. Paper 450-D, p. D127-
D129.

Schiner, G. R., 1963, Ground-water exploration and test pump-
ing in the Halma-Lake Bronson area, Kittson County,
Minnesota: U.S. Geol. Survey Water-Supply Paper 1619-
BB, 38 p.

Shannon, C. E., and Weaver, Warren, 1963, The mathematical

theory of communication: Urbana, Univ. of Illinois Press,
125 p.

Sharp, W. K., 1973, Entropy as a parity check: Earth Re-
search, v. 1, p. 27-30.

Sharp, W. E., and Fan, Pow-Foong, 1963, A sorting index:
Jour. Geology, v. 71, no. 1, p. 76-84.

GLACIAL-DRIFT AQUIFERS

Thompson, G. L., 1965, Hydrology of melt-water channels in
southwestern Minnesota: U.S. Geol. Survey Water-Sup-
ply Paper 1809-K, 11 p.

Twenter, F. R., and Knutilla, R. L., 1972, Water for a rapidly
growing urban community—QOakland County, Michigan:
U.8. Geol. Survey Water-Supply Paper 2000, 150 p.

Winter, T. C., 1967, Linear sand and gravel deposits in the
subsurface of Glacial Lake Agassiz, in Mayer-Oakes, W.
J., ed., Life, land, and water—Environmental studies of the
Glacial Lake Agassiz Region Conf., 1966 : Winnipeg, Mani-
toba Univ. Press, Proc., p. 141-154.

1973, Hydrogeology of glacial drift, Mesabi Iron Range,
northeastern Minnesota: U.S. Geol. Survey Water-Supply
Paper 2029-A, 23 p.

Winter, T. C., Cotter, R. D.,, and Young, H: L., 1973, Petro-
graphy and stratigraphy of glacial drift, Mesabi-Vermilion
Iron Range area, northeastern Minnesota: U.S. Geol. Sur-
vey Bull. 1331-C, 41 p.

Winter, T. C,, Maclay, R. W., and Pike, G. M., 1967, Water
resources of the Roseau River watershed, northwestern
Minnesota: U.S. Geol. Survey Hydrol. Inv. Atlas, HA-
241.




Jour. Research U.S. Geol. Survey
Vol. 3, No. 2, Mar.—Apr. 1975, p. 149-162

GEOLOGIC SETTING AND CHEMICAL CHARACTERISTICS OF
HOT SPRINGS IN WEST-CENTRAL ALASKA

By THOMAS P. MILLER; IVAN BARNES, and WILLIAM W. PATTON, Jr.
Anchorage, Alaska; Menlo Park, Calif.

Abstreact.—Numerous hot springs occur in a variety of geo-
logic provinces in west-central Alaska. Granitic plutons are
common to all the provinces, and the hot springs are spatially
associated with the contacts of these plutons. Of 23 hot springs
whose bedrock geology is known, all are within 4.8 km (3 mi)
of a granitic pluton. The occurrence of hot springs, however,
appears to be independent of the age, composition, or mag-
matic history of the pluton. Most of the analyzed hot springs
appear to have chemical and isotopic - compositions indi-
cating that they were derived from deeply circulating meteoric
water. About 25 percent of the analyzed hot springs show a
distinet saline character with high concentrations of chloride,
sodium, potassium, and calcium indicating either much more
complex water-rock reactions than in the other hot springs or
the addition of another type of water. Chemical geothermom-
eters suggest subsurface temperatures in the general range
of 70° to 160°C. If the hot spring waters have derived their
heat solely from deep circulation, they must have reached
depths of 2 to 5 km (6,000-15,000 ft), assuming geothermal
gradients of 30° to 50°C/km. If a shallow igneous heat source

exists in the area or if dilution or mixing has occurred, these
depths may be shallower. The geologic and chemical data,
although preliminary, suggest that most of the hot springs of
west-central Alaska have relatively low subsurface tempera-
tures and limited reservoir capacities in comparison with geo-
thermal areas presently being utilized for electrical power
generation. The springs may, however, have some potential for
limited power generation locally, if and when heat-exchange
technology becomes available, as well as for space heating anx

agricultural uses. :

Hot springs have long been known to occur in west-
central Alaska but have received little study since they
were discussed by Waring (1917) who visited 6 of the
15 hot springs known in 1915. At least 27 hot springs
are now known in this area (fig. 1), and these springs
constitute about 30 percent of the presently known hot
springs in Alaska (Miller, 1978). Because the occur-
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F1eure 1.—Distribution of known hot springs and major granitic plutons in west-central Alaska.
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. rence of hot springs suggests possible geothermal re-
sources and because interest in such resources as
sources of energy is increasing, an updated report on
these springs is warranted. Recent studies (Muffler,
1973 ; Combs and Mufiler, 1973; White, 1973 ; Mahon,
1966; Fournier and Rowe, 1966; Fournier and Trues-
dell, 1973) have shown that knowledge of the geologic
setting of hot springs and the composition of their
waters can give clues to conditions at depth such as
subsurface temperatures, source of heat, and type of
hot-spring system. This report, therefore, discusses the
geologic setting and chemical composition of known
hot springs in west-central Alaska with regard to their
potential as a geothermal resource.

This study should be regarded as preliminary since
only 19 of 27 presently known hot springs within the
study area have been visited by us and chemical data
are available for only 16; indeed, fairly complete
analyses are available from only 5 springs. Measured
temperatures are available on 13 hot springs, and no
information of temperatures is available from 5 of the
remaining 14. In a few places, geologic mapping of
the general spring site is not complete, and none of the
hot springs has been studied in detail. Additional hot
springs probably occur in the area but are unreported
because it is sparsely populated and geologic mapping
has been chiefly small-scale reconnaissance.

White (1957a) has classified springs as hot, or ther-
mal, if their temperature is more than 6°C (15°F)
above the mean annual temperature of the area. Prob-
lems arise in applying White’s definition to this part of
Alaska because the mean annual temperature for much
of the region is —4° to —7°C (Johnson and Hartman,
1969), which means that springs with temperatures
barely above freezing would be considered thermal. We
have therefore restricted this report to springs with
temperatures of at least 15°C (59°F).2

Acknowledgments—We are indebted to our Geo-
logical Survey colleagues R. L. Elliott, D. G. Grybeck,
and H. L. Heyward who assisted us in the sampling of
hot springs and J. B. O’Neil for oxygen and hydrogen
isotopic analysis. R. B. Barnes, J. B. Rapp, T. S.
Presser, and L. M. Willey provided chemical analyses
of water samples. T. B. Hudson provided water sam-
ples and temperatures from Serpentine Hot Springs,
and M. L. Olson of Golovin, Alaska, supplied informa-
tion on the location of several hot springs in south-
eastern Seward Peninsula. R. M. Chapman provided
data on several hot springs in the Yukon-Tanana Up-
land and Kokrine-Hodzana Highlands in the eastern
part of the area.

CHEMICAL CHARACTERISTICS OF HOT SPRINGS IN WEST-CENTRAL ALASKA

GENERAL DESCRIPTION

The part of Alaska considered in this report includes
the area between lat 64° and 66° N. and from the
Bering Straits east almost to Fairbanks (fig. 1). This
area is part of the Intermontane Plateaus physio-
graphic division (Wahrhaftig, 1965) and includes
parts of the Northern Plateaus, Western Alaska, and
Seward Peninsula physiographic provinces. It consists
of low mountain ranges, uplands, and alluvium-filled
lowlands; altitudes of the mountains and uplands
range from over 1,500 m (5,000 ft) in the east to gen-
erally less than 1,200 m (4,000 ft) in the west. Much
of the region lies within the zone of continuous perma-
frost (Ferrians, 1965).

The hot springs of west-central Alaska generally are

- found along valley margins and at low altitudes on

mountain and hill slopes. Only Pilgrim Hot Springs
(No. 1, fig. 1) in the Seward Peninsula is in the middle
of a large alluvium-filled valley more than 2 km wide;
all others are either in smaller valleys or along the
fronts of mountain ranges. A few localities show con-
siderable differences in altitudes of individual springs;
at Clear Creek (fig. 1, No. 6), for example, there is as
much as 62 m (200 ft) difference in altitude between
hot springs 400 m (14 mi) apart.

Most of the hot springs are in forested areas; the
exceptions are Pilgrim, Serpentine, Lava Creek, and
Granite Mountain hot springs (Nos. 1, 2, 3, and 7, fig.
1) on the Seward Peninsula, which are beyond tree
line. Although the immediate area around the springs
is commonly marked by open grass-covered meadows
and bare ground, the margins of hot-spring areas sup-
port a variety of lush vegetation. The lush vegetation
aids in locating hot springs, particularly in late spring
or fall when the green coloring is most conspicuous
against the gray and brown of the surrounding area.
On cooler days in the summer, low clouds of vapor
commonly form over many springs.

Thick growths of algae including red, white, and
green varieties are common on the bottom of hot
springs and their runoff channels, as are long streamers
of white bacteria (Brock and Brock, 1971).

Measured temperatures are available from 12 hot
springs and range from 17° to 77°C with only one
spring below 40°C; estimated temperatures are avail-
able from another 7 localities and range from 15° to
60°C. Data on the daily temperature fluctuation are
almost nonexistent. T. B. Hudson (written commun.,

1 Waring (1917) mentioned a possible warm spring on the head-
waters of the Inmachuk River in the north-central Seward Peninsula
from a later inspection, Gordon Herreid (oral commun., 1973) stated
that the waters of the spring were not noticeably warm to the touch.
The spring has not been included in this report.
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1969) kept daily temperature records over a 6-week
period in the summer of 1969 at Serpentine Hot
Springs and reported a range of only 3°C from 74° to
77°C. Seasonal data are not available. Temperatures
measured in recent years are generally similar to those
reported by Waring (1917) over 50 yr ago from the
same springs.

The amount of warm ground (insofar as indicated
by vegetation patterns) at individual hot springs
ranges from a few tens of square metres to as much as
tens of thousands of square metres at Division hot
springs (No. 11, table 1, fig. 1). Judging from the lack
of change in vegetation patterns, the area of high heat
flow at individual hot springs appears to be relatively
stable.

Information regarding discharge rates is also sparse.
Waring (1917) reported discharges ranging from a
few gallons per minute to as much as a few hundred.
Estimates made by us at springs not visited by Waring
are in the same range. These are minimum estimates
since it is not known how much hot water seeps unde-
tected into the unconsolidated material overlying bed-
rock at many of the springs.

Current and historical use of hot-spring waters in
west-central Alaska has been for bathing and limited
agricultural purposes; cultivated areas have not ex-
ceeded 0.24 km? (60 acres) at any hot-spring locality.

REGIONAL GEOLOGIC SETTING

About 80 percent of the area discussed in this report
is covered by modern geologic mapping at a scale
1:250,000 or larger. Topical studies on many of the
plutonic rocks and mineral deposits of the region have
been carried out in recent years. Regional aeromag-
netic surveys have been made of parts of the area but
at flightpath spacings too large (greater than 1 km)
to provide much information on the relatively small
hot-spring areas. Gravity maps are not available at a
scale larger than 1:1,000,000. _

The hot springs of west-central Alaska occur .in
several geologic provinces (table 1, fig. 1). From west
to east, these are the Seward Peninsula, the Yukon-
Koyukuk, the Xokrine-Hodzana Highlands, the
Yukon-Tanana Upland, and the Kaiyuh Hills.

The Seward Peninsula is underlain chiefly by a
thrust-faulted sequence of regionally metamorphosed
pelitic and carbonate rocks of probable Precambrian
age and by lesser amounts of Paleozoic carbonate rocks.
Numerous stocks and plutons of granitic rocks of Cre-
taceous and possibly Tertiary age intruded this as-
semblage, particularly along the arcuate trend defined
by the Kigluaik, Bendeleben, and Darby Mountains
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(fig. 1). Basalt of Quaternary age covers large parts
of the north-central part of the peninsula. ‘

East of the Seward Peninsula is the Yukon-Koyu-
kuk province, a large wedge-shaped tract of volcano-
genic sedimentary and andesitic volcanic rocks of
Early and late Early Cretaceous age (Patton, 1973).
Locally this assemblage is overlain by Late Cretaceous
and Tertiary subaerial volcanic rocks and intruded by
Cretaceous granitic rocks along the east-west Hogatza
plutonic belt. Quaternary basalt covers several hun-
dred square kilometres in the western part of the
province. The province is bounded by narrow belts of
mafic voleanic and intrusive rocks that probably be-
long to an ophiolite sequence.

The igneous and metamorphic complex of the Kok-
rine—-Hodzana Highlands lies east of the Yukon-Koyu-
kuk province and consists of a thick sequence of pelitic
schists, quartzites, and carbonate rocks of Paleozoic
and perhaps Precambrian age intruded by late Meso-
zoic granitic plutons. The metamorphic grade is chief-
ly greenschist facies with high-temperature thermal
aureoles around the plutons.

The Yukon-Tanana Upland and Kalyuh Hills areas
consist chiefly of sedimentary and low-grade metamor-
phic rocks ranging in age from Precambrian(?) to
Mississippian and overlain by Cretaceous and Tertiary
sedimentary rocks (Foster and others, 1970; Mertie,
1937a,b). Ultramafic and mafic volcanic rocks of proba-
ble Devonian age and Permian-Triassic age are also
present, and the entire sequence is intruded by granitic
plutons of Cretaceous and Tertiary age.

Within this large area of about 155,000 km? (60,000
mi?), a variety of geologic features and structural
trends is found ; some are confined to a single province,
whereas others are in two or more provinces. A feature
that is common to all the provinces, however, regard-
less of geologic or structural setting, is the occurrence
of granitic plutons of late Mesozoic and early Cenozoic
age, and it is with these plutons that the hot springs
are spatially associated (fig. 1). This association, first
noted by Waring (1917), is a close one; all 23 hot-
spring localities where the bedrock geology is known
are within 4.8 km (3 mi) of the contact of a granitic

‘pluton. Of these 23 hot springs, 11 are inside the pluton

within 2.5 km (1.5 mi) of the contact, 2 are approxi-
mately on the contact, and 10 are outside the pluton
within 4.8 km (3 mi) of the contact. The local geo-
logic setting of each hot spring, insofar as it is known,
is given in table 1.

There appears to be no relation between the abso-
lute age or composition of the plutonic rocks and the
occurrence of hot springs. Plutons with associated hot
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TABLE 1.—Description and geologic setting

Locality No.

and name Location

General description

10.

11.

12.

13.

14.

15.

16.

17.

- 18.

19.

21.

. Pilgrim (formerly

. Serpentine (Arctic) _

. Lava Creek

. Battleship Mountain_

. Kwinluk

. Clear Creek

. Granite Mountain

Bendeleben A—6 quadrangle; 65°06’ N., 164°55' W.;
65 km (40 mi) north of Nome, 0.8 km (0.5 mi)

Kruzgamepa).
south of Pilgrim River.

65°51’ N., 164°42° W.; Bendeleben D-6 quadrangle;
(:'1:50 li{m (95 mi) north of Nome on Hot Springs
reek.

65°13’ N., 162°54’ W.; Bendeleben A-2 quadrangle ;
80 km (50 mi) north of Golovin on south side of
Bendeleben Mountains.

64°48’ N., 162°55’ W.; Solomon D-2 quadrangle;
30 km (20 mi) north of Golovin.

64°42’ N., 162°28° W.; Solomon C-1 quadrangle;
14 km (9 mi) northwest of Elim.

64°51’ N., 162°18° W.; Solomon D-1 quadrangle;
26 km (16 mi) north of Elim.

65°22’ N., 161°15’ W.; Candle B-5 quadrangle; 65

(Sweepstakes). km (40 mi) southeast of Candle on south side of
Granite Mountain.

. Hawk River .._____ 66°14’ N., 157°35" W.; Shungnak 1:250,000 quad-

rangle; 80 km (50 mi) south-southwest of Kobuk.

South _____________ 66°09’ N., 157°07’ W.; Shungnak 1:250,000 quad-

rangle; 84 km (52 mi) south of Kobuk on south
side of Purcell Mountains.

66°23’ N., 157°32" W.: Shungnak 1:250,000 quad-
rangle; 71 km (44 mi) south-southwest of Kobuk.

Purcell Mountain ___

Division 66°22’ N., 156°44’ W.; Shungnak 1:250,000 quad-
rangle; 61 km (38 mi) south of Kobuk on north

side of Purcell Mountain.

Deniktow Ridge _-___ 65°54’ N., 155°00° W.; Melozitna D-4 quadrangle __

66°11’ N., 154°01; W.; Hughes A-3 quadrangle; 19
km (12 mi) northeast of Hughes 2.4 km (1.5 mi)
from Koyukuk River.

General location: east side of Kaiyuh Hills

Tunalkten Lake ____

Reported hot spring _

Horner - ___________ 64°55’ N., 154°47’ W.; Ruby D-4 quadrangle; 40
km (25 mi) northeast of Ruby on north side of
Yukon River.

Dulbi . ___

65°16' N.. 155°16’ W.; Melozitna B-5 quadrangle;
31 km (19.5 mi) N. 61° W. of Melozi Springs.

65°08’ N., 154°40’ W.; Melozitna B-1 quadrangle;
on Hot Springs Creek 48 km (30 mi) northeast
of Ruby.

Melozt Hot Springs
(Melozitna).

Little Melozitna Hot
Springs.

65°28" N., 153°20° W.; Melozitna B-1 quadrangle;
64 km (40 mi) west of Tanana.

Manley Hot Springs 65°00’ N., 150°38° W.; Tanana A-2 quadrangle; at

(Baker Hot north edge of Manley Hot Springs.
Springs). .
. Hutlinana _________ 65°13’ N., 149°59’ W.; Livengood A-6 quadrangle;
about 110 km (70 mi) west of Fairbanks.
Tolovana __________ 65°16’ N., 148°50 W.; Livengood B-4 quadrangle __

Several springs are found within a distance of a few hundred
feet in middle of 8-km(5-mi)-wide alluvium-filled valley of
Pilgrim River, An area 100 by 800 m appears to be under-
lain by warm ground. Discharge is small, less than 0.6 1/s
(10 gal/min) according to Waring (1917). Recorded tem-
peratures range from 69° (1915) to 60°C (1972). Chemical
analysis available. Classified as “Known Geothermal Resource
Area”’ (Godwin and others, 1971).

Springs in two main areas about 800 m (0.5 mi) apart on Hot
Springs Creek. Discharge at eastern spring estimated at
about 2.2 1/s (35 gal/min) and temperature measured as
77°C. (T. B. Hudson, written commun., 1970). Chemical
analysis available.

One principal spring on east side of Lava Creek about 30 m
(100 ft) above valley floor. Strong flow; temperature esti-
mated at 60°-65°C. Noticeable H=S odor. Chemical analysis
available.

One spring on east side of east fork of Cliff Creek on small
bedrock terrace about 25 m (75 ft) above creek. H:8 odor;
temperature of 17°C. measured in 1970. Chemical analysis
available.

One principal spring about 100 m (100 yd) north of Kwiniuk
River. Temperature estimated at 40°-50°C in 1971. Chemical
analysis available.

Hot springs are on both sides of east-flowing tributary of Clear
Creek. Spring south of tributary has large flow estimated at
several tens of litres per second and is about 120 m (400 ft)
above Clear Creek valley floor. Temperature of 63°C meas-
ured in 1970. Two hot springs occur north of tributary. The
upper spring is inaccessible by helicopter; the lower one has
a smaller flow than the spring to the south and a tempera-
ture of 67°C. Chemical analysis available.

Several hot springs are found within a distance of about 30 m
(100 ft) on the west side of Spring Creek about 15 m (50
ft) above valley bottom. Temperature: 49°C (1972). Chem-
ical analysis available.

At least one hot spring is in east bank of Hawk River on south
side of Purcell Mountains. Spring is at south end of clear-
ing 25 m by 60 m (75 ft by 200 ft) in tall timber and flows
directly into Hawk River. Temperature estimated at +450°C.
No chemical analysis available.

Several hot springs scattered about a west-facing timbered
slope 60 to 120 m (200-400 ft) above south-fiowing tribu-
tary to Hawk River. Only one hot spring visited. Tempera-
tures estimated at 4-50°C. Chemical analysis available. -

Spring is on north bank of unnamed north-flowing tributary to
Shinilikrok Creek about 8 km (5 mi) northeast of Purcell
Mountain. Small flow, temperature estimated at 15°-20°C.
No chemical analysis available.

Numerous springs on both sides of a headwater stream of
Selawik River. Large open meadows as much as 900 m (1,000
yd) long by 180 m (200 yd) wide; largest area of apparent
thawed ground of any hot spring in western Alaska. Tem-
perature estimated at 50°-60°C. No chemical analysis avail-

able.

Melozitna D-4 topographic map (1:63,000 scale) shows hot-
spring symbol on north side of Hot Springs Creek 8 km (5
mi) from Koyukuk River. Not visited by us and no informa-
tion regarding temperature, flow, number of springs, or
chemistry is available.

Hot-spring symbol shown on Hughes 1:250,000-scale quadrangle.

Waring (1917) quotes prospector as reporting a hot spring on
txl')ilbutal‘y of upper Innoko River. No other information avail-
able.

Hot springs issue from several points along small spring
on west side of creek (Waring, 1917). Temperatures range
tf;rom 30°C to 49°C. Chemical analysis available. Not visited

Yy us.

Several hot springs are found within a distance of about 100
m yd) in small clearing along west side of south-
flowing tributary to Dulbi River. Temperatures estimated at
50°-60°C. No chemical analysis available.

From Waring (1917) : One main hot spring flowing over 5-m
(17-ft) bank into Hot Springs Creek. Temperature measured
at 55°C. Total flow of 8.3 1/s (130 gal/min). Hz2S odor.
Chemical analysis available.

Hot springs on west bank of Hot Springs Creck. Temperature
of 38°C (Waring, 1917). HeS odor. Partial chemical analysis
available.

Principal hot springs are in valley of Karshner Creek, a tribu-
tary to Hot Springs Slough. Temperature of 50°C measured.
In 1915 area had 0.25 km? (60 acres) under cultivation
(Waring, 1917). Chemical analysis available.

Several hot springs are found within a distance of about 10 m
(30 ft) on west side of Hutlinana Creek. Faint H:S odor.
Temperature of 43°C; discharge estimated at about 3 1/s
(50 gal/min) (Waring, 1917). Chemical analysis available.

From R. M. Chapman, written commun., 1972: Several hot
springs are found along west side of creek draining east side
of Hot Springs Dome. Temperatures of 60°C measured.
Chemical analysis available,
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Geologic setting

Geologic province

Host rock

Remarks

Seward Peninsula ___

Concealed e _

_____ d0 oo eeee-e~ Biotite granite —__.____
DRI s {« R, Quartz monzonite ___._
_____ do . ______--—_. Granodiorite __________
_____ do - _———___. Quartz monzonite _____

do - do
Yukon-Koyukuk _.___ Nepheline syenite —.___
_____ 40 o Concealed ____________
_____ do -________..__ Quartz monzonite _____
_____ A0 e Quartz latite ___._____
_____ Ao . _____-—___ Anpdesite _____________
_____ do _________.__ Andesite(?) o ____
_____ A0 - _—-——_ Graywacke-mudstone ___

Kaiyuh Hills _______

Kokrine-Hodzana
Highlands.

Yukon-Koyukuk _____

Kokrine-Hodzana
Highlands.

Yukon-Tanana
Upland.

Graywacke-mudstone ___

Quartz monzonite ______

Granite oo

Concealed _____.______

Quartzite-hornfelsic
graywacke.

Mudstone . __-___

Bedrock concealed; springs are 4 km (2.5 mi) north of plutonic and high-grade metamorphic
rocks of Kigluaik Mountains and 4 km (2.5 mi) south of low-grade metamorphic rocks of
Hen-and-Chicken Mountain. Springs are 234 km (1.5 mi) west of inferred fault (Sains-
bury and others, 1969). Aeromagnetic survey (State of Alaska aeromagnetic survey, 1972,
Bendeleben A—4, A-5, A-6 quadrangles) suggests springs may lie along possible east-west
fault that may be an extension, or branch, of range-front fault bounding south side of
central and eastern Bendeleben Mountains (Miller and others, 1972).

Springs occur in Serpentine Hot Springs pluton about 1.6 km (1.0 mi) from faulted contact.
Pluton composed of biotite granite of Cretaceous or Tertiary age; country rock is Pre-
cambrian metasiltite and relgxted rocks. (Sainsbury and others, 1969).

Spring almost on contact between Late Cretaceous quartz monzonite of Bendeleben pluton
and migmatite zone of Precambrian age. Biotite sample from Bendeleben pluton has
yielded K:Ar age of 79.8+2.4 m.y. (Miller and others, 1972). Parts of floor of Lava
Creek underlain by basalt of Quaternary age.

Spring is in granodiorite of Kachauik pluton near contact with Precambrian schistose marble.
Granodiorite is of probable Cretaceous age (Miller and others, 1972).

Spring is in Darby pluton about 3.2 km (2 mi) from country rock and on or near conspicuous
lineaments in pluton contacts. Darby pluton is Late Cretaceous in age (Miller and others,

Springs'are in quartz monzonite of Darby pluton less than 400 m (0.25 mi) from conta.ct
with Devonian limestone. Pluton and limestone contact is inferred to be major fault
(Miller and others, 1972) trending N. 18° E.

Springs are in small satellitic stock of mafic nepheline syenite about 1.5 km (1 mi) south
of Granite Mountain pluton of mid-Cretaceous age (Miller, 1972). Country rock is Lower
Cretaceous andesite (Patton, 1967).

Spring is in alluvial valley of Hawk River, and bedrock is concealed. On basis of map posi-
tion (Patton and others, 1698), bedrock is probably hornfelsic andesite of Early Cretaceous
age. Spring lies about 400 m (0.25 mi) south of mid-Cretaceous monzonite of Hawk River
pluton and very close to east-west fault that cuts pluton (Miller, 1970).

Springs are in Late Cretaceous quartz monzonite of Wheeler Creek pluton within 400 m
(0.25 mi) of contact with Lower Cretaceous andesite (Miller, 1970). Springs are approxi-
mately on conspicuous lineament trending N. 80° W. (Patton and others, 1968).

Spring is in Late Cretaceous hypabyssal volcanic complex composed of tuffs, flows, and intru-
sive rocks (Patton and others, 1968). Spring is about 400 m (0.25 mi) from contact with
Lower Cretaceous andesite and near contact with granitic pluton (Miller, 1970).

Springs are in Lower Cretaceous andesite near conspicuous N. 70° W.-trending lineament and
about 2.5 km (1.5 mi) north of quartz monzonite of Wheeler Creek pluton (Patton and
others, 1968 ; Miller, 1970).

Spring locality is in area of generally hornfelsic andesite cut by numerous quartz latite
porphyry dikes. The numerous dikes and widespread thermal metamorphism suggests an
unexposed pluton at shallow depth (Miller and Ferrians, 1968).

Hot springs is in alluvial deposits but probably underlain by Cretaceous graywacke and
mudstone. Spring locality about 4 km (2.5 mi) west of granodiorite of Indian Mountain
pluton near inferred synclinal axis (Patton and Miller, 1966).

Unknown.

According to Waring (1917), springs are in fractured granite of small pluton. Country rock
is probably schist of Precambrian(?) to Paleozoic age. Springs are near Kaltag fault
(Patton and Hoare, 1968).

This report: spring is in hornfelsic graywacke and mudstone of Cretaceous age about 3.2
km (2 mi) from a possible pluton inferred from aerial photographs.

This report: spring is in quartz monzonite pluton about 8.2 km (2 mi) from contact with
hornfelsic mafic and ultramafic rocks and 2.5 km (1.5 mi) from pelitic schist.

From Waring (1917) ; Springs are in small granitic pluton intruded into schist.

Bedrock at springs locality is concealed; black hornfels crops out 800 km (0.5 mi) up
Karshner Creek from hot springs and presence of abundant large blocks of biotite granite
float suggests contact is very close. Hornfels probably represents metamorphosed sedi-
mentary rocks of Jurassic and (or) Cretaceous age; biotite granite is of Cretaceous and
(or) Tertiary age (Mertie. 1937 ; Chapman and others, 1971).

Spring is at base of sheared quartzite of Jurassic and(or) Cretaceous age (Chapman and
others, 1971) about 5 km (3 mi) east of granitic pluton of Cretaceous and(or) Tertiary age.

Springs are in mudstone of Jurassic and(or) Cretaceous age about 1.5 km from granitic
rocks of Cretaceous and(or) Tertiary age exposed in the Tolovana Hot Springs Dome
(R. M. Chapman, written commun., 1972).
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TaBLE 1.—Description and geologic setting of

Locality No.

and name Location

General description

22, Reported hot spring
near little Minook B-6 or Tanana B-1 quadrangles.
Creek.

23. Kilo Hot Springs ___

Kilolitna River.

24. Ray Hot Springs ___ 65°58’ N., 150°55’

on north side of Ray River.
25. Lower Ray River ___

26. Kanuti ____________ 1 66°20" N., 150°48’ W.; Bettles 1:250,000 quad-
rangle; 8 km (5 mil) southwest of Caribou
‘Mountain.

27. Dall Creek _________ General location near Dall River in

Beaver 1:250,000 quadrangle.

General location: 66°25’ N., 150°00’ W.; Livengood

65°49’ N., 151°12 W, ; Tanana D-3 quadrangle; 177
km (110 mi) northwest of Fairbanks on Kanuti

W.; Tanana D-2 quadrangle;
about 170 km (105 mi) northwest of Fairbanks
65°59’ N., 150°35" W.; Tanana D-2 quadrangle ___

southwest

Waring (1917) gives prospectors report of a hot spring near
divide between Little Minook Creek and a tributary of Hess
(Hoosier?) Creek. No other information available.

From R. M. Chapman, written comm., 1973: Several hot
springs are in an open grassy area of about 100 m2 (1,000
ft2). Temperature estimated at 50°C. No chemical analysis
available.

Hot spring is at base of hill in flood plain on north side of
Ray River. Slight H:S odor. Temperature measured at 47°C.
Chemical analysis available.

Several hot springs are found within a distance of 60 m (200
ft) in gravel bar on north side of Ray River. H28 odor.
Temperature measured at 61°C. Chemical analysis available.

Several hot springs are on east side of Kanuti River in large
open grassy area 100 m (100 yd) in diameter underlain by
alluvium. Strong H2S odor. Temperature measured at 66°C.
Chemical analysis available.

Brosgé, Brabb, and King (1970) show a possible hot spring
near Dall River.

springs have yielded potassium-argon age dates rang-
ing from 106 m.y. (Early Cretaceous) for the Granite
Mountain pluton in the western Yukon-Koyukuk
province (Miller, 1972) to 63 m.y. (early Tertiary)
for the Hot Springs Dome pluton in the Yukon-Tanana
Upland area (Chapman and others, 1971), a range of
over 40 m.y. These plutons are composed of such rock
types as biotite granite, quartz monzonite, granodi-
orite, monzonite, syenite, nephelene syenite, and quartz
latite; thus calc-alkaline, subalkaline, and alkaline
rocks are included. Preliminary analysis (C. M. Bunk-
er, written commun., 1971) suggests that the plutons
with ‘which the hot springs are associated have a con-
siderable range in radioactivity and in radiogenic
heat production. Uranium and thorium content and
the heat production range from 2-4 ppm, 17-22 ppm,
and 5.7-8.1 pecal/(g yr), rvespectively, in the Ben-
deleben pluton with which the Lava Creek hot springs
(No. 3, fig. 1) is associated, to 9-15 ppm, 49-65 ppm,
and 17.4-22.3 pcal/(g yr) for the Darby pluton with
which the Kwiniuk and Clear Creek hot springs (Nos.
5 and 6, fig. 1) are associated. The radioactivity and
radiogenic heat of the Bendeleben pluton are similar
to granitic rocks elsewhere (Rodgers and Adams, 1969 ;
Wollenberg and Smith, 1968), but the Darby pluton is
anomalously high.

Plutons with hot springs are composed of rocks that
are typically massive and well jointed with little or no
foliation or lineation. The jointing may increase the
fracture permeability sufficiently to promote deep cir-
culation of meteoric water (local snowmelt and rain-
water). Plutons composed of rocks with a well-
developed foliation, such as the large Selawik Hills
pluton (Miller, 1970) in the western Yukon-Koyukuk
province, do not appear to have hot springs, possibly
owing to a low fracture permeability.

The occurrence of hot springs also appears to be
independent of the size of the pluton because plutons

with associated hot springs range from 39 km? (15
mi?) to over 780 km? (300 mi?) in outcrop area.

The strong correlation that exists between the dis-
tribution of Cretaceous and early Tertiary plutons
and hot springs in western and central Alaska is pres-
ent in nearby areas in Alaska, for example at Circle
and Chena hot springs in east-central Alaska (War-
ing, 1917). Tt is also found in the adjacent eastern
Chukotka Peninsula, U.S.S.R. where most of the
reported hot springs are spatially associated with
granitic rocks (Golovachev, 1937; Nikolski, 1937, Rab-
kin, 1937). The association of hot springs with the
pluton contacts and in some places with known faults
and lineaments suggests that well-developed open
fracture systems exist near the pluton margins and
allow hot water to rise to the surface. A necessary pre-
requisite for the occurrence of a hot spring in this part
of Alaska appears to be the presence of a mass of com-
petent, well-fractured rock such as the massive granitic
plutons. Significantly all 10 hot springs that lie near
but outside a pluton occur in rocks such as graywacke,
mudstone, basalt, and andesite that may have been
affected to some extent by thermal metamorphism but
not by regional metamorphism. Apparently fracture
systems were not developed or are not sufficiently open
in well-foliated regionally metamorphosed rocks to
allow deeply circulating hot water to gain access to the
surface. Massive contact metamorphic rocks on the
other hand may have a higher fracture permeability
resulting in a more favorable setting for hot springs.

Some of the hot springs are near mapped or infer-
red faults and lineaments; for example, Pilgrim, Ser-
pentine, Kwiniuk, Clear Creek, Hawk River, South,
Division, and Horner hot springs (Nos. 1, 2, 5, 6, 8, 9,
11, and 15, fig. 1). These faults and lineaments range
in length from a few km to over 440 km (275 mi) for
the Kaltag fault. (Patton and Hoare, 1968). Hot
springs, however, occur only where the faults and
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Geologic setting

Geologic province Host rock Remarks
Yukon-Tanana Unknown oo _. General area is underlain by Paleozoic conglomerate and shale and Jurassic and (or) Cre-
Upland. taceous mudstone intruded by small granitic stocks of Cretaceous and(or) Tertiary age
(Waring, 1917 ; Chapman and others, 1971).
Kokrine-Hodzana Quartz monzonite _____ Springs issue from pluton of porphyritic quartz monzonite of tentative Cretaceous age on,
Highlands. or very close to, contact with schist and hornfels of Precambrian(?) and Palcozoic age
(R. M. Chapman, written commun., 1973). ’
_____ d0 ——_—________ Concealed _____________ Bedrock concealed but spring probably occurs on contact between Early Cretaceous quartz
monzonite of the Sithylemenkat pluton (Patton and Miller, 1973) and pelitic schist of
Precambrian(?) and Paleozoic age. (Chapman and Yeend, 1972),
- A0 —mme s A0 e Bedrock concealed but springs are approximately on contact between quartz monzonite of
probable Cretaceous age and pelitic schist of Prccambrian(?) and Paleozoic age (Chapman
and Yeend, 1972). .
----- A0 oo weeeel0 e ________ Bedrock concealed but springs are in area underlain by mafic volcanic rocks of Permian,
Triassic, and Jurassic age within 400 m (0.25 mi) of contact with Cretaceous granitic
rocks of Hot Springs pluton (Patton and Miller, 1973).
Unknown e __ General area is underlain by pelitic schist of Precambrian or Paleozoic age intruded by

granitic pluton of probable Cretaceous age.

lineaments are near the plutons; that is, those parts of
the faults away from plutons seemingly have no hot
springs associated with them. The hot springs as a
group are not spatially associated with faults along
which recent movement has taken place, although a
few do occur near such faults (for example, Horner
and Little Minook Creek hot springs, Nos. 15 and 22).

A local structural control is suggested at several
localities where hot springs are not in the bottoms of
valleys but issue from different altitudes (Clear Creek,
South, Nos. 6 and 9, fig. 1). White (1968) has sug-
gested that differences in altitude of individual hot
springs from the same locality may indicate that no
single structure is permeable enough to discharge all
the water in the system.

Hot springs elsewhere in the world are commonly
related to recent volcanic activity. Late Cenozoic ba-
salts are found in several areas of west-central Alaska,
particularly in the western part where they cover
about 9,100 km? (3,500 mi?). Potassium-argon age dates
on these basalts and correlative basalts on the islands
of the Bering Sea (Hoare and others, 1968) range
from about 6 m.y. to 30,000 yr. Hopkins (1963) stated
that Lost Jim lava flow near Imuruk Lake in the cen-
tral Seward Peninsula, which appears to be one of the
youngest flows in western Alaska, is at least several
hundred and possibly several thousand years old. The
existence of volcanic rocks ranging in age from 6 m.y.
to 30,000 yr or younger certainly suggests that parts of
western Alaska may still be a volcanically active region.
No hot springs, fumaroles, or other manifestations of
current volcanic activity, however, occur within areas
underlain by these basalt flows, and the known hot
springs show no spatial association with these young
basalts. The closest hot spring to basalt is the Lava
Creek spring (No. 3, fig. 1), which is about 4.8 km (3
mi) from the probable source area for basalt that
flowed down Liava Creek in the Bendeleben Mountains

(Miller and others, 1972).

The late Cenozoic volcanic rocks described above are
all basalts or basaltic andesite (Hopkins, 1963 ; Miller
and others, 1972); no Pliocene or younger volcanic
rocks of intermediate or silicic composition are known
within the area described in this report. A discontinu-
ous belt of felsic volcanic rocks of Late Cretaceous and
Tertiary age are found near the east margin of the
Yukon-Koyukuk province (Patton and Miller, 1970).
Although only a single potassium-argon age of 58 +1.7
m.y. (Eocene) has been obtained from these rocks
(Patton and Miller, 1973), it is unlikely that they are
younger than mid-Tertiary in age, and no hot springs,
fumaroles, or other signs of recent volcanic activity
have been found associated with these rocks.

The distribution of hot springs is independent of the
age and lithology of country rock around the pluton
because the country rock ranges from Precambrian to
Late Cretaceous and includes limestone, graywacke,
andesite, mafic volcanic rocks, and regionally meta-
morphosed rocks of low and high grade.

GEOCHEMISTRY

Chemical analyses of water samples from west-
central Alaska are given in table 2. All the analyses
listed as being from the U.S. Geological Survey files
were done by the methods described in Brown, Skoug-
stad, and Fishman (1970). The analytical results given
under L. M. Willey and T. S. Presser, analysts, are the
most reliable because the samples were filtered in the
field through a 0.2-um-effective filter paper. In addi-
tion, samples for calcium, magnesium, aluminum and
iron analyses were acidified in the field to a pH =2
with sulfuric acid. Bicarbonate and pH were also
determined in the field using methods described by
Barnes (1964). The analyses reported from analysts
other than Willey and Presser were on unfiltered sam-
ples with no treatment in the field. Also given in table
2 are the highest values of constituents found in
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TABLE 2.—Chemical analyses of water from thermal springs in west-ceniral Alaska
[All data in milligrams per litre except temperature (in degrees Celsius) and pH]

5 Analysis from U.S. Geological Survey (1959).

analyses of surface waters of Alaska unaffected by
seawater (U.S. Geol. Survey, 1969); most of the re-
corded values are far below the analyses of hot:springs
maxima reported in west-central Alaska.

Chemical composition

General agreement (White and others, 1963) is that
most of the water discharged at the surface in thermal
areas is meteoric in origin but that a small part might

Lava ° Battleship Creek
Name _______. Pilgrim Serpentine Creek Mountain Kwiniuk Clear Granite Mountain South
Locality No.
(fig. 1, table
1) e 1 1 2 2 2 3 4 5 6 7 7 9
Analyst _______ L.M. (2) L.M. J.B. J.B. L.M. L.M. L.M. L.M. L.M. J.B. R.B.
Willey, Willey, Rapp ! Rapp! Willey, Willey, Willey? Willey, Willey, Rapp! Barnes!?
T.S. T.S. T.S. T.S. T.8. T.S.
Presser ! Presser ! Presser ! Presser! Presser !  Presser!
SiOy - 100 87 100 90 89 84 56 45 83 75 69 65
Al 0.044 41 0.083 0.06 0.06 ____ . . —— 0.094 0.2 0.1
Fe . ________ ____ q ——— <.01 <01 - _— —e S S <.01 <.01
Ca - 530 545 47 75 78 2.0 4.8 130 - 2.0 2 1.8 5.9
Mg 14 7.4 .48 .35 .34 <0.1 <0.1 1 <0.1 .04 .05 .01
Na o 1,450 1,587 730 800 800 79 120 500 55 51 67 83
K . ____ 61 61 40 41 41 1.8 1.2 9 1.6 13 1.9 21
i : 4.0 ———— 4.7 ———— —e 0.13 0.2 —— 0.05 04 ____ ———
NHs o ——o _— S —— —- <1 <1 — <1 J— —— ——
HCOs e 30.1 21 64.5 57 56.8 120.9 53.8 10.2 95 45.7 90 ———
(078 - _— —— 13 q 5 R —_—— 8 —— ———— —_——
SO4 oo 24 25 29 1 1 53 16 _——— 27 62 50.3 122
[©) R 3,346 3,450 1,480 1,450 1,420 5.9 120 912 4.2 9.3 6.4 6
F o 4.7 ——— 6.4 6 6 10 9 5.8 3.9 8.2 —— ————
Br o _________ . ——— ——— 4.9 4.8 ——e ———— 4 P —— —— _——
B 2.4 P 3.4 2.9 2.8 0.08 0.66 1 0.16 a3 22 ____
pH __________ 6.7 ____ 791 ____ 7.94 8.6 9.20 73 8.33 10.14 9.55
Temperature - 55 69 60 K& 71 50 17 3450 60 49 49 3450
Ray Lower
Name _________ Horner Melozi Manley Hutlinana Tolovana River Ray River Kanuti M
aximum
Locglity1 Not.a hle value
e L table 15 17 19 19 19 20 20 21 24 25 26 found
Analyst __o_.__ (2) 2) L.M. L.M. @) L.M. @ *) R.B. R.B. R.B. surface
Willey, Willey, Willey, Barnes! Barnes! Barnes!| waters
T.S. T.S. T.S. of
Presser! Presser? Presser ! Alaska &
SiOs —_ 29 78 65 65 59 40 4 B (5 T ———— ——— 41
Al 2 ——— .016 .046 } 8 { 014 ____ ——— — —— —— ——
Fe «_________ 2.7 A5 . ——— ' —— .09 02 ____ —— P 89
Ca __________ 10 11 4 6.8 9.1 20.2 22 82 5.6 11 2.7 280
Mg 3 2.8 1 29 9 6.6 6.0 12 71.7 95.1 111.3 "((3%
Na 130 130 121 180 321 ..
K - } s 07 { 10, 4.8 82 %0 } 208 23 14 2.0 3.7 9.5
7 S S 28 28 ... 16 .- I — —_— — —_—
NHs - ____ ——— 4.9 5 —— 4 N oo —— —e ——_——
HCO; _____.__ 22 32 89.6 90.7 86 488 494 49 . T4 93 169 1,040
COs o __ 32 31 —— ——— 0.0 _—— 0.0 ——— <22 21 —_—— ———
SOy o _____ 45 61 54 51 48 55 67 40 19 23 21 184
Cl . 39 92 134 132 120 40 38 615 9.1 25 28 100
B —_——— 8.5 8.2 ——e 8 ____ 2 ——— —— — 1
Br . ___. —— —— —_——— ——— ——_——— —— —_—— ——— —_ —— —_———
B . . S 13 12 ——— 3 e ——_—— .6 1.6 13 ———
pH . ____ P (4 702 . 766 __.__ 7.7 9.16 9.04 801 ____
Temperature _ 47 56 59 56 52 43 45 52 45 66 66 —_—
1 Analysis from U.S. Geological Survey files. 2 Analysis from Waring (1917). 3 Estimated. 4 Analysis from Anderson (1970).

be magmatic, metamorphic, or connate. When the com-
position of hot springs in west-central Alaska is com-
pared with the composition of hot springs that are
probably entirely meteoric in origin (White and others,
1963, table 25; Feth and others, 1964) and with the
known composition of surface waters in Alaska (table
2), most of the Alaska springs do indeed appear to be
derived from local meteoric water. Their composition
can be explained by deeply circulated meteoric water
whose increased solvent action due to the increase in
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temperature and long flow path brought about leach-
ing of the country rock (White and others, 1963). The
high discharge rates and the generally high chloride
content relative to nearby ground water indicate that
the hot springs of west-central Alaska belong to the
hot-water type of geothermal system and not to the
vapor-dominated type (White, 1970).

Four of the 16 hot springs for which chemical
analyses are available are saline in nature, however,
and are characterized by concentrations of chloride,
sodium, calcium, potassium and perhaps lithium, bro-
mide, and boron that are considerably greater than the
other 12 analyzed springs. These four springs are Pil-
grim (No. 1, table 2), Serpentine (No. 2, table 2),
Kwiniuk (No. 5, table 2), and Tolovana (No. 21, table
2) ; the first three are in the Seward Peninsula, and
Tolovana is over 480 km (300 mi) to the east (fig. 1).

The composition of these springs compared with that
of the more dilute springs appears to demand either
increased leaching or the addition of another type of
water. If the anomalous composition of these springs is
the result of an increased amount of leaching, then this
leaching differed in some ways from the water-rock
reactions typically seen elsewhere in granitic rocks.
The composition of meteoric waters issuing from gra-
nitic rocks has been published by Feth, Roberson, and
Polzer (1964) and Miller (1961) ; the Na+/Cl— ratios

calculated from their data all exceed a value of 1 as do:

similar ratios for 11 of the other 12 analyzed hot
springs in western and central Alaska. The Na+/Cl-
ratios for the four saline springs, however (table 3),

TABLE 3.—Na*/CI- and CI/Br~ ratios from availadle date on
the hot-spring waters

Locality No. and Locality No. and
name (fig. 1, Nav/  ClY/ name (fig. 1, Na+y  Ci3y
table 2) Cl RBrt table 2) Cl-1 Br-t
1. Pilgrim _____ .46 —-_ | 15. Horner ____ 15 o
2. Serpentine __. .55 296 | 17. Melozi _____ 1.2 -
3. Lava Creek __. 13.3 ——- | 19. Manley _-.__ 1.0 —
4. Battleship 1.0 _—— | 20. Hutlinana __ 4.5 —
Mountain. 21. Tolovana ___ .52 —_—
5. Kwiniuk ____ .55 228 | 24, Ray River __ 7.8 I
6. Clear Creek _ 13.1 ——- | 25. Lower Ray . 3.8 —
7. Granite 10 —_— River.
Mountain. 26. Kanuti _____ 4.0 —
9. South _______ 14 _-_ | Seawater ______ .55 292

are all less than 1 and indeed are similar to seawater,
0.55.

Although the composition of these four saline
springs may be due to the addition of magmatic, meta-
morphic, or connate waters to local meteoric water, the
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interpretation of the histories of mineralized thermal
waters from their chemical composition is difficult
(White, 1957a, b, 1969, 1973). Of the constituents given
in the analyses in table 2, few may be used to determine
unequivocally the origin of the solutions. Silica may
reflect only the solution of quartz in the thermal waters
(Fournier and Rowe, 1966; Mahon, 1966), and alumi-
num may be involved in reactions of too many alumino- -
silicates to reflect the earlier history of the solution.
Iron is largely controlled by the local oxidation poten-
tial (Barnes and Back, 1964; Barnes and others, 1964).
Calcium data may only reflect local solution and de-
position of calcite; thus the bicarbonate and calcium
data may give information on present processes rather
than the earlier history of the water. Magnesium con-
centrations may be controlled by reactions of not only
magnesian carbonates but also chlorite in geothermal
systems (Muffler and White, 1969). Potassium and
lithium are both sufficiently low in concentration that
additions or subtractions of small amounts would ob-
scure the earlier history. Sodium alone of the cations
is present in sufficient concentrations and sufficiently
nonreactive that small additions or losses would not
obscure the earlier sodium concentrations.

As far as the anions are concerned, sulfate may be
affected to a large extent by reduction of sulfide or
oxidation of sulfide minerals to sulfate. Fluoride may

‘be partly controlled by the solubility of fluorite

(CaF;), and boron, although leached from some rocks
at moderate temperatures (White, 1957b), is difficult
to use since its mineralogic source is not always known. .
The chloride and bromide concentrations, in contrast
to the other anions, may be more significant in inter-
preting the history of the water. Although the chloride,
in most rocks is easily leached by water at high tem-
peratures (Ellis and Mahon, 1964), host rocks of the
hot springs in the study area are not likely to be rich
in chloride, judging from their known composition. No
obvious mineralogic source or sink for either chloride
or bromide has been found in the rocks of the study
area.

The high chloride and sodium content suggests that
magmatic water may have been added because hot-
spring waters found in areas of active volcanism often
contain large amounts of these elements (White and
others, 1963). Such springs, however, commonly con-
tain larger amounts of bicarbonate, sulfate, and silica
than the saline hot springs of west-central Alaska.
Furthermore, the saline hot springs are unrelated geo-
graphically to the most direct evidence of young mag-
ma, the Quaternary volcanic rocks.
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Metamorphic waters are defined by White (1957b)
as water that is or has been associated with rocks dur-
ing their metamorphism and is probably derived from
the reconstitution of hydrous minerals to anhydrous
minerals. Such waters are thought to be high in sodi-
um, bicarbonate, and boron (Barnes, 1970) in contrast
to the saline hot springs of this report that do not
have large concentrations of bicarbonate and boron.

The saline nature of the hot springs suggests the
mixture of connate seawater or of present-day sea-
water.? The Na+/Cl- and Cl-/Br— ratios from
available data on the hot-spring waters are given in
table 3. The Nat+/Cl~ data fall in two groups—a group
with the ratio 1 or greater, similar to the results of
Feth, Roberson, and Polzer (1964) and Miller (1961),
and a group with the ratio near the 0.55 ratio of sea-
water. The Cl—/Br— seems to give the same result, a
separation of locally derived meteoric water from the
more saline waters with a more complex history; the
data, however, are too few to warrant extensive inter-
pretation. If leaching is to account for the Cl—/Br-—
ratios, the leaching fortuitously results in ratios the
same as present-day seawater.

An objection to the mixture of either old or present
seawater is the geologic and geographic distribution of
the ‘saline hot springs. Although the Na+/Cl— and
Cl-/Br— ratios may be interpreted as dilution of sea-
water, the geologic evidence is against submergence of
the rocks of the region probably since the Cretaceous.
Also, three of the four saline springs occur in a region
of igneous and regionally metamorphosed rocks where
connate water is unlikely. While two of the saline
springs (Pilgrim and Kwiniuk) occur relatively near
seawater and along structural trends that may directly
connect with the ocean, the other two are either far
removed from the ocean (Tolovana) or do not lie on
such structures (Serpentine). The four saline springs
show no geologic pattern to their distribution. Other
hot springs in the Seward Peninsula, where three of
the four saline springs occur, are nonsaline ; this is par-
ticularly striking in regard to Kwiniuk (saline) and
Clear Creek (nonsaline) hot springs, which are only
7.5 km (12 mi) apart and in the same pluton (fig. 1).

The isotopic data (table 4) available from 10 of the
hot springs in the study area, 2 saline and 8 nonsaline,
give some indication of the source of the constituents
in the saline springs. These data show that in terms of
deuterium (D), the saline springs, Pilgrim and Serpen-
tine, are almost identical to Serpentine LDMW (local-
ly derived meteoric water) indicating that all are
derived from the same source, namely local snowmelt
and rainwater. The salts in these saline springs would
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TABLE 4.—Ozygen and hydrogen isotopic compositions, in parts
per thousand, of hot-spring waters and locally derived me-
teoric waters

[SMOW, standard mean ocean water; LDMW, locally derived meteoric
water. Analyses kindly supplied by J. R. O’Neil]

Source of samples (locality No. and
name refer to fig. 1 and table 2)

Seward Peninsula :

5D o1 01
(SMOW) (SMOW) (cale)

1. Pilgrim . ___________________ —122 —14.9 -—16.6
2. Serpentine __________________ —123 —152 -—-16.7
Serpentine LDMW __________ —124 —16.4 —16.7

4. Battleship Mountain _________ —106 —13.8 —14.5
6. Clear Creek ________________ —-119 —156 —16.2
LDMW for samples4and 6 .. _____ —142 _____

7. Granite Mountain ___________ —116 -15.7 -—-15.8
Granite Mountain LDMW ___. —118 —16.0 —16.0

Interior Alaska: :

19. Manley . _____________ —142 —181 —190
. Manley LDMW _____________ —130.3 —15.7 —17.5
20. Hutlinana __________________ —144.9 —19.2 —19.3
Hutlinana LMDW __________ —148.5 —19.7 —19.8

24. Ray River _.________________ —150 —19.1 —20.0
25. Lower Ray River ___________ —157 —19.2 —20.8
26, Kanuti _____________________ —146 —18.0 —19.5
LDMW for samples 24-26 __ —159 —19.9 —21.1

therefore appear to be derived from the leaching of
rocks, and the proportions of ions are indeed only for-
tuitously identical to those of seawater. The two saline
springs also show an enrichment in O, as indicated by
the difference in §0*® and 80 calculated,® and thus
suggest more extensive water-rock reactions than found
in the nonsaline springs of which only three of eight
springs show a similar enrichment in O. Of these
three exceptions, at Manley Hot Spring (No. 19; table
4), either the LDMW sample is not representative or
the recharge takes place at a higher altitude with
greater depletion in D; at Lower Ray River and
Kanuti springs (Nos. 25, 26; table 4) the LDMW
shows a similar enrichment in O®, suggesting perhaps
that the relation between §D and 8§08 is not linear in
this area.

The differences in 8D and 80 between the hot
springs from the Seward Peninsula (Nos. 1, 2, 4, 6,
and 7; table 4) and the hot springs from the interior
(Nos. 19, 20, 24, 25, and 26; table 4) are probably the
result of increasing distance from the ocean; the interi-
or waters are isotopically lighter (lower in 8D and
80#), similar to trends noted elsewhere (White and
others, 1973).

These preliminary chemical and isotopic data thus
suggest that both the saline and nonsaline springs are
derived from deeply circulating meteoric water. The
difference in chemistry between the two types of
springs appears to result from a difference in the extent

2 Waring (1917) recognized the saline character of Pilgrim Hot
Springs and, although noting that the spring was not far above the
tide level, suggested that the high salinity was not due to admixture
of seawater because the ratios of S04:Cl and Ca:Na were not similar
to those of seawater. In view of the possible water-wallrock reactions
involving calcium and sulfate, Waring’s objection may not be valid.

38501 may be estimated by the following equation from Craig (1961) :

[

8018 (cale) = -

, assuming a linear relation between 60 and 6D.
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of leaching, or water-rock reactions. It may be that the
nonsaline springs have been subjected to a greater
amount of leaching in the past, or for a longer period
of time, than the saline springs, resulting in a smaller
supply of solutes now available for leaching. Such a
suggestion would be compatible with the oxygen iso-
tope data in that the more extensive the oxygen isotope
exchange has been between water and rock, the more
depleted the rock is in O and the less the effect in the
water (owing to isotopic exchange) with resulting
lower 80® at present for the nonsaline springs.

Chemical geothermometers

~ Water chemistry has proved valuable in estimating
subsurface temperatures, and the various techniques
and approaches are described by Mahon (1970), Four-

nier and Rowe (1966), White (1970), and Fournier

and Truesdell (1973). The most quantitative tempera-
ture indicators have been shown to be (1) the variation
in solubility of quartz as a function of temperature
and (2) the temperature dependence of base exchange
or partitioning of alkalies between solutions and solid
phases with a correction applied for the calcium con-
tent of the water (the Na-K-Ca geothermometer).
There is some ambiguity and uncertainty in both meth-
ods, and in any particular region, subsurface informa-
tion may be necessary to calibrate adequately, or
choose between, the methods. Silica, for example, may
be precipitated rapidly enough from waters hotter than
180°C to give erroneously low values (White, 1970).
The calculated subsurface temperatures (table 5), us-

ing the quartz conductive-cooling geothermometer, are

TABLE 5.—Hot-spring subsurface temperatures, in degrees Cel-
sius, calculated from quartz conductive-cooling genthermom-
eter and appropriate Na-K-Ca geothermometer determinations

Locality No. and name of hot spring (fig. 1, table 2) Quartz Na-K-Ca
1. Pilgrim oo ____ - 137 146
2. Serpentine ____________________________ 137 167
3. Lava Creek ____________________________ 128 91
4. Battleship Mountain ___________________ 107 63
5. Kwiniuk ____ - P, 97 T2
6. Clear Creek ___________________________ 127 83
7. Granite Mountain ______________________ 122 75
9 South ________________ . __ 115 2
17. Melozi _____ JE 124 —
19. Manley e 115 137
20. Hutlinana ______ - - —_—— 92 98
21. Tolovana . o ____ 122 162
24, Ray River _________._______ - e 60
25. Lower Ray River __ — I 60
26. Kanuti __.______ e — 136

137°C as a maximum; therefore, silica precipitation
may not affect the validity of the results. The Na-K-Ca
geothermometer may be in error either because of con-
tinued reaction of the water with the rocks at tempera-
tures below the highest subsurface temperature calcu-
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lated or because of calcite precipitation. Continued re-
action may yield low calculated temperatures owing to
increases in calcium content (Fournier and Truesdell,
1973). Calcite precipitation may yield erroneously high
subsurface temperatures because of decreases in cal-
cium content of the water (Fournier and Truesdell,
1970). ’

Lacking knowledge of subsurface reactions, we have
calculated subsurface temperatures using both the
quartz solubility (assuming conductive cooling) and
Na-K-Ca geothermometers. For the quartz solubility
geothermometer (Fournier and Rowe, 1966), the equa-
tion is (Fournier, oral commun., 1973) :

—10g10051044q) = (1.309%10°/7") —5.19,
where 7 = temperature in kelvins, and
Csio, = concentration of silica in milligrams per
litre.
For calculations of subsurface temperatures from Na-
K-Ca concentrations (from Fournier and Truesdell,
1973), the equation for temperatures above 100°C is
10g1o (m Na*/mK*) + Valogm ( \V mca+2/mNa+)
= 1647/7T —2.240
where 7 = temperature in kelvins, and
Mya+ = molality of sodium ion, '
myx+ = molality of potassium ion, and
M e+» = molality of calcium ion.
For temperatures below 100°C the equation is
logio (M was /M xc+) + %310g10 (/M car2/ Mnar)
= 1647/7 —2.240.

The results of these calculations for individual hot
springs are given in table 5. The quartz conductive-
cooling geothermometer shows a range of 92° to 137°C
for the 12 springs for which it could be calculated.
The Na-K-Ca geothermometer shows a range (on the
basis of 14 springs) of 63° to 167°C. The difference
between temperatures measured by the two geother-
mometers for any one spring ranges from 6° to 47°C.
Perhaps the most- important point that can be deter-
mined from these data is the relatively low subsurface
temperature suggested for the hot springs of west-
central Alaska. The maximum temperatures recorded
are 137°C for the quartz conductive method and 167°C
for the Na-K-Ca method. These suggested subsurface
temperatures are low compared with subsurface tem-
peratures of geothermal fields presently being ex-
ploited. Both of these maximum temperatures, for
example, are below the minimum temperature (180°C)
currently thought necessary to drive steam-turbine
generators (Mufller, 1973).

The lack of siliceous sinter and the common oc-
currence of travertine in the hot-springs deposits also
imply low subsurface temperatures (White, 1970).
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DISCUSSION

A study of the geologic setting of hot springs in
west-central Alaska shows a close correlation between
the occurrence of hot springs and the contact zones
of granitic plutons. Where the bedrock geology of the
hot-spring area is known, the hot springs are almost
without exception within 4.8 km (3 mi) of the contact
of a pluton. Where the country rock is strongly
foliated metamorphic rocks, the hot springs are re-
stricted to the pluton proper; where sedimentary or
volcanic rocks form the country rock, the hot springs
occur both within and outside the pluton. The occur-
rence of hot springs also appears to be related to
fracture and fault zones near the margins of the
pluton. The distribution of hot springs is, however,
independent of the age, composition, and magmatic
events that formed the pluton.

The chemical and isotopic compositions of analyzed
hot springs within the region suggest that most of
them are composed of locally derived meteoric water.
Four of the 16 analyzed hot springs however, have
very saline compositions that appear to require either
increased leaching of country rock at the present time
or addition of another type of water. The present data
suggest that the leaching is more likely.

The tentative model suggested by the available
information on the geologic setting and geochemistry
of the hot springs in west-central Alaska is as fol-
lows. Most of the hot springs are the result of deeply
circulating, locally derived meteoric water that has
percolated through the fractured granitic plutons and
the surrounding wallrock to depths of several thou-
sand feet, become heated owing to the geothermal
gradient, and found access to the surface along the
fractured and faulted margins of the pluton. If no ad-
dition of magmatic water or heat is considered, the
subsurface temperatures indicated by the chemical
geothermometers suggest that the water must have
reached depths of 3.3 to 5.3 km (9,000-15,000 ft) on the
basis of assumed geothermal gradients of 30°C/km and
50°C/km and a maximum subsurface temperature of
167°C. If heat from an underlying magma has been
added to the system, the water may have reached a
shallower depth than that calculated from the above
geothermal gradients.

The hot springs appear to occur along fractured
zones near the margins of granitic plutons, and the
reservoir of such a system may not be large. Accord-
ing to White (1965), the yield of stored heat may
drop relatively quickly in crystalline rocks with low
permeability where circulation of water is localized in
faults and fractures. The total surface area of rocks
in direct contact with migrating fluids is relatively
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small, and the recoverable stored heat is transferred
to the circulating fluids by conduction over long dis-
tances. These fault and fracture zones in the crystalline
plutonic rocks are likely to be narrow or widely spaced
and less numerous at greater depths.

Although the data available on the geologic setting
and chemistry of the hot springs of west-central
Alaska .are preliminary in nature, they suggest that
most, if not all, of the hot springs are characterized
by reservoirs of limited extent and relatively low
temperatures in comparison with temperatures of geo-
thermal systems presently being exploited for power
generation. Muffler (1973) gave 180°C as the lowest
reservoir temperature that can presently be utilized for
the generation of electricity by steam-turbine genera-
tors. The subsurface temperatures suggested by the

- present study are lower than 180°C but are within

ranges suggested for proposed turbines using a heat-
exchange system involving such working fluids as
Freon and isobutane. An experimental plant of this
type, for example, operating at Paratunka, Kamchatka
(USSR), since 1970 utilizes 81.5°C water (Facca,
1970). These springs may therefore have potential for
limited power generation locally, if and when heat-
exchange technology becomes available, as well as for
space heating and agricultural uses.
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RELATIVE EFFICIENCIES OF SQUARE AND TRIANGULAR GRIDS IN
THE SEARCH FOR ELLIPTICALLY SHAPED RESOURCE TARGETS

By DONALD A. SINGER, Reston, Va.

Abstract.—The relative efficiencies of equivalent-density,
square and equilateral triangular (hexagonal) grids used in
the search for elliptical targets are determined for ellipses
having relative semimajor axes ranging from 0.50 to 1.00 of the
square grid spacing and having shapes (minor axes/major
axes) ranging from 0.2 to 1.0. Using the probability of ome or
more hits, the grid types are equally efficient for targets having
semimajor axes less than or equal to one-half of the grid
spacing. The triangular grid is as much as 6 percent more
efficient for targets having relative sizes greater than 0.50.
The square grid is less than 1 percent more efficient in a
small region centered on a relative size of 0.80 and a shape of
0.45. Both grids are equally efficient for targets that are hit
with certainty and tend toward equal efficiency as the ellipses
become more needlelike in shape. A random search is more
efficient than both grid types when the relative size is less
than 0.50 and the probability of two or more hits is used to
define relative efficiency. For two or more hits and targets
having relative sizes larger than 0.50, the triangular grid is
as much as 91 percent less efficient than the square grid;
however, the probabilities are small. In a region centered on
a relative size of 0.80, the triangular grid is slightly more
efficient if the criterion is two or more hits. The probability
of two or more hits is inversely related to the probability of
one or more hits for many target sizes and shapes.

Many mineral science problems involve the search
for elliptical targets using various grids; grid drilling
is most commonly used in the search for uranium,
lead, and zine, and less commonly, in the search for
other mineral resources. Selection of the proper grid
spacing can have a significant impact upon the effi-
ciency of the search, regardless of whether efficiency is
measured in terms of reduced costs, increased chance
of success, or increased return on the investment; the
selection of the proper grid type may also improve
the efficiency of the search. In this paper, the relative
efficiencies of square and equilateral triangular (hexa-
gonal) grids used in the search for elliptical targets
are examined. For this evaluation, the probabilities
for square and triangular grids obtained by the method
of Singer and Wickman (1969) are utilized.

Because the problems of the selection of the proper
grid type and of the selection of the proper grid spac-
ing are closely related, much of the work on grid
spacing has included at least a mention of the grid-

type selection problem. Slichter (1955) found that for
a circular target of a certain size the triangular grid
is more efficient than the square grid. Celasun (1964)
stated that for elliptical targets the triangular grid is
more efficient than the square grid if the probability
of detection is greater than 0.785. Drew (1966) con-
cluded that the triangular grid is more efficient than
the square grid if the major axis of an elliptical target
is greater than the grid spacing of the triangular grid,
whereas the two grids are equally efficient if the major
axis is less than the grid spacing. Research has also
been published emphasizing optimal grid spacing
(Drew, 1967; Ellis and Blackwell, 1959; Griffiths,
1966; Griffiths and Drew, 1966; and Griffiths and
Singer, 1973).

The determination of the probability of detection
of elliptical targets by the use of a grid is a pre-
requisite for determining the optimal grid spacing or
grid type. Drew (1966) used a combination of analy-
tic and simulation techniques to determine the proba-
bilities for a square grid. Savinskii (1965) used simu-
lation to obtain the probabilities for rectangular and
square grids. Exact probabilities for square, hexa-
gonal, and rectangular grids are provided by the
method derived and explained by Singer and Wick-
man (1969); probabilities calculated by this method
are used in this paper to compare the efficiencies of
square and triangular grids.

MEASURES OF RELATIVE EFFICIENCY
Use of probabilities to compare efficiencies requires
that the following four assumptions are fulfilled:
1. In plan view, the shape of the targets of interest
can be represented reasonably well by ellipses.
2. There is no preferred orientation of the targets.
3. In plan view, there is no regular pattern of the
distribution of the targets.
4. If a target is hit with a grid point, the event can
be recognized with certainty. ‘
The probabilities used in this study are calculated
by means of the program Elipgrid (Singer, 1972).
The variables meeded to determine the probabilities
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are as follows: The size of the semimajor axis of the
target relative to the size of the grid, the breadth-to-
length ratio or shape of the ellipse, the orientation of
the ellipse with respect to the grid, and the grid type.
For both the square and triangular grids, probabili-
ties are calculated for 11 different sizes and 9 differ-
ent shapes for each size of ellipse. The size of the
semimajor axis varies from 0.50 to 1.00 of the square
grid size. Shape varies from 1.0 to 0.2; that is, from a
circle to a rather elongate ellipse. The orientation of
the ellipses with respect to the grid was varied from
0° to 90° in steps of one-tenth of a degree. The range
0° to 90° was chosen because an axis of symmetry of
the probabilities common to both grids is 90°. Proba-
bilities were calculated for each orientation, and the
average of the probabilities, which represents the
probability for a randomly oriented ellipse, was
calculated.

Given the same grid spacing (distance between
vertices), the triangular grid would require more
drill holes than the square grid. For the comparison
of the relative efficiencies of the grid types, the grid
spacings are adjusted so that the same number of
holes is required for each given unit of area. The
grid spacing for the triangular grid should be 1.07457
(that is, V2/V/3) times that of a square grid. This
procedure gives equivalent density grids.

The relative efficiencies of the grid types for various
sizes and shapes of ellipses are defined in terms of the
percentage change in the probabilities of detection for
equivalent density grids. The following equation was
used to estimate the relative efficiencies:

Relative efficiency = 100 (Prgr — Psq)/Psq
where Prg; = probability of lli'bting with the triangular
grid, and
Psq = probability of hitting with the square
grid.

The chance of hitting a target can be defined in

several different ways; however, only two are con-

RELATIVE EFFICIENCIES OF SQUARE AND TRIANGULAR GRIDS

sidered here. The probability of hitting a target one
or more times is an appropriate criterion for use in
most problems. The probability of hitting a target
two or more times might be of use when the event of
hitting the target with a grid is not recognized with
certainty. The probability of two or more hits upon
targets of various sizes and shapes also provides
insight into the nature of the efficiency of hitting a
target one or more times. The relative efficiencies of
the square and triangular grids are therefore defined
first in terms of the probability of one or more hits,
then in terms of the probability of two or more hits.

COMPARISON OF EFFICIENCIES FOR ONE OR
MORE HITS

The probability of one or more hits when a square
grid is used for each size and shape combination con-
sidered is presented in table 1. The probabilities in-
crease as the targets become larger and as they ap-
proach a circular shape. In table 2, the percentage
relative efficiency of the triangular grid over the
square grid for one or more hits is presented.

For targets in which the semimajor axis is less
than or equal to one-half of the grid spacing, the
triangular and square grids are equally efficient. In the
upper right region of table 2, the triangular and square
grids are equally efficient because both types of grids
discover targets with these characteristics with cer-
tainty. There is also a trend toward equally efficient
grids as the ellipses become more needlelike in shape;
that is, as shape tends to zero. The most striking
aspect shown in table 2, however, is the superiority
of the triangular grid over the square grid (as much
as 6 percent more efficient for a circle having a rela-
tive size of 0.55), except for a small region centered
on a shape of 0.45 and a relative size of 0.80, where
the square grid is more efficient. This anomalous
region was not anticipated and is difficult to explain
without an understanding of the relative efficiencies
of the grids when the probability of two or more hits

1s considered.

TABLE 1.—Probability of one or more hits with square grid

Size of semimajor axis relative to square grid

Shape 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
1.0 0.785 0.888 0.951 0.987 1.000 1.000 1.000 1.000 1.000 1.000 1.000
9 07 .834 916 967 9% 1.000 1.000 1.000 1.000 1.000 1.000
.8 628 749 854 931 978 998 1.000 1.000 1.000 1.000 1.000
7 .550 658 760 .853 .932 .980 997 1.000 1.000 1.000 1.000
.6 471 .565 .658 148 .833 .907 .960 .988 .998 1.000 1.000
5 393 472 553 633 713 788 854 - .908 948 975 993
4 314 378 445 513 582 650 715 74 827 874 912
3 .236 284 335 .388 444 .500 .555 610 662 113 760
2 157 190 224 .261 .300 .340 382 423 466 .508 .550
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TABLE 2.—Percentage relative efficiency of the triangular grid over the square grid for one or more hits

Size of semimajor axis relative to square grid

Shape 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
1.0 0.0 6.0 52 14 0.0 0.0 0.0 0.0 0.0 0.0 0.0
9 .0 2.4 5.6 34 8 .0 .0 .0 .0 .0 .0
8 0 14 2.7 35 22 2 .0 .0 .0 .0 .0
7 .0 1.0 18 18 12 11 4 0 .0 0 .0
6 .0 8 13 13 e .0 .0 4 2 .0 .0
5 0 .6 1.0 9 4 -1 -2 .0 5 9 6
4 .0 4 8 7 3 -1 -2 -1 3 8 1.0
3 .0 3 5 5 2 —1 -2 -1 2 5 6
2 .0 2 3 3 a -1 -1 .0 a 3 4

EFFICIENCIES FOR TWO OR

MORE HITS

Table 3 contains the probability of two or more
hits for each size and shape combination for the square
grid. The probability of two or more hits is, of course,
zero for all targets with relative sizes less than or
equal to one half of the grid spacing as it is impossible
to hit such a target twice; therefore, a random search
is more efficient under these conditions. Targets shown
in the upper right part of table 3 are blank because
the program used to calculate the probabilities will not
calculate the probability of two or more hits when the
targets will be hit with certainty at some orientation.

COMPARISON OF

-If the relative efficiency is measured in terms of the
probability of one or more hits, the triangular grid
is more efficient for most sizes and shapes, the square
grid being more efficient in a region centered on a
shape of 0.45 and a size of 0.80 (table 2). If the rela-
tive efficiency is measured in terms of the probability
of two or more hits, the pattern is the same, but the
more efficient type is now the square grid except for
an anomalous region where the triangular grid is more
efficient (table 4). Although the probabilities are small,
the triangular grid is as much as 91 percent less effi-
cient than the square grid for two or more hits. The

TABLE 3.—Probability of two or more hits with square grid

Size of semimajor axis relative to square grid

Shape 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
1.0 0.000 0.062 0.180 0.341 0.540

9 .000 .022 102 228 .391

.8 .000 .012 .051 131 254

N .000 .007 .031 .076 145 0.257

6 .000 .005 .020 .048 .091 153 0.246

R} .000 .003 .013 .030 .057 .095 151 0.227

4 .000 .002 .008 .018 .034 057 .090 134 0.190 0.260 0.346
3 .000 001 .004 .010 .018 .030 .048 071 101 138 182
2 .000 000 .002 .004 .008 .013 .021 .031 .043 .059 078

TABLE 4.—Percentage relative efficiency of triangular grid over the square grid for two or more hits
Size of semimajor axis relative to square grid

Shape 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
1.0 0.0 —87.0 —49.9

9 .0 —914 —49.9 —14.5

8 .0 —90.9 —45.5 —25.1 —86

7 .0 . —90.8 —44.3 —20.5 —8.0 —4.2

6 .0 —90.8 —43.8 —19.6 —6.1 -1 0.2

b5 .0 —90.7 —43.6 —19.2 —5.5 .8 1.3 01

4 .0 —90.7 —43.5 —19.0 —5.1 1.2 1.7 .5 -1.2 —2.6

3 .0 —90.7 —43.5 —189 —-5.0 14 1.9 .6 —11 —2.5 —2.6
2 .0 —90.8 —43.5 —189 —5.0 14 19 7 —1.0 —2.5 —2.6
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anomalous region where the triangular grid is more
efficient is centered on a relative size of 0.80 and a shape
of 0.2. This pattern suggests that the two measures of
efficiency are approximately inversely related.

If the orientations of the target are plotted against
the probabilities, it can be seen that the probability
of one or more hits is inversely related to the proba-
bility of two or more hits (fig. 1). For both the square
and triangular grids, the probability of one or more
hits reaches a maximum when the orientation is such
that the probability of two or more hits is zero. The
displacement from the maximum is exactly equal to
the increase in the probability of two or more hits.
This relationship obviously does not hold when the
probability of one or more hits is equal to one.

The anomalous regions in tables 2 and 4 thus repre-
sent particular size and shape ranges where the tri-
angular grid is more likely to hit the target twice and,
thus by the inverse relationship, less likely to hit the
target once. This reduction in the probability of hitting
the target once is reflected in the relative efficiencies.

SUMMARY AND CONCLUSIONS

The relative efficiencies of square and triangular
grids used in the search for elliptical targets are cal-

RELATIVE EFFICIENCIES OF SQUARE AND TRIANGULAR GRIDS

culated in terms of the probabilities of hitting such
targets. Equivalent density grids are used to calculate
the relative efficiencies of the grid types for various
sizes and shapes of ellipses, where relative efficiencies
are defined in terms of the percentage change in the
probabilities of detection. The probabilities are defined
in terms of the chance of hitting an ellipse one or more
times and in terms of hitting the target two or more
times, and relative efficiencies are calculated for each
group.

When the probability of one or more hits is used,
the grid types are equally efficient for targets with
semimajor axes less than or equal to one-half of the
grid spacing. For targets with relative sizes greater
than 0.50, the triangular grid is as much as 6 percent
more efficient than the square grid, except for a small
region centered on a shape of 0.45 and a relative size
of 0.80 where the square grid is more efficient. There
is a'trend toward equally efficient grids as the ellipses
become more needlelike in shape. The grids are also
equally efficient when the targets become so large that
they cannot be missed.

A different sitmation occurs when the probability of
two or more hits is used to define the relative efficiency.
A random search is more efficient than both grid types

0.7 T T T T

0.6

Square grid

Probability of one or more hits

Triangular grid

I 1 I I

0.5
>
=
=
m
<
8 | i ] I /
I | |
x 04
o
0.2 i T T
Probability of two or more hits
0.1 Square grid Triangular grid n
0.0 L A A

0 10 20 30 40

50 60 70 80 90

ORIENTATION OF ELLIPSES IN DEGREES

F1eURe 1.—Probability of one or more hits and of two or more hits for square and triangular grids at various orientations of
ellipses to the grids. Semimajor axis equals 0.80 of square grid size; shape equals 0.3.
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when the semimajor axis is less than or equal to one-
half of the grid spacing because such a target cannot
be hit twice with the grid but can be hit twice in a
random search. For two or more hits, the triangular
grid is as much as 91 percent less efficient than the
square grid, except for an anomalous region centered
on a relative size of 0.80 where the triangular grid
is more efficient than the square grid. The probabilities
are small, however.

The probability of one or more hits is inversely
related to the probability of two or more hits for many
target sizes and shapes. The anomalous region men-
tioned above represents particular size and shape
ranges where the triangular grid is more likely to hit
the tanget twice and, by the inverse relationship, less
likely to hit the target once. The relative efficiencies
reflect this inverse relationship.

Tf the criterion of success used is the probability of
one or more hits, the triangular grid is recommended
because it is as much as 6 percent more efficient and,
at the worst, less than one-half of 1 percent less efficient
in the small anomalous region. If the criterion of
success is measured in terms of the probability of two
or more hits, the square grid is recommended for those
targets with semimajor axis greater than one-half of
the grid spacing because the square grid is as much as
91 percent more efficient and, at worst, 4 percent less
efficient than the triangular grid. It is important to
note, however, that the probabilities of detection are
rather small for two or more hits.
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LINKAGE EFFECTS BETWEEN DEPOSIT DISCOVERY
AND POSTDISCOVERY EXPLORATORY DRILLING

By LAWRENCE J. DREW, Reston, Va.

Abstract.—For the 1950-71 period of petroleum exploration
in the Powder River Basin, northeastern Wyoming and south-
eastern Montana, three specific topics were investigated. First,
the wildcat wells drilled during the ambient phases of ex-
ploration are estimated to have discovered 2.80 times as much
petroleum per well as the wildcat wells drilled during the
cyclical phases of exploration, periods when exploration plays
were active. Second, the hypothesis was tested and verified
that during ambient phases of exploration the discovery of
deposits could be anticipated by a small but statistically sig-
nificant rise in the ambient drilling rate during the year prior
to the year of discovery. Closer examination of the data sug-
gests that this anticipation effect decreases through time.
Third, a regression model utilizing the two independent vari-
ables of (1) the volume of petrolenm contained in each deposit
discovered in a cell and the directly adjacent cells and (2)
the respective depths of these deposits was constructed to
predict the expected yearly cyclical wildcat drilling rate in
four 30 by 30 min (approximately 860 mi®) sized cells. In two of
these cells relatively large volumes of petroleum were discov-
ered, whereas in the other two cells smaller volumes were
discovered. The predicted and actual rates of wildcat drilling
which occurred in each cell agreed rather closely.

The total level of wildeat drilling consists of two
components, ambient (long-term regional exploration)
and cyclical (exploration play ) wildcat drilling. The
primary objective of this investigation is to estimate
the efficiencies of these two types of wildcat drilling.

The ambient wildcat drilling component is charac-
terized by the drilling of a few wells per year per cell
according to long-range regional geological and geo-
physical studies.

The cyclical component of wildcat drilling is char-
acterized by a rapid rise in the rate of wildcat drilling
above the mean ambient rate followed by a more
gradual return to the ambient rate. These cyclical
surges in the wildcat drilling rate are usually initiated
(“kicked oft”) by the discovery of a large deposit and,
although the duration of exploration plays ranges
widely, they usually continue 3 to 5 years. During the

1 Exploration play is the descriptive term given to the magnitude
and time sequence of exploratory drilling and other exploration activi-
ties triggered by the discovery of an uncxpectedly large deposit in
a stratigraphic unit in a region not previously thought to have high-
discovery potential.

1950-71 period, two major exploration plays occurred
in the Powder River Basin, northeastern Wyoming
and southeastern Montana: The Minnelusa Sandstone
play, during the late 1950’s and early 1960’s, and the
Muddy Sandstone play in the late 1960’s and early
1970’s. Several minor plays involving exploration for
deposits in the Dakota and Parkman Sandstones oc-
curred during the middle 1950’s.

A second objective of the study is to determine the
existence of a discovery-anticipation factor for de-
posits discovered during periods when only ambient
wildcat drilling occurred. The specific hypothesis
tested was that during ambient phases of exploration
the discovery of a deposit could be anticipated by a
small but significant rise in the ambient drilling rate
in the discovery cell during the year prior to the year
of discovery; the discovery of a deposit in a cell is
often strongly suggested by the identification of
anomalies in the analysis of regional geologic infor-
mation. In other words, the enthusiasm generated by
assembling and interpreting such data results in a
small but significant surge in the ambient drilling
rate during a short period prior to the actual dis-
covery of a deposit.

A third objective is to test whether a regression
model based upon data isolated from the ambient
exploration record could be used successfully to pre-
dict the expected yearly cyclical wildcat drilling rate
as a result of the multiple discoveries which occur
during the relatively short duration of an exploration
play. The validity of this model was tested in four
cells, on the eastern flank of the basin, in which 10 to
60 discoveries occurred within relatively short periods
of time (3-10 years).

Acknowledgments.—The input data were collected
while the author was a research geologist with Cities
Service Oil Co., Tulsa, Okla. I wish to gratefully
acknowledge the support I received from Cities Ser-
vice. Particular acknowledgment goes to Joseph Huff-
stetler who prepared several of the basic documents
for this study. Sincere thanks also go to D. P. Harris
of the Mineral Economics Department of the Pennsyl-
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FIGURE 1.—Location of petroleum deposits and cells in the Powder River Basin.
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vania State University for a thorough and very useful
review.

_SOURCES OF DATA AND DATA-GATHERING
PROCEDURE

Wildeat drilling data were obtained from the Well"
History Control File (Petroleum Informatlon, Inc)). !

Only those wells that had a wildcat predrilling intent
designation (Lahee’s classification') were considered.

1Lahee, . H., 1944, Classification of exploration drilling and sta-

tistics for 1943: Am. Assoc. Petroleum Geologists Bull,, v. 28, no. 6,
p. 701-721,
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FIGURE 2.—Number of wildcat wells drilled each year.
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These data were divided into subsets by individual
years and plotted on 1:32,000-scale maps. A 30" by 30
grid was superimposed on each map and the number
of wildcat wells drilled each year in each cell was
tabulated (fig. 1 and 2). The volume of petroleum dis-

" “covered “in -each cell each year is shown in figure 3.
"The number of deposits discovered each year and the

average of their depths are shown in figures 4 and 5,
respectively. :

Estimates of the total productible petroleum con-
tained in each deposit were obtained from confidential
sources and also from The Oil and Gas Journal and
Wyoming Geologic Survey publications.
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Ficure 3.—Quantity of petroleum discovered each year.
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ANALYSIS
Efficiency of ambient versus cyclical wildcat drilling

The rate of ambient wildcat drilling in each cell was
estimated by using the following rule: The observed
intensity of wildcat drilling occurring in each cell in a
given year is classified as ambient if no significant
(greater than 500,000 barrels of producible petroleum)
discoveries were made in the cell or any of the ad-
jacent cells during that year or any of the three pre-
ceding years. For those years when the observed wild-
cat drilling rate in a cell was part of the surge at-
tributable to an exploration play, the ambient wildcat
drilling rate was estimated by using the mean ambient

LINKAGE EFFECTS, DEPOSIT DISCOVERY AND POSTDISCOVERY EXPLORATORY DRILLING

wildecat drilling rate for the cell. For example, the
mean ambient wildcat drilling rate in cell 2,4 (fig. 2)
per year for the years 1950-66 is 2.47 wells. In 1967,
the discovery of the Bell Creek deposit “kicked off”
the Muddy Sandstone play and resulted in a massive
surge of wildcat drilling in cell 2,4 from 1967 to 1970.
The author assumed that in this period, however, some
operators remained insensitive to this play and drilled,
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on the basis of the long-range regional geological and
geophysical studies, an average of 2.47 wildcat wells
each year.

The same rule was used to estimate the rate of am-
bient wildcat drilling in a cell affected by an explora-
tion play even though no discoveries occurred within
that cell itself. For example, the rate of wildcat drill-
ing in cell 2,5 was strongly affected by the discovery of
the Bell Creek deposit in cell 2,4.

The total number of ambient wildcat wells drilled
during the 1950-71 period is estimated, on the basis of
the data-processing methods just described, to be 1,146
wells, or 31.05 percent of the total 3,691 wildcat wells
drilled in the basin during this period. By subtraction
it follows that the total number of cyclical wildcat
wells drilled is 2,545 wells, or 68.95 percent of the
total number of wildcat wells drilled during the period.

The volume of petroleum discovered by each of the
two components of wildcat drilling was determined by
assigning deposits that were discovered during periods
of cyclical wildcat drilling to the cyclical component
and those discovered during periods of ambient wild-
cat drilling to the ambient component. During the
1950-71 period the total volume of petroleum dis-

covered in the Powder River Basin is conservatively
estimated to be the equivalent of 665,494,000 bbl. This
estimate of reserves is not to be interpreted rigorously,
because reserve estimates were available for only 38
of the larger 160 discoveries of this period. For the
other 122 deposits, cumulative production figures
through February 29, 1972, were used as estimates of
the total producible petroleum. Of the total volume of
petroleum discovered, 371,131,000 bbl (55.80 percent)
were from the ambient component of wildcat drilling.
Inasmuch as 31.05 percent of the total wildcat drilling
resulted in discovery of 55.80 percent of the reserves,
the ambient component is 2.80 times as effective as the
cyclical component. In terms of the mean quantities of
petroleum discovered per well, the mean ambient wild-
cat well discovered 323,734 bbl and the average wild-
cat well drilled during the cyclical phases of explora-
tion discovered 115,520 bbl.

Although the mean quantity of petroleum discovered
per wildeat well was nearly three times smaller during
periods when exploration plays were active, the prac-
tice of following exploration plays rather than drilling
regional prospects was not without its reward. The risk
of failure was found to be substantially higher during
the ambient phase, with only three and one half
chances of success per hundred wildcat wells drilled.
During the cyclical periods the chance of success rose
to five wildcat wells per hundred being successful.
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Accepting a nearly three-to-one reduction in expected
returns in order to increase the proportion of suc-
cessful wells by 43 percent shows that the average
operator in the basin had a strong aversion to risk.
This aversion is so strong that it forced the average
operator to accept and drill during exploration plays
those prospects which returned on the average about
36 percent of that which was gained by drilling
prospects based upon long-range regional evaluations.

The nearly three-to-one inefficiency of the cyclical
wildcat drilling component over the ambient com-
ponent could, perhaps, be significantly reduced through
exploration lease-unitization procedures in which the
rate of exploratory drilling in a region is restrained
during the more active period of a play, thereby re-
leasing substantial amounts of exploration capital for
use in the more efficient ambient component of
exploration.

The estimate of the 2.80 greater discovery efficiency
of the ambient component of wildcat drilling may be
considered conservative for two reasons. First, 372
ambient wildcat wells were estimated to have been
drilled in cells during periods when exploration .plays
were active, but no estimate could be made of the
volume of petroleum discovered by these wells. Only
the deposit discovered at the start of the play was con-
sidered to be discovered by the ambient component.
Second, it can be argued that once an exploration play
begins in an area, ambient exploratory drilling stops
immediately, attributing no wells to the ambient phase,
thus implying that the above mentioned 372 wells as-
signed to the ambient component should be assigned
to the cyclical component. The author reasons that this
should not be done because some operators will be
insensitive to the general enthusiasm generated by a -
play, particularly if targets in different stratigraphic
units are being sought. However, if ambient wildcat
drilling in a region does cease immediately once any
exploration play gains momentum, the efficiency of
ambient wildcat drilling would increase to 4.75 times
that of cyclical drilling for the 1950-71 period of ex-
ploration in the Powder River Basin. In terms of
mean quantities of petroleum per well, the mean am-
bient wildcat well would discover 479,497 bbl and the
average well drilled during the cyclical phases of
exploratory drilling would discover 100,913 bbl.

The frequency distributions of the volume of petrole-
um contained in the deposits discovered during both
phases of exploration are shown in figure 6. Both of
these distributions are bimodal in form. This bi-
modality is a consequence of the difference in the sizes
of the deposits discovered in the two major productive



174

AMBIENT PHASE
40 DEPOSITS
1146 WELLS
323,734 BARRELS/WELL,

=1

NUMBER OF DEPOSITS
o

o

40 50 60 70 80 90
LOG ,, (BARRELS)

CYCLICAL PHASE

120 DEPOSITS
2545 WELLS
115,520 BARRELS/WELL

2

)
=3

NUMBER OF DEPOSITS

40 50 6.0 70 80 90"

LOG , (BARRELS)

Fieure 6.—Frequency distributions of the volume of petroleum
discovered in the ambient and eyclical phases of exploration.

units in the study area. The deposits forming the peaks
in the 6.0 to 7.0 logarithmic-units range are predomi-
nantly in the Minnelusa Sandstone, whereas the peaks
in the 4.0 to 5.0 logarithmic-units range are predomi-
nantly small, single- or double-well deposits in the
Muddy Sandstone Member. The general form of these
two distributions, however, is somewhat different. The
distribution describing the pattern of discovery of
deposits during ambient phases of exploration is near-
ly uniform in shape, whereas that of the cyclical peri-
ods of exploration declined rather steeply with in-
creasing deposit size. Therefore, the volume of petrole-
um contained in the deposit discovered during the
ambient phases of exploration occurred with nearly
equal probability across the entire range. In contrast,
during the cyclical phases of exploration of the basin,
smaller deposits are discovered more frequently than
“larger deposits.

Discovery-anticipation factor during ambient phases
of exploratory drilling

Within the total record of ambient wildcat drilling
a pattern appears which is characterized by the fre-
quent occurrence of a small surge in the wildeat drill-
ing rate in the year prior to the discovery of a deposit

LINKAGE EFFECTS, DEPOSIT DISCOVERY AND POSTDISCOVERY EXPLORATORY DRILLING

in a cell. This effect is hypothesized to be caused by the
identification of anomalies in the analysis of regional
geologic and (or) geophysical information; it is as-
sumed that shortly after anomalies are identified, they
are tested by drilling.

The existence of such an anticipation effect was
tested using data from 13 discovery events isolated
from the total record of ambient wildcat drilling. The
structure of the statistical test was developed as fol-
lows: Compute the mean and standard deviation of the
number of wildcat wells drilling during the 5-year
period of ambient drilling ending 1 year prior to each
of the 13 discoveries (fig. 7). For example, if a deposit
was discovered during the year 1956, (the first dis-
covery event plotted in fig. 7), the statistics were based
upon the levels of ambient drilling which occurred
during the 5-year period 1950-54. If the discovery of a
deposit was anticipated, the rate of wildcat drilling
during 1955, the year prior to discovery, should fall
above an upper confidence limit determined from the
statistics. Of the 13 discovery events which could be
isolated for study, 6 were anticipated by such a rise.
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Ficure 7.—Confidence interval for anticipation of discovery
study. #, mean number- of wells: &, standard deviation of
number of wells.

Using an upper confidence limit of one standard
deviation and assuming that the normal law of errors
describes the variability of the ambient drilling rate,
the probability (P) that a discovery anticipation effect
does not exist is less than one in a hundred:

18 /13
P(rze)=3 ( ) pr (1 = p)r = 0.00997,
: r

r=2=6
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where p = 0.1587, the probability that the ambient
rate of wildcat drilling will exceed the up-
per confidence level of one standard devia-
tion in a single year (assuming the normal
law of errors).
Thus, based upon the limited number of single dis-
covery events which could be isolated from the total
record, there is strong evidence that the discovery of
-deposits was anticipated by an increase in the ambient
drilling rate during the year prior to discovery. Ex-
amination of figure 6 suggests, however, that this
anticipation effect was not stable through time; all the
significant positive deviations, with one exception, oc-
curred during the first half of the time period. A
plausible explanation for this phenomenon is that the
deposits discovered during this earlier period occurred
for the most part in structural traps, whereas the de-
posits discovered during the later half of the period
occurred principally in stratigraphic traps. During the
first half of the time period, local small-scale explora-
tion targets were probably isolated by techniques which
defined local structural closure in which deposits were
subsequently discovered ; the ability to define such tar-
gets thus caused the anticipation of discovering a de-
posit to rise significantly in a local area (cell). During
the second half of the period, when stratigraphically
trapped deposits were the principle objectives being
sought, no techniques were available which could be
used to define local small-scale exploration targets, the
result being a much more spatially diffuse pattern of
ambient wildcat drilling.

Predictioh of the cyclical drilling rate with a
regression model

Two regression equations were developed, tested, and
found to be particularly useful in predicting the ex-
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pected yearly rates of cyclical wildcat drilling in a
cell where a large number of discoveries occurred
within that cell and (or) in adjacent cells during
periods when an exploration play was active. This
model is based only on data from discovery events oc-
curring during ambient phases of wildcat drilling in
the basin. The first equation accounts for the contribu-
tion to the cyclical wildcat drilling rate caused by the
discovery of deposits within the target cell in a given
year or in either of the two previous years; this effect
is called the “within-cell discovery effect.” The second
equation developed in the model accounts for that sub-
component of the cyclical wildeat drilling rate which
is caused by a discovery in any of the four directly
adjacent cells in a given year or either of the two
previous years; this effect is called the “adjacent-cell
discovery effect.”

Eighteen discovery events (table 1) were isolated
from the total record of ambient wildcat drilling and
used to calculate the within-cell discovery effect equa-
tion:

E = 7.47540.267-2—0.000633-d4-1.178 - £,—1.225 - £,

with R?*=0.567, F=16.01, d.f.=49, (significant at the
0.001 level),
where £ = expected number of cyclical wildcat wells
drilled in a cell as a result of the discovery
of a deposit in that cell containing » mil-
lion barrels of reserves at a depth of &
feet, -
¢, = dummy variable for the second time period,
¢, = dummy variable for the third time period,
¢, = 0 and ¢, = 0 for the first time period,
t, = 1and ¢, = 0 for the second time,
t, = 0and 4 = 1 for the third time pei‘iod.

TABLE 1.—Discovery events used to compute the “within-cell discovery effect”

[Size of deposit in millions of barrels of reserves; Fa, area correction factor for boundary cells; Ra, mean ambient drilling rate for 5-year
period prior to discovery, corrected for F4; number of wildcat wells corrected for Fa; and YOD, year of discovery]

Size of

Depth Number of wildcat wells

Discovery Year Cell deposit (fect) Fa Ra YOD YOD+41 YOD4-2
Bell Creek . ___________ 1967 2,4 110.000 4,532 1.00 2.6 42 T4 55
Dead Horse Creek ___.___ 1957 43 11.000 6,968 1.00 0.4 9 4 4
Mitchell Creek _________ 1953 3,4 0.080 7,040 1.00 2.4 2 1 2
Barber Creek West _____ 1962 4,2 0.400 6,868 1.00 1.0 1 1 0
Tisdale East ___________ 1959 5,1 2.200 2,244 1.72 3.1 5 12 19
Pheasant ______________ 1966 5,1 5.200 14,990 1.72 10.2 2 4 2
Reno _____________.____ 1965 5,2 6.200 14,942 1.00 1.2 1 4 5
Kitty - _____ 1965 4,3 30.000 9,089 1.00 3.2 34 21 23
Hilight . ________ 1969 54 135.000 9,575 1.00 1.0 21 34 4
Twenty Mile ___________ 1960 6,2 0.600 6,013 1.00 3.6 8 6 5
Powell _________________ 1954 6,2 0.001 9,480 1.00 1.2 1 0 1
Kaye 1969 6,5 3.000 5,467 1.00 4.8 13 10 4
House Creek ___________ 1968 5,3 4.500 8,257 1.00 - 0.4 6 2 6
North Fork ____________ 1952 5,1 16.000 6,486 1.72 1.4 4 9 8
Red Bird ______________ 1964 6,5 0.300 3,106 1.09 6.5 13 8 5
Moorcroft _____ . ________ 1956 4,5 7.000 3,400 1.00 1.8 6 6 5 .
Slattary _______________ 1957 4,4 4.000 8,064 1.00 1.6 10 6 2
Donkey Creek __________ 1953 4,4 13.000 6,400 1.00 0.4 2 0 2
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Eleven discovery events (table 2) were isolated
from the total record of ambient wildcat drilling and
used to calculate the adjacent-cell discovery effect equa-
tion :

E = 10.899+4-0.0857 - »—0.000862 - d,—0.0007 65
+dy+8.309 £, — 0.709- £,,
0.542, F'=6.52, d.f.=27 (significant at the
0.001 level),
where £’ = expected number of cyclical wildcat wells
drilled in a target cell as a result of the
discovery of a deposit in an adjacent cell
containing v million barrels of reserves at
a depth of d, feet; d. denotes the depth
of the equivalent stratigraphic unit in the
target cell,
¢, = dummy variable for the second time period,
¢ = dummy variable for the third time period.

The effectiveness of this model in predicting the
aggregate behavior of cyclical wildcat drilling was
tested using four cells (3,3, 3,4, 4,4, and 4,5), each of
which experienced a large volume of wildcat drilling
during various periods (see fig. 2).

Prediction of cyclical wildcat drilling in cell 3,3.—
This cell experienced the greatest single yearly surge
in wildcat drilling of any of the cells studied; in 1968
the rate rose to 121 wells from a rate of only 13 wells
the previous year (fig. 2). With the exception of a
single minor discovery in 1962, all the discoveries made
in this cell through 1971 occurred during the 4-year
period 1967-70. The tremendous exploration enthusi-
asm developed during this 4-year period is attribut-
able to the Muddy Sandstone play which started in
1967 with the discovery of the large Bell Creek de-
posit in cell 2.4.

Figure 8 shows the actual rates of wildcat drilling

in cell 3,3 and the rates predicted by the model. The
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predicted curve is based upon the petroleum reserves
and depths of the 12 deposits discovered within cell 3,3
and on the 11 deposits discovered within three of the
four directly adjacent cells (3,2, 3,4, and 4,3; no de-
posits were discovered during the period in cell 2,3,
the cell directly adjacent to the north). An arbitrary
cutoff for including deposits in the predictions was set
at @ minimum of 500,000 bbl.

Of the 234.48 cyclical wildeat wells predicted for
cell 3,3 during the total time period, 159.18 wells (67.03
percent) are attributed to the within-cell discovery -
effect. During the period 1967-71, when the Muddy
Sandstone exploration play was active in this cell, the
cyclical rate of wildcat drilling is practically the total
wildcat drilling rate because the mean rate of ambient
wildcat drilling is estimated to be only 0.41 well per
year. The agreement between the actual rate of cyclical
drilling and that predicted by the model is close, with
the exception of the year 1968. During this year, 121
wells were drilled in the cell as compared to 61.2 pre-
dicted by the model. This discrepancy would be sub-
stantially reduced if the effects of discoveries in di-
agonally adjacent cells had been considered in the
model; in this particular example a large deposit (the
Bell Creek deposit) was discovered in cell 2,4 during
the previous year (1967), which seemingly influenced
in part the tremendous rise in exploration enthusiasm
in cell 3,3 during the following year. A regression
equation characterizing such a “diagonal-cell discovery
effect” could not be computed from the current data
set because only four diagonal-cell discovery events
could be isolated from the total record of ambient wild-
cat drilling. This is only about one-fourth the number
of data points required to compute a “reliable” equa-
tion characterizing this effect.

Prediction of cyclical wildcat drilling in cell
3.4—The variation in the intensity of wildcat drilling

TABLE 2.—Discovery events used to compute the “adjacent-cell discovery effect”
[Size of deposit in millions of barrels of reserves; depth in adjacent cell is that of equivalent stratum ; Fa, area correction factor for boundary

cells ;
in adjacent cell, corrected for Fa; and YOD, year of discovery]

4, mean ambient drilling rate for 5-year period prior to discovery in adjacent cell, corrected for Fa; number of wildcat wells drilled

Number of wildeat

Depth in’ Depth in wells drilled in
Steof  covery oot eany et adjacent cell
Discovery Year deposit cell cell (feet) (feet)” Fa Ra YOD YOD-+1YOD+H-2
Bell Creek - __________________ 1967 110.0 2.4 2,5 4,532 3,200 1.00 3.4 13 48 17
1967 110.0 24 14 4,532 5,280 2.00 1.8 8 26 - 6
1967 110.0 2,4 2,3 4,532 6,928 1.00 1.0 3 33 7
Dead Horse Creek —______________ 1957 11.0 4,3 4,2 6,968 7.266 1.00 1.0 5 7 2
1957 11.0 © 43 5.3 6,968 6,931 1.00 0.2 10 2
Twenty Mile ____________________ 1960 0.6 6,2 6,3 6,013 12,400 1.00 0.2 1 0 1
Kitty oo 1965 30.0 4,3 4,2 9.089 10,907 1.00 0.4 1 5 2
Hilight __ __________ . ______ 1969 135.0 54 6,4 9,575 10,258 1.00 1.0 6 10 6
North Fork _________ ___________ 1952 16.0 5.1 4,1 6,486 7,185 125 0.2 1 5 1
Kaye . _____ 1969 3.0 6,5 7,5 5,467 6,978 2.04 2.0 4 6 6
1969 3.0 6.5 6,6 5,467 5,127 1.09 7.2 10 7 4
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in this cell is far more complex than that in cell 3,3
(see fig. 2). During the period 1960-71 only nine de-
posits were discovered in this cell, none of which con-
tained more than 6 million barrels of producible pe-
troleum (see fig. 3). However, 425 wildcat wells were
drilled in the cell during this 12-year period, and it
should, therefore, be expected that the predominant
force causing the high rate of wildcat drilling in this
cell is the discovery of numerous deposits in the ad-
jacent cells. Indeed, the fact is that 45 deposits, each
containing more than 500,000 bbl of producible pe-
troleum, were discovered in the four adjacent cells. The
surge in the wildcat drilling rate during the earlier
part of this period (1960-66) is attributable to the
Minnelusa Sandstone play which was concentrated in
cell 4,4, the cell directly adjacent to the south. During
this 7-year period some 40 deposits were discovered in
this cell in the Minnelusa Sandstone (fig. 4). The vari-
ation in the wildcat drilling rate during the period
1967-70 is attributed predominantly to the Muddy
Sandstone play which was located principally in the
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cell adjacent to the north (cell 2,4), and also in a cell
directly adjacent to the west (cell 3,3).

The predicted and actual rates of wildcat drilling
for the 1950-71 period for this cell are shown in
figure 9. The form and magnitude of the two curves are
in reasonably close agreement. The predicted magni-
tude of the cyclical wildcat drilling component for the
total period 1950-71 is 460.55 wells. Of this total only
72.00 wells (15.63 percent) are attributed to the with-
in-cell discovery effect. The remaining 385.55 wells
(84.37 percent) are predicted to have been drilled as a
result of a surge in the expectation of discovering de-
posits in this cell similar to the 45 deposits discovered
in the four directly adjacent cells. Thus, the cyclical
wildcat drilling component in this cell is almost wholly
attributable to the adjacent-cell discovery effect, which

‘contrasts with drilling behavior observed in cell 3,3

which is predominantly attributable to the within-cell
discovery effect.

100 —

90 — 1
I
1\
80 — , \
I\
0 - R\
I\
i\
v 60 — Mean ambient rate == 2.4 wells per year |
=
=
jre
S
=
[22]
=
=
Z -
30~
2 —
10
PAEN
o = i AN N TR TR T T (NN N IR T S B W |
1950 1955 1960 1965 1970
FI1GURE 9.—Actual and predicted rates of wildeat drilling in

cell 3,4 (eyclical only).

Prediction of cyclical wildcat drilling in cell }y4.—
In this cell 62 deposits were discovered during the
1950-71 period (fig. 4). Most of these deposits were
discovered in Minnelusa Sandstone and collectively
contained at least 125 million barrels of producible
petroleum (fig. 3). Half of these deposits, however,
individually contained less than 500,000 bbl of pro-
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ducible petroleum. In the four directly adjacent cells,
19 deposits, each containing at least 500,000 bbl of pro-
ducible petroleum, were discovered during this period.
During the period in which both the Minnelusa Sand-
stone and Muddy Sandstone plays were active (1957-
71), 522 wildcat wells were drilled in the cell (fig. 2).
On the basis of the 31 deposits containing at least
500,000 bbl of producible petroleum discovered in the
cell and the 19 deposits discovered in the four directly
adjacent cells, the model predicts a total of 499.63 wild-
cat wells to be subsequently drilled in the cell. Of this
total, 324.81 wells (65.01 percent) are attributed to the
within-cell discovery effect and 174.81 wells (34.99 per-
cent) to the adjacent-cell discovery effect.

Figure 10 shows the predicted and actual rates of
wildcat drilling in the cell. The correspondence be-
tween the form and magnitude of the two curves is,
again, judged to be good; a surprisingly close agree-
ment exists between the total number of wildcat wells
drilled during the 1957-71 period (522 wells) and the
sum of the predicted number of cyclical and ambient
wildcat wells (499.63+22.0=521.63 wells).

Prediction of the cyclical wildeat drilling in cell
45 —The behavior of the cyclical component of wildcat
drilling in this cell is attributable principally to the
adjacent-cell discovery effect, as was also the situation
for cell 3,4. Only six deposits, each containing a mini-
mum of 500,000 bbl of producible petroleum, were dis-
covered within this cell. In contrast, 35 such deposits
were discovered in the four directly adjacent cells dur-
ing the 1950-71 period. Figure 11 shows the actual and
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predicted rates of wildcat drilling in the cell. Although
only about 15 million barrels of petroleum were dis-
covered in this cell during the 1950-71 period, a total
of 312 wildcat wells were drilled during the period
when both the Minnelusa Sandstone and Muddy Sand-
stone plays (1957-71) were active. The model predicts
that during this period only 91.87 (24.95 percent) of
the predicted total of 368.27 cyclical wildcat wells were
drilled as a result of the discovery of deposits within
the cell and the remaining 276.40 wildcat wells (75.05
percent) are attributable to the discovery of deposits
in the four adjacent cells.

CONCLUSIONS

For the 1950-71 period of exploration for petroleum
deposits in the Powder River Basin, the efficiency fac-
tor for ambient versus cyclical wildeat drilling is esti-
mated to be 2.80. In terms of the average quantity of
petroleum discovered per well, the average ambient
wildcat well discovered 323,734 barrels per well versus
115,520 barrels per well for the average wildcat well
drilled during the cyclical phases of exploration.

Although the mean quantity of petroleum discovered
per wildcat well was nearly three times lower during
periods when exploration plays were active, the prac-
tice of following exploration plays rather than drilling
regional prospects was not without its reward. The risk
of failure was found to be substantially higher during
the ambient phase, with only three and one half
chances of success per hundred wildcat wells drilled.
During the cyclical periods the chance of success rose
to five wildcat wells per hundred being successful. Ac-
cepting a nearly three-to-one reduction in expected
returns in order to increase the proportion of success-
ful wells by 43 percent shows the average operator in
the basin had a strong aversion to risk. This aversion
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is so strong that it forced the average operator to ac-
cept and drill during exploration plays prospects
which returned on the average only about 36 percent
of that which was gained by drilling prospects based
upon long-range regional evaluations.
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