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SI UNITS AND U.S. CUSTOMARY EQUIVALENTS

[SI, International System of Units, a modernized metric system of measurement. All values have been rounded to four significant digits ex-
cept 0.01 bar, which is the exact equivalent of 1 kPa. Use of hectare (ha) as as alternative name for square hectometer (hm?) is restricted
to measurement of land or water areas. Use of liter (L) as a special name for cubic decimeter (dm?) is restricted to the measurement of
liquids and gases ; no prefix other than milli should be used with liter. Metric ton (t) as a name for megagram (Mg) should be restricted to
commercial usage, and no prefixes should be used with it. Note that the style of meter? rather than square meter has been used for con-
venience in finding units in this table. Where the units are spelled out in text, Survey style is to use square meter]

SI unit U.S. customary equivalent SI unit U.S. customary equivalent
Length Volume per unit time (includes flow)—Continued
millimeter (mm) = 0.039 37 inch (in) decimeter® per second = 15.85 gallons per minute
meter (m) = 3.281 feet (ft) (dm3/s) (gal/min) .
= 1.094 yards (yd) = 543.4 barrels per day
kilometer (km) = 0.621 4 mile (mi) (bbl/d) (petroleum,
= 0.540 0 mile, nautical (nmi) 1 bbl=42 gal)
meter® per second (m3/s) = 15 822.31 feeltl3 per secor;d (tftf'/s)
= allons per minute
Area & (gal/min)
centimeter? (cm?) = 0.155 0 inch? (in2?)
meter? (m2) = 10.76 feet? (ft?) Mass
= l(l)gg 2471 yards? (yd2)
hectometer? (hm?) - 31471 ggf'gs gram (g) = 0.035 27 ougsg;)voirdupois (oz
= 0.003 861 seg:ltlxc;:ixz)(640 acres or kilogram (kg) = 2.205 poungs )avoirdupofs (1b
_ s . avdp .
kilometer? (km?) = 0.3861  mile (mi?) megagram (Mg) = 1.102 tons, short (2 000 1b)
Volume = 0.984 2 ton, long (2 240 1b)
centimeters (cm3) = 0.06102  inchs (in3) Mass per unit volume (includes density)
decimeter3 (dms3) = 61.02 inches? (in?)
= 2.113 pints (pt) kilogram per meters = 0.062 43 pound per foot? (1b/ft3)
= 1.057 quarts (qt) (kg/m?3)
=R ¥ R e
= O 00
meter® (m?) = 35.31 feets ((ftﬂ) Pressure
. = 1.308 yards® (yd3)
= 264.2 gallons (gal) kilopascal (kPa) = 0.1450 pound-force per inch?
= 6.290 barrels (bbl) (petro- (1bf/in?)
leum, 1 bbl=42 gal) = 0.009 869 atmosphere, standard
= 0.000 810 7 acre-foot (acre-ft) (atm)
hectometer® (hms3) = 810.7 acre-feet (acre-ft) = 0.01 bar
kilometers (km?) = 0.239 9 mile? (mis3) = 0.296 1 inch of mercury at
— " 60°F (in Hg)
Volume per unit time (includes flow)
dec(i‘;nezt;n;* per second = 0.035 31 foot3 per second (ft3/s) Temperature
m3/s
= 2.119 feet3 per minute (ft3/ temp kelvin (K) = [temp deg Fahrenheit (°F)+459.671/1.8
min) temp deg Celsius (°C) = [temp deg Fahrenheit (°F)=32]/1.8

II

The policy of the “Journal of Research of the U.S. Geological Survey” is to use SI

metric units of measurement except for the following circumstance:

‘When a paper describes either field equipment or laboratory apparatus dimen-
sioned or calibrated in U.S. customary units and provides information on the
physical features of the components and operational characteristics of the equip-
ment or apparatus, then dual units may be used. For example, if a pressure gage
is calibrated and available only in U.S. customary units of measure, then the
gage may be described using SI units in the dominant position with the equiva-
lent U.S. customary unit immediately following in parentheses. This also ap-
plies to the description of tubing, piping, vessels, and other items of field and
laboratory equipment that normally are described in catalogs in U.S. customary
dimensions.

S. M. LaNG, Metrics Coordinator,
U.8. Geological Survey

Any use of trade names and trademarks in this publication is for descriptive purposes only and

does not constitute endorsement by the U.S. Geological Survey.
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HYDROCHEMISTRY AND HYDRODYNAMICS OF INJECTING AN
IRON-RICH PICKLING LIQUOR INTO A DOLOMITIC SANDSTONE-
A LABORATORY STUDY

By STEPHEN E. RAGONE, FRANCIS S. RILEY, and ROBERT J. DINGMAN,
Syosset, N.Y., Denver, Colo., Albany, N.Y.

Work done in cooperation with the New York State Geological Survey

Abstract.—Waste pickling liquor containing high concentra-
tions of iron salts was injected into cores of quartzite, sand-
stone, and dolomite in a laboratory study to determine what
effect this procedure might have on the permeability of these
rock types. Experiments were performed at field conditions—
40°C and 13.8 MPa (megapascals)—in a high-pressure triaxial
chamber similar to that used in rock-mechanics testing but
modified to allow downstream sample collection of effluent
liquids and direct visual monitoring at in-situ conditions. Five
samples were tested, ranging in effective porosity from 2.9 to
13 percent and in lithology from a quartzite to a dolomite.
Hydraulic conductivity of the quartzitic samples remained un-
changed during injection of over 50 pore volumes of pickling
liquor, but significant decreases in the hydraulic conductivity
of dolomitic samples were observed. Chemical analyses of
efluents from a dolomitic sample suggest that carbonate
minerals were dissolving and iron was precipitating. Clogging
of pore space by CO: entrapment or by CaCl, precipitation did
not seem to play a role in decreasing hydraulic conductivity be-
cause injection into a dolomitic core of more than 140 pore
volumes of HC1 at a concentration similar to that of the pick-
ling liquor caused only a slight decrease in hydraulic conduc-
tivity compared with the decrease observed when an additional
30 pore volumes of pickling liquor were subsequently injected.

The U.S. Geological Survey, in cooperation with the
New York State Geological Survey, is studying the
feasibility of injecting an iron-rich waste pickling
liquor (henceforth called pickling liquor) by well into
a relatively impermeable dolomitic sandstone in Lacka-
wanna, N.Y.

The pickling liquor, a waste product from a steel
plant, contains high concentrations of iron (140 000 to
180 000 mg/L) and has a pH of 0 to 0.01. The re-
ceiving formations for the pickling liquor are the
Cambrian Theresa Formation and underlying Potsdam
Sandstone, at a depth of 1158 to 1311 m below land
surface. At this depth the in-situ overburden pressure

is typically 27.6 MPa (megapascals) and the pore
pressure is about 12.4 MPa. Formation temperature is
40°C. The injection zone is composed of dolomitic
sandstone grading from nearly pure quartzite to
nearly pure dolomite, with permeabilities ranging from
0 to 41.80 m/s. The interstitial pore space is occupied
by a brine containing about 330000 mg/L NaCl
(sodium chloride) and 30000 mg/L CaCl, (calcium
chloride).

Under these conditions, several kinds of reactions
(eqs 1-5 and possibly others) might occur between the
pickling liquor, the native fluid, and the receiving rock,
and would directly or indirectly affect permeability.
Many of these reactions have been observed in field
studies. Acid dissolution of dolomitic rocks (eq 1)
has been used to increase yields from oil wells (Smith
and others, 1970; van Poolen and Jargon, 1943 ; Cham--
berlain and Boyer, 1939) and has been observed to
occur during injection of acidic wastes into limestone
or dolomite (Donaldson and Bayazeed, 1971; Goolsby,
1971; Donaldson, 1964) and sandstone (Bayazeed and
Donaldson, 1973). Precipitation of iron carbonate or
calcium salts (eqs 3-5)) has also been reported (Baya-
zeed and Donaldson, 1973; Chamberlain and Boyer,
1939).

(1)

Ca Mg(C03)2 + bHCL = (:a(:l2 + MgCl, + 2H,0 + 2C02(g)

€0y (g) * Ha0 = Hac03 (2)
FeClp + HpC03 = FeCOy ) + 2HCI (3)
Ca*2 + 2HCI = CaCl, + 2H* (%)
Ca*2 + H,S0, +2H,0 = CaSO,* 2H,0 + 2H* (5)

Because of the variability in dissolution rates of
carbonate rocks (van Poolen and Jargon, 1943), the
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‘uncertainties about the material that may precipitate
from solution, and the effect of CO, formation and
viscosity changes on permeability, a series of labor-
atory experiments was performed. The purpose of this
report is to summarize the techniques used to simulate
field conditions and to describe the results obtained
from injection of pickling liquor through cores of
quartzite, sandstone, and dolomite from the proposed
injection site.

CHEMISTRY OF PICKII-:ILTJGDLIQUOR AND NATIVE
|

Pickling liquor used in the study was filtered
through a 0.45um filter. The liquor is characterized by

INJECTION OF IRON-RICH PICKLING LIQUOR INTO DOLOMITIC SANDSTONE

its high iron concentration and acidity (table 1). The
iron is predominantly in the ferrous form. Hydro-
chloric acid is the predominant acid, but some sulfuric
acid is also present.

The native brine is characterized by its high sodium
chloride concentration (table 2). The pH is 7. The
kinematic viscosity of the native brine and pickling
liquor is 1.55 mm?/s (centistokes) and 1.95 mm?®/s,
respectively, at 25°C and decreases with increasing
temperature (fig. 1). At formation temperature
(40°C), the viscosities are 1.15 and 142 mm?/s,
respectively. A synthetic brine was prepared for the
laboratery study containing 290 000 mg/L NaCl and
22 500 mg/L CaCl..

TABLE 1.—Chemical and physical characteristics of pickling liquor
[Concentrations in milligrams per liter unless otherwise noted)

Sample 11 Sample 2 Sample 3 2 Sample 4 3
Constituents and characteristics (collected (collected (collected (collected
7—-8-70) 12-5-72) 12-14-72) 1-8-73)
Iron (Fe) (unfiltered sample) :
Total - e 181 000 180000 = ____.____ -
Ferrous e e 160 000 151000 = ______
Iron (Fe) (filtered through 0.45-um filter) :
Total e e 170000 0 __ 143 000
Ferrous - O 150000 0 . oo
Iron (Fe) (centrifuged sample) :
Total et e 180000 -
Ferrous —- e e 160000 .. -
Manganese (Mn) .__ _— —— 820 et e 550
Silica (8i0;) -—___. e 90 e e e
Calcium (Ca) e 70 oL ceccfiiif oo
Magnesium (Mg) 40 et e e
Sodium (Na) e 17 et - 26
Potassium (K) e (U
Bicarbonate (HCOs) - 0 0 leen oo
Carbonate (COQOs) __ e 0 0 e e
Sulfate (SO,) ____ ——e S 792 e e e
Chloride (OCl) oo 224000 0 el cmmmccees e
Fluoride (F) e 20 e e e
Normality .o e 456 0 e mmeeee
Acidity, as CaCOs et e 228000 0 _________ .-
Acidity, as H* L. o 1080 4600 0 _______._ e
‘Total alkalinity, as CaCO; 0 e el
Carbon dioxide __ 0 e e oo
Color (platmum-cobalt) ________________________________ 800 e mecem
Specific conductance (millisiemen per meter at 25°C) _____ 128300 el emmeee oo
Density at 20°C (g/mL) oo 133 et e e
Specific gravity at 25°C et e 1.2182 ‘126 0 -
Viscosity at 40°C (mPa-s) e e 14023 o~ oo
Dissolved solids at 180°C ____ . ___ . ____ 261000 = ______.._ e -
Dissolved solids (sum) o . 407000 0 el e e
Hardness (noncarbonate) ___ .. o _____ 7 R
Hardness (total) . o e 34 e e e
Methylene blue active substances (MBAS) _______________ T8  cmcar mmmemeee e
Nitrite (NQ;) - - 15 aiih e -
pH - 0 0 001  ______
Cadmium (Cd) ____ e mmmcmdmmce mmmmmeeeo 810 . -
Chromium (Cr), ug/L dissolved e cmmmmmeee 81000 @ e -
Cobalt (Co), #g/L _. e cmmm—mc— | —mmmm—mem 220000 000 ol mmeee
Copper (Cu), ug/L —— cmmmmmmm—e mmmmmmmee 14000  _________ -
Lead (Pb), »g/L e mmmmmeeeo 2600 . -
Lithium (Li), p8/1s e e e 0 e e
Nickel (Ni), #g/L ____. e mmmmmmmee 250000 0 _____..._  ______
Oil-grease, ug/L e e 30 e emeea-
Silver (Ag), #g/L ... _— e mmemmmeee 300 el o
Strontium (Sr), ug/L __ - _— e e 30 el el
Zinc (Zn), #g/L _ — 3600  _________

1 Analyses performed by U.S. Geological Survey laboratory, Albany, N.Y.

2 Analyses performed by E. R. Bauer, Bethlehem Steel Corp.

8 Analyses performed by U.S. Geological Survey laboratory, Denver, Colo.

¢ About 20°C.
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TABLE 2.—Chemical and physical characteristics of native
brine
[Analyses performed by U.S. Gﬁo}l{ogfical Survey laboratory, Albany,

204 000

Chloride (mg/L)

Sodium chloride (mg/L) 336 000

Calcium chloride (mg/L)

w
o
T

TEMPERATURE, IN DEGREES CELSIUS
3
T

=
T
1

0 1 ] ]
0.5 1.0 1.5 2.0 2.5
VISCOSITY, IN mm2/s

Ficure 1.—Change in viscosity with temperature of pick-
ling liquor and brine.

TEST PROCEDURES

The apparatus constructed to test hydraulic con-
ductivity was designed to satisfy, insofar as possible,
the following principal criteria:

1. The rock core being tested should be maintained
under temperature, pore pressure, and effective
stress conditions that approximate those pre-
vailing in situ. The testing apparatus should
incorporate devices to indicate applied confining
stress and pore pressure.

2. The flow system should permit (a) saturation of
the core with native fluid (synthetic brine was
used), (b) determination of the hydraulic con-
ductivity after saturation with brine, (¢) dis-
placement of the brine in the core with pickling
liquor, and (d) observation of whatever changes
in hydraulic conductivity occur as pickling liquor

flows through the core. Devices should be incor-
porated to record the very slow flow rates
through the core and the small differential pres-
sures across the core during permeability testing.

3. Provision should be made for visually observing
the effluent permeant fluid at the downstream end
of the core under in-situ pressure and for sam-
pling the effluent liquid and gas at atmospheric
pressure.

4. Provision should be made for storage of the ef-
fluent liquid under in-situ pressure in a back-
pressure accumulator.

5. The sample holder should allow orientation of the
core so that either vertical or horizontal con-
ductivity can be observed.

6. Because of the extremely corrosive nature of the
pickling liquor and the relatively high test pres-
sures involved, special precautions should be
taken to minimize experimentation hazards and
possible interference between corrosion reactions
and the processes under study.

The apparatus developed to meet the above criteria
is illustrated schematically in figure 2. The test cham-
ber i1s a high-pressure stainless-steel triaxial chamber
of the type used in rock-mechanics testing. During
testing, the annulus between the rubber-jacketed core
sample and the chamber wall is filled with water and
is pressurized to the calculated geostatic (total over-
burden) load.

Moderately elevated temperatures can be maintained
within the chamber by means of an electric heating
tape wrapped around the outside of the chamber.
Power to the tape is regulated by a proportional con-
troller actuated by a thermistor that senses the water
temperature in the annulus adjacent to the core. A
second sensor provides a readout of chamber tempera-
ture.

Two permeant fluids—in most cases' a synthetic
brine solution containing 290000 mg/L NaCl and
22 500 mg/L CaCl, and a pickling liquor—are stored
and pressurized in a pair of stainless-steel cylinders
(hydraulic separators). In each cylinder, a free piston
separates the permeant fluid from the pressurizing
fluid. A piston rod extends through one end of the
cylinder to maintain piston alinement and to provide
a visual indicator of the piston’s position. A linear-
motion transducer clamped to the piston rod generates
a voltage proportional to the position of the rod. This
voltage is recorded during testing as a continuous line
whose slope defines the rate of flow of permeant fluid.
Bottled nitrogen controlled through a precision regu-

1In one experiment, the permeant liquids were hydrochloric acid
and pickling liquor.
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F1eure 2.—High-pressure permeability-testing apparatus. (1 1b/in? or psi=—6.895 kPa.)

lator provides the pressure source to the separators.
To minimize the hazard of a corrosion-induced, high-
pressure failure in some component of the system,
the nitrogen pressure is transmitted to the separator
piston through an intermediary fluid—a viscous hy-
draulic oil. The maximum possible flow rate of the
oil in case of a downstream failure is restricted to a
low value by a needle valve in the oil line between the
separators and the hydraulic accumulator. Additional
safety features include the use of conservatively rated
stainless-steel lines, fittings, and valves throughout, the
routing of all pressurized lines behind panels, and the
sinking of the separators in heavy-walled steel wells.

In preparation for testing, each core sample was
trimmed to a cube 50 mm on a side, flushed with
distilled water, and saturated with synthetic brine in
a vacuum jar. Sintered metal filter plates shaped to
fit opposite faces of the cube were used to provide a
smooth transition from the rectangular section of the
sample to the cylindrical section of the sample-mount-
ing heads. Samples were oriented for either vertical
or horizontal flow between the mounting heads, and
the entire assembly (sample, filter plates, and mount-

ing heads) was loosely sleeved in a length of heat-
shrinkable polyolefin tubing. A hot-air gun was used
to shrink the tubing to a snug fit around the assembly.
Finally, a length of heavy rubber tubing (a section
from a motorcycle tire innertube) was stretched over
the entire assembly, which was then ready for mount-
ing in the test chamber.

Standard testing procedures were as follows: After
the rubber-jacketed assembly of sample and mounting
heads had been sealed into the triaxial chamber, the
chamber was filled with water and pressurized to about
13.8 MPa. This placed the sample under an effective
stress approaching in-situ conditions (although the
pore pressure was still near atmospheric level) and
provided a test of the integrity of the sample jacket.
The chamber was then brought up to in-situ tempera-
ture (about 40°C). After all lines had been flushed
with synthetic brine and purged of air, the chamber
pressure and pore pressure were increased approxi-
mately in parallel until both were stabilized at in-situ
values, typically about 27.6 MPa for chamber pressure
and 12.4 MPa for pore pressure. During this process,
the sample-bypass valve remained open, so that no



RAGONE, RILEY, AND DINGMAN

net flow occurred through the sample, although a small
quantity of synthetic brine entered each end because
of the compression of the contained fluids. Pressure
was delivered to the back-pressure accumulator from
the same regulator that pressurized the synthetic brine
and pickling-liquor cylinders, so that all parts of the
permeant-fluid circuit were pressurized uniformly. The
back-pressure regulator was then adjusted to provide
for a moderate pressure drop of typically 13.7 to 344.2
kPa across the sample, the sample-bypass valve was
closed, and flow of synthetic brine through the sample
was initiated by switching back-pressure control from
the input-pressure regulator to the back-pressure regu-
lator. After complete saturation of the sample was
assured and steady-flow conditions attained, the hy-
draulic conductivity was determined by referring to
the continuously recorded outputs of the flow-volume
transducer and the differential-pressure transducer
that sensed the pressure drop across the sample.

When consistently repeatable values of hydraulic
conductivity had been attained for synthetic brine,
in some cases over a range of flow rates, the permeant-
fluid selector valve was switched from brine to pick-
ling liquor and all lines were thoroughly flushed,
while the sample was isolated and maintained at
in-situ pore pressure. The final step in preparation for
testing with pickling liquor was to flush the pickling
liquor through the lower sample-mounting head to
establish a pickling liquor~brine interface at the base
of the lower filter plate.

Procedures for testing hydraulic conductivity with
pickling liquor were generally similar to those used

5

in testing with synthetic brine. However, significant
differences arose out of the need to obtain frequent
samples of the efluent permeant fluid for chemical
analysis. A sampling assembly was attached directly
to the top of the test chamber in order to minimize
the volume of plumbing between the core and the
sampling point. The assembly consisted of a shutoff
valve, a high-pressure window of transparent poly-
carbonate plastic, a needle valve, and a 20- to 50-mL
glass medical syringe to receive the effluent sample.

When effluent samples were being collected, the line
to the back-pressure accumulator was closed, and the
pressure drop across the sample was controlled man-
ually by adjusting the needle valve immediately below
the sampling syringe. As the in-situ pore pressure
dropped to atmospheric level across this valve, gas
tended to be evolved within the metering annulus
of the valve, thus causing erratic variations in flow
characteristics. Experience showed that concentrated
monitoring of the output from the differential-pressure
transducer would enable the operator to hold the
fluctuations of differential pressure within narrow
limits and to maintain an essentially constant flow rate
by making minute, but nearly continuous, adjustments
of the needle valve.

RESULTS AND DISCUSSION

Five samples were tested that ranged in effective
porosity from 2.9 to 13 percent and in lithology from a
quartzite to a dolomite (table 3). The hydraulic con-
ductivity of the quartzitic sample, 7T3N'Y 34, remained
unchanged during injection of over 50 pore volumes of

TABLE 8.—Description of selected core samples

Mineralogy?
(weight percent

)

Dolomite

Depth Potassium equivalent? Specific Porosity (percent)

Sample (my Lithology! Quartz Dolomite Calcite feldspar  Total (weight percent) gravity ml-L_E%m
73NY10 1164.3 Microcrystalline

dolomite -=--~-- 2 98 0 0 100 92 2.77 7.1 2.9
73NY13  1166.5 Oolithic dolomite- 1 99 0 0 100 94 2.83 8.1 7.0
73NY14 1167.5 Cryptocrystalline

dolomite ====~-- 5 89 0 6 100 82 2.84 14 13
73NY30 1250.7 Coarse, dense

sandstone=-=-=~-~ 43 42 0 7 92 30 2.67 7.4 6.8
73NY34  1261.9 Quartzite ==----~<-- 57 0 0 32 89 0 2.7 13 n
1 petermined with binocular microscope.
2 gstimated from X-ray diffraction patterns.
3.calculated from volumes of €0, gas evolved In wet-chemical analyses.
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TABLE 4.—Injection data for samples of dolomite, dolomite- cemented sandstone, and quartzite
[Dolomite percentages were estimated from X-ray diffraction patterns]
Confining Nominal pore Hydraulic Hydraulic conductivity at 40°C (m/d)
pressure pressure gradient .
Sample Flow (MPa) (MPa) (m/m) Brine Pickling liquor
Initial Final
73NY34 (quartzite) Horizontal --  33.9 13.6 20.2 7.0x1073  cmmmemem mmeeeee-
..... do-----=  33.5 13.5 555.0 e 4.9x1073  4.9x1073
73NY13 (99 percent  ~-=-- do-=-=-= 31.3 12.4 118.0 1.0x1073  mmemecen cmeeeee
dolomite) = =---- do--=--- 31.4 12.2 112.0 ==-ee-a- 6.3x107% —=--e---
Vertical ---- 31.1 10,0 282.0 = =emmmees meeeeee- 3.1x10°7
73NY14 (89 percent Horizontal --  =-==-- = ====-  emeee seeooees 5x10"%  2.5x1076
dolomite)
73NY30 (42 percent Horizontal --  -==== ==--=  a-eae 7.0x1076 1.4x10°6  4.0x1077
dolomite) to
4,.8x1076
73NY10 (98 percent  ---=m---=-=-s m-mmm e-mem emeem ecceeea 3.0x10°7  5.7x1078
dolomite)
ACCUMULATED NUMBER OF PORE VOLUMES
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& r '.0 N F1aure 4.—Change in hydraulic conductivity of sample 73NY30
< . during injection of brine and then pickling liquor. (From
0 = Waller and others, 1977.)
B ** - pickling liquor, but decreases of from one to three
~ . = . - ., .
orders of magnitude were observed in the dolomitic
samples (table 4). Dolomitic samples having relatively
107 . | . | I s L L L high effective porosity, 7T3NY13 (fig. 3) and T3NY14,
0 12 18 24 30 36 42 48 54 60

ACCUMULATED FLOW. tN CUBIC CENTIMETERS

F1eure 3.—Change in hydraulic conductivity of sample 73NY13
during injection of pickling liquor. (From Waller and others,

1977.)

showed marked decreases in hydraulic conductivity
after several pore volumes? were injected. Hydraulic
2The pore-volume scale was arbitrarily but consistently set at the

point at which the pickling liquor-brine interface was initially dis-
placed upward from the base of the sample holder.
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conductivity in the less porous dolomite, 73NY10,
and in the sandstone with dolomite cement, 7T3NY30
(fig. 4), decreased at a more gradual rate over a larger
pore volume.

Results from the quartzite experiment indicate that,
under in-situ conditions, injection of pickling liquor
does not produce reactions with the silicate matrix
of the rock or the brine. It also indicates that the
pickling liquor does not cause precipitation of iron
salts, for instance, under the pressure and temperature
conditions in the receiving formation.

The decrease in hydraulic conductivity of the dolo-
mitic samples and sample of sandstone with dolomite
cement probably results from interaction between con-
stituents in the pickling liquor and the carbonate
matrix. Chemical analysis of effluent pickling liquor
from dolomitic sample 78NY14 support this hypoth-
esis. Injection of pickling liquor began at “0” on the
pore-volume scale (fig. 5). The origin of this scale
was arbitrarily set at the point at which the pickling
liquor-brine interface in the base of the sample holder
was initially displaced upward toward the rock core.
To travel from this point to the point of sample col-
lection, an idealized, planar (nondispersed) interface
would pass successively through the porous filter disk
at the bottom of the core (volume 17.9 mL), the rock
core (volume 16.3 mL for sample 73NY14), the upper
porous disk (volume 17.9 mL), and several inches of
plumbing (volume 7.2 mL). These data show that the

ACCUMUL%TED NUMBESR OF PORE VOLUMES
6

effective zero point on the pore-volume scale is dis-
placed to the right about 3+ pore volumes. The break-
through curve for Nat, presumably a conservative
constituent in light of the reactions that were antici-
pated to occur, supports this. The midpoint of this
curve indicates that pickling liquor displaces brine at
just over 3 pore volumes.

The breakthrough curve for Na+* (fig. 5) indicates
that virtually all the brine in the core has been dis-
placed by pickling liquor by the time the last sample
aliquot was collected at 9.4 pore volumes. However,
Cat? and Mg+? concentrations for this sample are
significantly in excess of the input concentrations of
7.0 and 4.0 mg/L, respectively, in the pickling liquor,
and Fet? concentrations are lower than expected.®

Net differences between the amount of Na+t, Cat?,
Mg+2, and Fet+? in the influent and effluent pickling
liquor were calculated. Effluent amounts of these con-
stituents were calculated from the area under the
curves in figure 5. Influent amounts had to be corrected
to include the volume of brine in the test apparatus
and in the core at the start of injection because this
fluid would be collected along with the pickling-liquor
efluent. The following equation was used to calculate
influent amounts:

I = 50(B) + 104(P) (6)

3The iron concentration of pickling liquor used for this experi-
ment was not determined, but iron concentration of other, filtered
samples of pickling liquor ranged from 143 000 to 170 000 mg/L.

0 1 2 7 8 9
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Fieure 5.—Chgnge in concentrations of sodium, calcium, magnesium, and iron in effluent pickling liquor from dolomitic
sample T3NY14.
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where |=the influent amount, in milligrams;

B=the concentration of a given constituent
(Nat, Cat2, Mgt?, or Fet?) in the brine,
in milligrams per milliliter; slight adjust-
ments in the concentration of these con-
stituents were made to account for im-
purities in the reagent salts used to prepare
the synthetic brine;

P=the concentration of a given constituent
(Nat, Cat? Mg*2, or Fet?) in pickling
liquor, in milligrams per milliliter.

The number in the first term of the equation is the
volume, in milliliters, in the apparatus and core (about
3 pore volumes, as estimated earlier). The number
in the second term of the equation is the difference
between total volume of influent (about 154 mL) and
the volume of the apparatus and core.

The close balance between the amount of effluent
and influent Nat (table 5)—a nonreactive constituent
in light of the anticipated reactions (eqs 1-5)—indi-
cates that equation 6 is accurate in approximating
influent concentrations.

The data (table 5) show that, as pickling liquor
moves through the sample core, it gains significant
amounts of Cat? and Mgt+? and loses iron. This
suggests that dolomite is being dissolved by acid and
that iron is precipitating. Two general observations of
the pickling-liquor effluent from dolomitic samples
also indicate that dolomite is being dissolved: (1) pH
of the pickling liquor that passed through the sample
was about 3, as compared to 0 for the influent liquor,
which indicates that some neutralization of acid had
occurred, and (2) CO, effervesced from the effluent
pickling liquor as pressure dropped to atmospheric
levels. Consequently, CO, was being produced but
remained in solution rather than in a separate gaseous
phase under in-situ conditions. The volume of CO,
approximately equaled the volume of pickling-liquor
effluent in the early part of injection, but the ratio of
CO; volume to pickling-liquor volume decreased over
the course of injection.

It is not clear what iron compound was precipi-
tating from solution. From the data in table 5, it is
calculated that a minimum of about 36 millimoles of
Fe+2 was lost from solution, presumably as a ferrous
salt. If FeCO, were the salt, then it would require
dissolution of 18 millimoles of dolomite (to produce
36 millimoles CO;~?) and would also add 18 millimoles
of Ca+2 and Mg+? to solution. However, the data in

«The loss of iron from the efluent pickling liguor shown in table &
is a small difference between two large numbers; consequently, the
values may be greatly in error.

TABLE 5.—Comparison of influent and effluent amounts of
sodium, calcium, magnesium, and iron for sample T3NY1},
in milligrams

Na*t  Ca*2  Mg*2 Fet2

Effluent ----- 5 680 4es -+ 57 12 600
Influent ----- 5 700 408 1 114 600 to 18 700
Difference? -- -20 +57 +56 -2 000 to -6 100

1 Based on input concentrations of 140,000 and
180,000 mg/L, respectively.

2 Positive number indicates gain to effluent
pickling liquor; negative number indicates

loss from effluent pickling liquor.

table 5 indicate that only about 2.3 millimoles of Mg+?

and 1.4 millimoles Ca+*2 have been added to the effluent
pickling liquor. Consequently, other noncarbonate iron
species, such as Fe(OH), or mixed hydroxy-carbonate
species, for instance, may be precipitating.

Another possibility is that colloidal-size iron that
passes through the 0.45-um filter may be entrapped in
the smaller pore spaces of the core. This would clog
the core and cause the observed decrease in iron.

A thin section was taken through the center of the
plugged core and was examined by binocular micro-
scope for gross physical changes and by electron micro-
probe for changes in chemistry, particularly iron
distribution. No physical or chemical changes were
observed, presumably because the sawing procedure
for preparing the rock section used water as lubri-
cating fluid and caused the iron to be dissolved or be-
cause clogging took place at or near the upstream end
of the core sample.

Clogging by CaCl, precipitation (eq 4) or by CO,
entrapment (eq 2) did not seem to play a role in de-
creasing hydraulic conductivity. Perfusion of more
than 140 pore volumes of HCI at a concentration com-
parable to that of pickling liquor had only a minor
effect on hydraulic conductivity of sample 73NY10,
compared with the decrease observed when an addi-
tional 30 pore volumes of pickling liquor was sub-
sequently injected (fig. 6). Also, as mentioned before,
no CO, was observed as a separate gas phase when
seen through the high-pressure window until pressure
was dropped to atmospheric levels.
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Fieure 6.—Change in hydraulic conductivity of dolomitic sam-
ple T8NY10 during injection of HCl and then pickling liquor.

SUMMARY

A laboratory experiment was designed to study, at
in-situ field conditions, the kinds of chemical reactions
that occur when an iron-rich waste pickling liquor is
injected into dolomitic and quartzitic core samples.

The apparatus developed for the experiment was a
high-pressure, stainless-steel triaxial chamber of the
type used in rock-mechanics testing but modified to
allow downstream sample collection of effluent liquids
and direct visual monitoring at in-situ temperature
and pressure. Pickling liquor was injected into quartz-
itic and dolomitic cores, and changes in hydraulic con-
ductivity and in the chemical and physical char-

acteristics of the effluent liquids were determined.

The data presented here support the contention that
the predominant chemical effects that occur during
injection are dissolution of the dolomite and precipi-
tation of iron from the pickling liquor.

It is emphasized that this conclusion was reached
on the basis of data for specific samples. Other car-
bonate rocks having different chemical and physical
properties might not react in the same fashion.
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DETERMINATION OF RUNOFF COEFFICIENTS OF STORM-WATER-BASIN
DRAINAGE AREAS
ON LONG ISLAND, NEW YORK, BY USING MAXIMUM-STAGE GAGES

By D. A. ARONSON, Syosset, N.Y.

Prepared in cooperation with the Nassau County Department of Public Works

Abstract.—A method for determining runoff coefficients in-
directly—without direct measurement of volume of runoff—was
developed for drainage areas of selected storm-water basins on
Long Island, N.Y., to expedite evaluation of basin performance.
The method requires a maximum-stage gage to record the
maximum water level attained in the basin during the storm,
and a precipitation gage to record storm intensity at regular
intervals. The maximum volume of runoff impounded in the
basin during a storm is calculated from precipitation data, an
arbitrarily estimated runoff coefficient, and the basin’s dimen-
sions and infiltration rate. The calculated result is then com-
pared with the recorded maximum water level, and the process
is repeated with increased or decreased coefficients on a trial
basis until two of the resulting water-storage maxima closely
bracket the recorded maximum. The runoff coefficient in effect
during that storm is then interpolated or derived graphically
from the calculated water-storage maxima. Results of data
analyses suggest that a close approximation of a basin’s infiltra-
tion rate may be used instead of a measured infiltration rate
to calculate the runoff coefficient. Differences between measured
and calculated runoff coefficients averaged less than 20 percent
when based on average infiltration rates adjusted for water
temperature and less than 10 peréent when based on measured
infiltration rates. Accuracy of the calculated runoff coefficient
tends to decline as the interval between precipitation measure-
ments increases. Precipitation data collected at 5- and
15-minute intervals gave accurate runoff coefficients regardless
of storm duration, but data collected at 30- or 60-minute
intervals gave widely varying results.

Use of existing storm-water basins on Long Island,
N.Y,, for infiltration of reclaimed water (highly
treated sewage effluent) is receiving increasing atten-
tion as an efficient and economical means of recharg-
ing the ground-water reservoir, the .sole source of
freshwater for more than 2.5 million residents of
Nassau and Suffolk Counties (fig. 1.) Many of the
more than 2100 basins in Nassau and Suffolk Counties
are potential sites for infiltration of reclaimed water
for supplemental recharge, provided that such use
does not interfere with the disposal of storm runoff

and that the geologic material underlying the basins
can accept and transmit the additional water.

A method of evaluating the suitability of storm-
water basins for infiltration of reclaimed water has
been described by Aronson and Prill (1977). The pro-
cedure involves analysis of basin performance during
inflow of both reclaimed water and runoff from large-
magnitude storms when the basin’s ability to accom-
modate large volumes of water is under greatest stress.
Of the several factors that must be evaluated prior to
a basin-performance analysis, the most difficult to de-
termine is the volume of storm runoff entering the
basin because it requires (1) knowledge of the storm’s
areal extent, duration, and intensity and (2) the run-
off coefficient * of the basin’s drainage area.

Seaburn and Aronson (1974) determined runoff co-
efficients for the drainage areas of three representa-
tive test basins by direct measurement of precipita-
tion and volume of runoff into the basins; however,
the instrumentation required to obtain volume of in-
flow was expensive to install and was subject to fre-
quent breakdowns. Because direct measurement of in-
flow is not expedient and because a great many basins
must be investigated before those most suitable for in-
filtration of reclaimed water can be selected, a simpli-
fied procedure was devised whereby the runoff coeffi-
cient could be determined from measurements of pre-
cipitation and maximum volume of storm runoff with-
in the basin so that direct measurement of storm-
water inflow is not required.

PURPOSE AND SCOPE

The purpose of this report is to (1) describe a
method for determining the runoff coefficient of a

1The runoff coefficient is defined as the ratio of volume of runoff
to volume of precipitation within a basin's drainage area during a
storm (Jens and McPherson, 1964, p. 20-20-20-28).

11
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FI1cure 1.—Location of test basins in Nassau and Suffolk
Counties, Long Island, N.Y.

basin’s drainage area during a given storm without di-
rect measurements of storm-water inflow to the basin,
(2) discuss how the accuracy of the infiltration rate
and the frequency of precipitation measurements can
affect results, and (3) discuss the method’s application
to present and future studies of storm-water basins on
Long Island.

GENERAL DESCRIPTION OF STORM-WATER
BASINS

In general, storm-water basins on Long Island are
open pits of various shapes and sizes in moderately to
highly permeable sand and gravel deposits of glacial
origin. The basins’ primary function is to collect storm
runoff from highways and from residential, industrial,
and commercial areas. The area of individual basins
ranges from 405 to 121000 square meters and aver-
ages between 4050 and 8100 m2 Most basins are be-
tween 3.0 and 4.6 meters deep, but some are as deep
as 12 m. In 1969, 2124 basins in Nassau and Suffolk
Counties returned approximately 2.67 cubic meters
per second of storm runoff to the ground-water reser-
voir (Seaburn and Aronson, 1974).

DESCRIPTION OF TEST BASINS

Three storm-water basins were used to develop the
simplified method for determining runoff coefficients.
The basins are in the villages of Westbury, Syosset,
and Deer Park (fig. 1). For convenience, each basin
is referred to in this report by the name of the village
in which it is located. Pertinent information on the
basins is summarized in table 1. The unsaturated zone
beneath the three test basins consists of generally simi-
lar deposits of light-brown, medium to very coarse
sand and gravel with thin lenses of silt and fine sand.
A detailed description of each of the basins is given
in Seaburn and Aronson (1974).

Determination of runoff coefficients by the method
described in this report requires knowledge of the re-

"TABLE 1.—Summary of data on Westbury, Syosset, and Deer

Park basins.
[Modified from Seaburn and Aronson, 1974]

imum Altitude

Contri- M Wat
Date of buting Storage ‘Infiltra tion of basin depth at
Basin _ drainage ®pacity area 2 T  ov mﬂow
struc area (cubic (square above pvel

Hon  yectares) MEerS)  poters) ?f&ég‘;;} (moh rs)
Westbury 1954 6.1 2 660 1160 29.6 3.0
Syosset 1957 11.7 7870 2420 58.2 3.7
Deer Park 1967 47.8 10 480 4420 22.2 3.0

1'Storage capacity is the volume of water the basin can obtain
without overflowing.

2 Maximum infiltration area is the horizontal projected plan area at
the overflow level.

lationships between depth, volume, and infiltration
area of stored water for each basin. The graphs in
figure 2 depict these relationships for the Westbury,
Syosset, and Deer Park basins, respectively. The
graphs were derived from topographic maps that
were prepared by the method described in Aronson
and Prill (1977) for each basin.

SOURCE OF DATA

A detailed study of storm-water basins on Long
Island was made by Seaburn and Aronson (1974).
The major results of the study were (1) a compilation
of basic data on physical features of the basins, (2)
a record of the areal extent, duration, and intensity
of precipitation during 30 selected storms, with meas-
urements of storm runoff into each basin, (3) meas-
urement of infiltration rates at three selected basins,
and (4) evaluation of hydrologic effects of storm-
water basins on the regional ground-water systems of
Long Island. As part of the study, precipitation, storm
runoff, and volume of impounded water were meas-
ured during numerous storms at each of three typical
storm-water basins—those at Westbury, Syosset, and
Deer Park. The storm and basin data analyzed in the
present report were derived from the study of Sea-
burn and Aronson (1974).

Features measured by Seaburn and Aronson (1974)
that are required for determining runoff coefficients in-
clude precipitation characteristics as well as the basin’s
infiltration rate, maximum depth of stored runoff, and
water temperature during storms. Precipitation was
recorded at 5-minute intervals by an automatic digital
recorder, and maximum depth of impounded storm
runoff was monitored by a digital water-level recorder,
although any type of maximum-stage gage would have
been adequate. Infiltration rates were measured by
Seaburn and Aronson (1974) during individual
storms at each of the test basins. However, it will be
explained in following sections that the average in-
filtration rate of a basin, or a reasonable estimate
thereof, determined by standard field techniques, may
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FicURE 2.—Relationship between depth of water, volume of
stored water, and infiltration area at A, Westbury basin; B,
Syosset basin; and C, Deer Park basin.

also be used to determine the runoff-coefficient. Water
temperature, which affects viscosity and thus signifi-
cantly alters infiltration rates, was required for anal-
yses in which the average infiltration rate, rather than
measured infiltration rates, was used to determine the
runoff coefficient. Water temperature was recorded by
a small thermograph installed in the basin floor.

METHOD FOR CALCULATING THE RUNOFF
COEFFICIENT

The runoff coefficient of a storm-water basin’s drain-
age area can be determined indirectly, without actual
measurement of runoff, by the following method: (1)
Maximum water depth attained in the basin during
a storm is recorded by a gage, (2) volume of precipi-
tation falling on the basin’s drainage area during the
storm, basin dimensions, and basin infiltration rate
and an arbitrarily estimated runoff coefficient are used
to calculate the maximum water level that would be
attained, (3) the measured and calculated water-level
maxima are compared, and the process is repeated
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with the trial runoff coefficient increased or decreased
in increments until two of the resulting water-level
maxima closely bracket the recorded value, and (4)
the runoff coefficient is then interpolated or derived
graphically from the two approximate values.

The method for calculating maximum depth of
stored runoff in a basin is basically the same as that
given by Aronson and Prill (1977), except that they
used precipitation data for idealized storms, whereas,
in the present study, precipitation data from actual
storms were used. Calculation of the runoff coefficient
requires that, during the period of inflow and infiltra-
tion, precipitation measurements be taken at short
enough intervals that the sum of the incremental
changes in volume of storage is equivalent to the
maximum recorded value of stored water.

Volume of water in storage at any time during
simultaneous inflow andinfiltration of storm runoff
can be defined by the continuity equation

8= 3 i—4g),
i;(V ;) (1)

where §; is the volume of water in storage at a spe-
cified time after start of inflow, in cubic
meters,
% is the number of the time interval since the
start of inflow,

m is the number of time intervals used to de-
termine S,

V. is the volume of storm runoff entering the
basin during the 7th time interval, in cubie
meters, and

I; is the volume of water that infiltrates the
basin during the ¢th time interval, in cubic
meters.

Volume of storm runoff entering the basin is de-
termined by the equation
Vi=D-C-P;/1000, (2)
where D is the contributing drainage area, in square
meters,
C is the preliminary, estimated runoff coeffi-
cient, and
P, is the amount of precipitation during the
ith time interval, in millimeters.

Volume of infiltration is determined by the equation
I‘=A¢‘R't¢, (3)

where A, is the average infiltration area during the
sth time interval, in square meters,
R is the infiltration rate, in meters per hour,
and
t; is the duration of the 7th time interval, in
hours.

The computational procedure for solving equation
1 requires that cumulative storage (8;) be determined
for the start of each time interval. Infiltration area at
the start of a time interval can be determined from
graphs that relate infiltration area to depth of im-
pounded water (storage volume) (fig. 2). If this value
is used as the infiltration area during the ¢th time in-
terval, equation 1 can be expressed as
Se=8,+V;— (4, R-t;), (4)

where 8, is the volume of water in storage (S:) at
the end of the <th time interval, in cubic
meters,

S, is the volume of water in storage at the be-
ginning of the ¢th time interval, in cubic
meters, and

A, is the infiltration area for S,, in square
meters. '

S, is a preliminary estimate of 8, in equation 1.
When stage is rising, the value of S, is an overesti-
mate of maximum storage for a selected interval, be-
cause the infiltration area and, correspondingly, the
volume of infiltration are increasing. Similarly, dur-
ing intervals of declining stage, the value of S, is an
underestimate of maximum storage because the in-
filtration area is decreasing. Thus, in order to calculate
S: in equation 1, the average infiltration area (A;)
during the selected time interval must first be deter-
mined and then computed from the equation

A= (4,+4,)/2 (5)
where A, is the infiltration area for the volume of
stored water for §,, in square meters.

Calculation of incremental changes in basin stor-
age and determination of the runoff coefficient are
demonstrated by the following analysis of a storm
at the Westbury basin. Changes in basin storage for
the storm of July 28, 1969, are given in table 2, which
is a facsimile of a computer printout. The precipita-
tion was measured at 5 min intervals with an auto-
matic digital recorder (Seaburn and Aronson, 1974).
An average infiltration rate of 0.43 meter per hour
was measured during this storm. The maximum depth
of stored water was 0.55 m, which corresponds to a
storage volume of 122.7 cubic meters. With a pre-
liminary runoff coefficient of 18 percent, the maximum
volume of stored water (in the last column of table
2) that would be attained is 124.0 m*—a value greater
than that actually measured. Calculations were then
repeated with a slightly lower runoff coefficient (16
percent), and this yielded a lower volume of runoff
and, hence, a lower maximum volume of stored water.
(If the first calculated maximum volume of stored
water had been lower than that actually measured,
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TABLE 2.—Tabulation of calculated changes in water storage at Westbury basin during storm of July 28, 1969

CHANGES IN VOLUME OF STORED WATER AT AN
INFILTRATION RATE OF 0.433 METER PER
HOUR ‘AND A RUNOFF COEFFICIENT OF 0.18.

MAXIMUM MEASURED VOLUME OF STORED
WATER, 123 CUBIC METERS.

TIME INTERVAL, 5 MINUTES.

DRAINAGE AREA, 60,700 SQUARE METERS.

DATE JULY 28, 1969
BASIN 263

CUM RUN

TiMel  prec? RUNOFF3  INCRY  sa® A0®  AoRT sx8 ax®  axrTlO avell  FInaLl?
0.0 0.25 2.7 2.7 0.0 0.0 0.0 2.8 82.9 3.0 1.5 1.3
0.08 0.0 2.7 0.0 1.3 43.8 1.6 0.0 0.0 0.0 0.8 0.5
0.17 2.03 24.9 22.2 0.5 22.1 0.8 21.9 228.0 8.2 4.5 18.2
0.25 4.32 72.1 47.2 18.2 214.1 7.7 57.7 290.2 10.5 9.1 56.3
0.33 3.56 111.0 38.9 56.3 289.2 10.4  84.8 309.0 11.2 10.8 84.4
0.42 3,81 152.6 41.6 84.4 308.7 11.1 114.9 339.9 12.3  11.7  114.3
0.50 2,03  174.8 22.2 114.3 339.1 12.2 124.3 355.3 12.8 12.5 124.0
0.58 0.76  183.1 8.3 124.0 354.7 12.8 119.5 347.0 12.5  12.7  119.6
0.67 0.25 185.8 2.7 119.6 347.3 12.5 109.8 333.4 12.0 12.3 110.0
0.75 0.0  185.8 0.0 110.0 333.8 12.0  98.0 321.4 11.6  11.8 98.2
0.83 0.25 188.5 2.7 98.2 321.6 11.6 89.3 313.2 11.3  11.4 89.4
0.92 0.51 194.1 5.6 89.4 313.4 11.3 83.7 308.3 11.1  11.2 83.8
1.00 0.25 196.8 2.7 83.8 308.4 11.1  75.4 302.3 10.9 11.0 75.5
1.08 0.51 202.4 5.6 75.5 302.4 10.9  70.2 299.0 10.8  10.8 70.3
1.17 0.25 205.1 2.7  70.3 299.0 10.8  62.2 293.7 10.6  10.7 62.3
1.25 0.25 207.8 2.7  62.3 293.8 10.6 54.4 288.1 10.4  10.5 54.6
1.33 0.25 210.5 2.7  54.6 288.2 10.4  46.9 281.7 10.2 10.3 47.0
1.42 0.51 218.1 5.6 47,0 281.8 10.2  42.4 276.8 10.0  10.1 42.5
1.50 0.76 224.4 8.3  42.5 276.9 10.0  40.8 275.0 9.9  10.0 40.8
1.58 0.25 227.1 2.7  40.8 275.1 9.9 33,6 265.4 9.6 9.7 33.8
1.67 0.76 235.4 8.3 33,8 265.6 9.6 32.5 263.0 9.5 9.5 32.6
1.75 0.76  243.7 8.3 32.6 263.1 9.5 31.4 260.2 9.4 9.4 31.5
1.83 0.76  252.0 8.3 31.5 260.3 9.4 30.4 257.2 9.3 9.3 30.5
1.92 0.76 260.3 8.3  30.5 257.4 9.3  29.5 254.5 9.2 9.2 29.6
2.00 2.54  288.1 27.8  29.6 254.6 9.2 48.2 283.0 10.2 9.7 47.7
2.08 0.76  296.4 8.3 47.7 282.5 10.2  45.8 280.6 10.1  10.2 45.8
2.17 0.25 299.1 2.7 45.8 280.6 10.1 38.4 271.9 9.8  10.0 38.5
2.25 0.25 301.8 2.7 38.5 272.1 9.8 31.4 260.5 9.4 9.6 31.6

MAXIMUM CALCULATED VOLUME OF STORED WATER, 124.0 CUBIC METERS

lrime since start of precipitation, in hours.
2Amount: of precipitation, in millimeters.

3Cumulative volume of runoff with an 18-percent
runoff coefficient, in cubic meters.

AIncremental increase in runoff during time

interval t;, in cubic meters (V& in equation 2).
5Volume of water stored in basin at start of time

interval t;, in cubic meters (S, in equation 4).

b1nfiltration area of So, in square meters (3, in
equation 4, see figure 2).

7First estimate of volume of water infiltrated
during ti’ in cubic meters, equal to R* A, tj.

8Preliminary estimate of volume of water stored in
basin at end of time interval t;, in cubic meters
(Sy in equation 4).

9Infiltration area of S,, in square meters (A, in
equation 5).

10Second estimate of volume of water infiltrated during

t in square meters, equal to R* Ay ' t;.

i
llAverage volume of water infiltrated during t,, in
cubic meters (I; in equation 3, equivalent to
R-Bo-tj +ReAx-ti,

2

l%kiume of water in storage at end of time interval t;,
Value becomes S, for

in cubic meters (S, in equation 1,
next time interval).



16 DETERMINATION OF RUNOFF COEFFICIENTS, NEW YORK

the runoff coefficient would have increased for the
second calculation). The effective runoff coefficient,
which lies between the two calculated values, can be
determined by interpolation, although a slightly more
precise: solution can be obtained by graphing maxi-
mum calculated water storage in relation to the run-
off coefficient for several sets of calculations. At least
three different runoff coefficients should be used to
define the graph. The effective runoff coefficient is the
point where the graph crosses the line representing
observed maximum water storage (fig. 3). The dif-
ference between coefficients obtained by interpolation
and those obtained graphically averaged less than 2
percent for 10 storms selected at random. According-
ly, the interpolated values for runoff coefficient, which
take less time to derive, are reported here.

By the preceding method, an average runoff coeffi-
cient of 17.8 percent was calculated for the storm of
July 28, 1969, at the Westbury basin. (See fig. 3).
This value is only slightly smaller than the 18.6-per-
cent coefficient measured by Seaburn and Aronson
(1974, p. 35) during the same storm.

The method described in this report for calculating
the runoff coefficient is based on the premise that the
volume of storm runoff entering a basin is propor-
tional to the volume of precipitation falling on the
contributing drainage area. The relationships among
precipitation, resulting inflow to the basin, and
changes in water storage in the basin are illustrated
by the following analysis of data obtained during a
representative storm at a test basin.

To allow comparison of results, inflow to the basin
and changes in water storage were measured and also
calculated for the storm of July 28, 1969, at the West-

T T 1 I ¥ T 1

Additional estimated runoff coefficient

160 — used to detine curve -

[// |
/l\\1st estimated runoff coefficient ~]
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N\
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120 [~
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Firaure 3.—Graphical determination of runoff coefficient for

storm of July 28, 1969, at Westbury basin.
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Fieure 4.—Relationships between precipitation, measured and
calculated volume of inflow, and measured and calculated
volume of stored water at Westbury basin during storm of
July 28, 1969.

bury basin. Figure 4 depicts graphs on which are
plotted measured and calculated volume of storage,
measured and calculated volume of inflow, and pre-
cipitation rate during the storm. Values for calculated
inflow and volume of stored water were derived from
a runoff coefficient of 18 percent. Values for measured
inflow and volume of stored water result from a meas-
ured runoff coefficient of 18.6 percent.

The graphs of incremental precipitation and cal-
culated incremental flow are characterized by several
peaks; peaks in the graph of calculated incremental
inflow correspond. to peaks in precipitation. The graph
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of measured incremental inflow, however, has two
peaks, probably because the effects of small precipi-
tation peaks on the resulting inflow generally are re-
duced during traveltime between precipitation and in-
flow to the basin. (Lag times between precipitation,
inflow, and water storage need not be known and are
not incorporated in the determination of the runoff
coefficient.) The curves for cumulative measured and
calculated inflow are in general very similar, as are
curves of measured and calculated volume of stored
water in the basin. Peak values of measured and cal-
culated incremental inflow are also similar, as are the
peak values of measured and calculated volume of
stored water. Although the graph of calculated in-
cremental inflow has several peaks and exhibits a
double peak during initial inflow, calculated volume
of stored water exhibits a single peak during initial
water storage. Changes in water storage generally do
not vary in direct proportion to changes in inflow be-
cause inflow and infiltration occur simultaneously,
which tends to reduce the magnitude of changes in
volume of stored water.

The relationships depicted in figure 4 are typical
of other storms analyzed for the Westbury, Syosset,
and Deer Park basins. The similarity between meas-
ured and calculated volumes of inflow and between
measured and calculated volumes of water storage in-
dicate that the method for determining runoff coeffi-
cients is reliable.

In this study, each of the three test basins was
analyzed during 10 selected storms. Precipitation was
measured at 5-min intervals, and the runoff co-
efficients were calculated from measurements taken 5,
15, 30, and 60 min apart to evaluate the effect of time
interval on the accuracy of the calculated coefficient.
Precipitation data for each storm are given in table 3.

Infiltration rates at the three test basins were meas-
ured by Seaburn and Aronson (1974) and ranged from
0.15 to 0.43 m/h at the Westbury basin, from 0.08 to
0.34 m/h at the Syosset basin, and from 0.03 to 0.12
m/h at the Deer Park basin. These ranges reflect varia-
tions in water temperature, depth of stored water,
antecedent soil-moisture conditions at the basin floor,
and length of the flooding period, among other factors.
The infiltration rates used to calculate runoff coeffi-
cients in the present study were the rates measured
by Seaburn and Aronson (1974) during the same
storms.

RESULTS OF ANALYSES

Results of analyses for 30 storms are listed in table
3; runoff coefficients obtained from measured infiltra-
tion rates are given in analysis 1, and those obtained

from estimated infiltration rates are given in analysis
2.

In analysis 1, calculated runoff coefficients ranged
from 21 percent below to 17 percent above measured
coefficients at the three test basins. Absolute error
between measured and calculated coefficients averaged
5.5 percent at the Westbury basin, 9.1 percent at the
Syosset basin, and 8.2 percent at the Deer Park basin.
The storm in which the maximum difference between
calculated and measured runoff coefficients occurred
was at Syosset on April 2, 1970, when the measured
coefficient was 30.2 percent and the calculated coeffi-
cient, was 24.0 percent, a difference of 21 percent.

The runoff coefficient during a storm is determined
by two major groups of factors—those related to pre-
cipitation and those related to characteristics of the
drainage area. Major factors relating to precipitation
include intensity, duration, and areal distribution of
the storm; direction of storm travel; antecedent soil-
moisture content; and season of the year. Major fac-
tors relating to characteristics of the drainage area
include land use; soil type; amount and type of
ground cover; size, shape, and slope of drainage area;
type and extent of storm-water sewering; and season
of the year. Because these factors are numerous and
highly variable, their combined effects on the runoff
coefficient during a storm is complex and difficult to
evaluate. Seaburn and Aronson (1974) have shown
that, in general, the runoff coefficient tends to be
higher during storms of large magnitude because more
runoff is contributed from lawns and sidewalks during
these storms than during storms of lesser magnitude.
However, this relationship is not readily apparent
from data in table 3; for example, the storm of March
3, 1970 at the Westbury basin had an average precipi-
tation intensity of 5.8 millimeters per hour, during
which time a 7.8-percent runoff coefficient was meas-
ured. In contrast, the storm of April 2, 1970, at the
same basin, had an average precipitation intensity of
2.8 mm/h, only half as large, and a runoff coefficient
of 21.1 percent, more than twice as large as that of
the first storm. This and similar examples of a seem-
ingly inverse relationship between precipitation in-
tensity and volume of storm runoff illustrate the com-
plexity of the many factors that determine the run-
off coefficient of a basin’s drainage area.

The calculated runoff coefficients given in analysis
1, table 3, were obtained from infiltration rates meas-
ured during impoundment of storm runoff and those
in analysis 2, table 3, were obtained from estimated
infiltration rates. It was theorized that if infiltration
rates could be estimated accurately, the need to meas-
ure them during each storm would be avoided. There-
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fore, runoff coefficients were calculated both from esti-
mated infiltration rates and from the measured infil-
tration rates of the three test basins to determine
whether the estimated rates would give comparable
results. The estimated values were obtained by ad-
justing the infiltration rates measured during the 10
storms at each basin to reflect a uniform temperature
of 15.6°C because the variation in viscosity resulting
from temperature difference would significantly affect
the infiltration rate. (A basin’s average infiltration
rate could also be estimated by any of several other
standard field methods.)

The averages of the adjusted infiltration rates meas-
ured at the Westbury, Syosset, and Deer Park basins
were 0.28 m/h, 021 m/h, and 0.07 m/h, respectively.
These average rates were then converted to reflect the
water temperature prevailing during each of the 30
analyzed storms. For example, temperature of im-
pounded runoff during the storm of July 28, 1969, at
the Westbury basin averaged 21°C (table 3). If the
average infiltration rate of 0.28 m/h at 15.6°C is cor-
rected for a temperature of 21°C, it increases to 0.31
m/h, which, although less than the measured infiltra-
tion rate of 0.43 m/h during that storm, results in a
calculated runoff coefficient of 16.4 percent, only 12
percent lower than the measured runoff coefficient of
18.6 percent.

The relatively small range in percentage error
(—12 to +18, —27 to +32, and —21 to +21 percent
at the Westbury, Syosset, and Deer Park basins, re-
spectively) for runoff coefficients calculated from the
adjusted average infiltration rate is related, in part,
to the relatively small variation in infiltration rates
among the 10 storms at each of the three test basins,
when adjusted for temperature. The adjusted average
infiltration rates varied by a factor of 2.0 at the West-
bury basin, by a factor of 1.6 at the Syosset basin,
and by a factor of 2.1 at the Deer Park basin (anal-
ysis 2, table 3). These relatively narrow ranges of in-
filtration rate are typical of other basins studied on
Long Island (Prill and Aaronson, 1973; R. C. Prill,
written commun., 1976), which suggests that if a rea-

sonably accurate estimate of infiltration rate can be .

obtained for a basin on Long Island or any hydro-
geologically similar region, that rate may be used as
a factor in determining the runoff coefficient for any
storm in that basin’s drainage area.

Runoff coefficients were calculated for three storms
at each of the three test basins to determine whether
reasonably accurate coefficients could be obtained when
precipitation measurements were taken at intervals
longer than 5 min. As shown in table 4, runoff co-
efficients calculated from precipitation measurements

taken at 5-min intervals are similar to those taken at
15-min intervals, regardless of storm duration. Meas-
urements taken at intervals of 30 or 60 min did not
give accurate runoff coefficients, however, because short
variations in inflow and corresponding variations in
volume of infiltration were not detected. Over a 5-
min interval, differences between volume of inflow and
volume of infiltration generally are sufficiently small
to permit accurate determination of incremental
changes in volume of water stored in the basin so that
the maximum volume of stored water can be readily
determined. During longer intervals, however, differ-
ences between volume of inflow and volume of infiltra-
tion can vary, especially if rainfall decreases or ceases
intermittently during the storm. If the volume of in-
flow is small or 0, the volume of infiltration may re-
main large, depending on the volume of water already
impounded. Thus, in most instances, measurements
taken at 30- or 60-min intervals cannot be used to cal-
culate small changes in volume of water stored in the
basin. The maximum permissible time interval between
measurements depends on several factors, including
storm duration, distribution and amount of precipita-
tion with respect to time, infiltration rate of the basin,
and geometry of the basin. Collectively, these factors
tend to obscure the relationships between individual
factors and lessen the accuracy of the calculated run-
off coefficient. The only apparent relationship between
the runoff coefficient and the interval at which pre-
cipitation measurements are taken (table 4) is that
the feasibility of using 30- and 60- min intervals be-
tween measurements improves as storm duration in-
creases. This applies regardless of whether the meas-
ured or estimated infiltration rate is used to calculate
the runoff coeflicient.

APPLICATION OF METHOD

The procedure for determining the runoff coeffi-
cient of a basin’s drainage area should be of interest
to those involved in water-resource management and
in the design and operation of storm-water basins on
Long Island and especially to those concerned with
potential use of storm-water basins for infiltration of
reclaimed water.

If runoff coefficients of a basin’s drainage area are
known, then that basin’s suitability for infiltration of
both storm runoff and reclaimed water can be evalu-
ated by the method of Aronson and Prill (1977).
Knowledge of the runoff coefficient also enables de-
termination of the volume of storm runoff entering

the basin and, hence, the volume of water recharging

the ground-water reservoir. In addition, comparison
of runoff coefficients for different basins during the
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TABLE 4.—Runoff coefficients for storms at Westbury, Syosset, and Deer Park basins with precipitation measured at 5-, 15-,
30-, and 60-minute intervals.

Analysis 1 Analysis 2
Date Duration Measured Time Measured Calculated Error! Adjusted, Calculated Error!
of of storm runof f interval infiltration runof f (percent) average runof f (percent)
storm (h) coefficient (min) rate coefficient infiltration coefficient
(percent) . (m/h) (percent) rate? (percent)
- (m/h)
Westbury basin
July 29, 1969 2.00 17.0 5 0.30 18.0 +6 0.34 19.1 +12
15 18.1 +6 18.5 +9
30 19.2 +13 (3) -
60 [©) - ) -
Mar. 31, 1970 5.58 10.5 5 .15 9.9 -6 .18 11.0 +5
15 10.9 +4 11.1 +6
30 e -- 6 -
60 3 - ) -
Apr. 2, 1970 8.33 21.1 5 .16 22.1 +5 .20 24.9 +18
15 22.2 +5 25.4 +20
30 21.8 +3 24.4 +16
60 19.9 -6 22.0 +4
Syosset basin
Oct. 3, 1969 1.08 19.1 5 0.14 22.3 +17 0.24 25.3 +32
15 23.0 +20 26.3 +38
30 22.6 +18 26.9 +41
60 3) - ?) _—
Apr. 2, 1970 16.0 30.2 5 .30 24.0 =21 .15 22.0 -27
15 26.1 -14 22.3 -26
30 27.2 -10 22.0 =27
60 3) C - (3) -
Sept. 3, 1970 7.17 11.5 - 5 .30 10.8 -6 .24 9.5 -17.
15 11.0 =4 10.0 -13
30 3) - 8.1 -30
60 3) - 3) -
Deer Park basin
Apr. 2, 1970 16.83 12.7 5 0.08 14.6 +15 0.05 11.5 -9
15 14.7 +16 11.5 -9
30 14.8 +17 11.6 -9
60 13.7 +8 12.1 -5
May 26, 1970 5:17 8.9 5 .12 8.8 -1 .08 7.4 -17
15 8.9 0 7.4 -17
30 10.8 +21 8.3 -7
60 - 11.7 +31 10.1 +13
June 12, 1970 1.92 5.1 5 .09 5.8 +14 .09 6.0 +18
15 5.8 +14 6.1 +20
30 6.0 +18 6.2 +22
60 3) - (3) -

! Percentage difference between measured and calculated runoff coefficients.

2 Average infiltration rates of 0.28, 0.21, and 0.07 m/h at Westbury, Syosset, and Deer Park basins,

respectively, adjusted to temperature of impounded water during storm.

3 Time interval too long to calculate runoff coefficient.

same storm period could be useful in determining the
runoff characteristics of specific types of surfaces
within a basin’s drainage area, which would provide
basin designers on Long Island with a method for as-
signing a more precise runoff coefficient to future basin
drainage areas than is currently employed.

SUMMARY

1. Determination of the runoff coefficient of a storm-
water basin’s drainage area without measuring
inflow into the basin requires knowledge of the
relationships between the depth of impounded

water and the basin’s volume, infiltration area,
and infiltration rate, all of which can be meas-
ured or determined by established field tech-
niques. Precipitation must be recorded at regu-
lar intervals, and the maximum stage attained
in the basin during the storm must be measured
by a gage. The runoff coefficient that would pro-
duce this maximum depth is then determined
from the volume of inflow into the basin (de-
termined from the precipitation data) and from
the basin’s dimensions and infiltration rate.

2. The runoff coefficient is determined by the follow-

ing procedure: The maximum volume of water
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received in a basin during inflow of storm runoff
is calculated from an arbitrarily estimated run-
off coefficient. The resulting maximum is com-
pared with the value recorded by the gage, and
the process is repeated by trial and error, raising
or lowering the coefficient in increments until the
resulting water-storage maxima for two slightly
different coeflicients bracket the measured value.
The runoff coefficient in effect during the storm
is then interpolated or derived graphically from
the two calculated water-storage maxima.

3. The runoff coefficients were both measured and cal-
culated for 10 storms at each of three test basins
to evaluate the accuracy of the method of cal-
culation. Calculated coefficients were derived
twice, from measured infiltration rates and from
average infiltration rates adjusted for tempera-
ture. Analysis of results showed that calculated
runoff coefficients ranged between —21 and +17
percent of the measured coeflicients when derived
from measured infiltration rates and between
—27 and +32 percent when derived from the
average infiltration rates. In general, absolute
percentage differences between measured coeffi-
cients and those calculated from measured in-
filtration rates averaged less than 10 percent, and
the corresponding differences resulting from ad-
justed average infiltration rates averaged less
than 20 percent. ‘

4. The runoff coefficient of a basin’s drainage area
can be calculated accurately if a reasonably cor-

rect estimate of the basin’s average infiltration
rate is obtained. The relatively small difference
between measured and adjusted average infiltra-
tion rates is typical of many storm-water basins
on Long Island; this difference supports the con-
clusion that a reasonable estimate of the infiltra-
tion rate may be used in place of actual measure-
ment in the determination of runoff coefficients.

5. Accuracy of calculated runoff coefficients tends to
decline as the time interval between precipitation
measurements is increased. Coefficients calculated
from measurements taken at 5- and 15-min in-
tervals were similar regardless of storm dura-
tion, but measurement intervals of 30 and 60
min resulted in wide variation of runoff coeffi-
cients.
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ACCURACY AND CONSISTENCY COMPARISONS OF
LAND USE AND LAND COVER MAPS MADE FROM
HIGH-ALTITUDE PHOTOGRAPHS AND LANDSAT
MULTISPECTRAL IMAGERY

By KATHERINE FITZPATRICK-LINS
Reston, Va.

Abstract.—Accuracy analyses for land use and land cover
maps of the 74 712-km*® Central Atlantic Regional Ecological
Test Site were performed for a 1-percent sample of the area.
Researchers compared Level II land use and land cover maps
produced at three scales, 1:24000, 1:100000, and 1:250 000
from high-altitude photographs, with point data obtained in
the field. The same procedures were employed to determine the
accuracy of the Level I land use and land cover produced at
1:250 000 scale from high-altitude photographs and color com-
posite Landsat imagery. .

The accuracy of the Level II maps was 85 percent at
1:24 000, 77 percent at 1:100000, and 73 percent at 1:250 000.
The accuracy of the Level I 1:250000 maps produced from
high-altitude photographs was 77 percent and for those pro-
duced from Landsat multispectral imagery was 70 percent.
The accuracy of the Level I land use maps produced using
Landsat imagery is approximately that of the Level I land
use maps produced from high-altitude photography with the
exception of urban and built-up land. No built-up land was
identified from Landsat imagery in the non-urban areas.

The Central Atlantic Regional Ecological Test Site
(CARETS) project was sponsored jointly by NASA
and the U.S. Geological Survey to evaluate Landsat
and high-altitude aircraft data as inputs to a regional
land resources information system. The study area

includes the District of Columbia, 18 independent

cities, and 74 counties within the Chesapeake Bay and
Delaware Bay regions.

The CARETS map format was based on the Uni-
versal Transverse Mercator (UTM) grid system, and
50X 50-km photomosaics were constructed at a scale of
1:100 000 from high-altitude photographs at a scale of
1:120 000. Researchers used these photomosaics as the
mapping base for the 1970 land use and land cover
maps and for the 1972 land use change maps. The land
use classification system proposed by the Interagency
Steering Committee on Land Use Information and

Classification is presented in USGS Circular 671 (An-
derson, 1972) and shown here in table 1. The revision
of this classification, based on user response and actual
mapping experience, is presented in table 2 (Ander-
son and others, 1976). The land use classification sys-
tem used for the CARETS project, table 3, is an
earlier version of the two above. Researchers also com-
piled Level I land use maps at 1:250 000 scale, corres-
ponding to the standard 1°Xx2° USGS topographic

TABLE 1.—Land usc classification system for us¢ with remote
sensor data’

Level I Level II

01. Urban and built-up land -.... 01 Residential.
02 Commercial and services.
03 Industrial.
04 Extractive.
05 Transportation, communica-
tions, and utilities.
06 Institutional.
07 Strip and clustered settle-

08 Mixed.
09 Open and other.
land oo 01 Cropland and pasture.
02 Orchards, groves, bush,
fruits, vineyards, and hor-
ticultural areas.
03 Feeding operations.
04 Other.
Grass.
02 Savannas (Palmetto
prairies).
03 Chaparral.
04 Desert shrub.
04. Forest 1and oe-ecocaomoooooo 01 Deciduous.
02 Evergreen (coniferous and
other).
03 Mixed.
05. Water oo 01 Streams and waterways.
02 Lakes.
03 Reservolirs.
04 Bays and estuaries.

02. Agricultural

03. Rangeland

05 ther.
08. Nonforested wetland ... 01 Vegetated.
02 Bare.
07. Barren land oo cmoaooo 01 Salt flats.
02 Beaches,

03 $Sand other than beaches.
04 Bare exposed rock.

05 Other.
08. Tundra — oo mmeel 01 'Tundra.
09. Permanent snow and icefields __01 Pe‘limlgnent snow and ice-
elds.

1Source : U.S. Geological Survey Circular 671, p. 6.
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TABLE 2.—U.S. Geological Survey land use and iand cover
classification system for use with remote sensor data’

Level I Level II

1 Urban or built-up land ________ 11 Residential
12 Commercial and services.
13 Industrial
14 Transportation, communica-
tions, and utilities.
15 Industrial and commercial
complexes.
16 Mixed urban or built-up
land.
17 Other urban or built-up
land.
2 Agricultural land —_____________ 21 Cropland and pasture.
. 22 Orchards, groves, vineyards,
nuseries, and ornamental.
23 Confined feeding operations.
24 OQOther agricultural land.
3 Rangeland —_— 31 Herbaceous rangeland.
32 Shrub and brush rangeland.
33 Mixed rangeland.
4 Forest land - _____________ 41 Deciduous forest land.
42 Evergreen forest land.
43 Mixed forest land.
Streams and canals.
52 Lakes,
53 Reservoirs.
54 Bays and estuaries.
1 Forested wetland.
62 Nonforested wetland.
Dry salt flats.
72 Beaches.
73 Sandy areas other than
beaches.
74 Bare exposed rock.
75 Strip mines, quarries, and
gravel pits.
76 Transitional areas.
77 Mixed barren land.
8 Tundra __ — 81 Shrub and brush tundra.
82 Herbaceous tundra.
83 Bare ground tundra.
84 Wet tundra.
85 Mixed tundra.
9 Perennial snow or ice —._._____ 91 Perennial snowfields.
92 Glaclers.

1 Source : U.S. Geological Survey Professional Paper 964.

TABLE 3.—Land use categories in CARETS data base

Level II categories and

Level I categories map notation used

1 Urban and built-up land _____._._ 11 Residential.
12 Commercial and services.
13 Industrial.
14 Extractive.
15 Transportation, communica-
tions, and utilities.
16 Institutional.
17 Strip and clustered settle-
ment.
18 Mixed.
19 Open and other.
2 Agricultural land . _________ 21 Cropland and pasture.
22 Orchards, groves bush fruits,
vineyards, and horticul-
- tural areas.
23 Feeding operations.
24 Other.
4 Forest land 41 Heavy crown cover (40
percent and over).
42 Light crown cover (10-40
percent.)
‘Streams and waterways.
52 Lakes.
53 Reservoirs.
54 Bays and estuaries.
Other.
Vegetated.
Bare.
Barren 1and - coeooccmemeaa 72 Sand other than beaches.
73 Bare exposed rock.
74 Beaches.
75 Other.

Nonforested wetland o= gé

map format, using color-composite Landsat imagery
enlarged to 1:250 000 scale.

Researchers outlined various land use and land cover
polygons on stable base film overlaid on each base

map, after refering to the aerial photographs or Land-
sat multispectral imagery at or near map scale. The
minimum mapping unit at all scales was 2X2 mm.
Where the land use was an intermixture of several
land use and land cover types, all below the minimum
mapping size, only one classification code for the domi-
nant land use and land cover was assigned. When 1n-
terpréters found an area that could not be classified
from the photography, they checked auxiliary source
material such as topographic or State and county
maps. If they were still not able to assign a land use
and land cover category with confidence the polygon
was marked for field verification.

Field verifications were made several times during
the map compilation process between 1971 and 1973.
This fieldwork was designed to correct the land use
maps, where possible, and to provide an indication of
those land use and land cover categories that would re-
quire revision and redefinition. Various field methodol-
ogies were employed to obtain field data, both to verify
the land use maps and to provide needed information
about the applicability of the two-level land use and
land cover classification system for use with remotely
sensed data. During the field verification process, no
overall measure of the accuracy of the land use and
land cover as mapped, vis-a-vis the classification sys-
tem, was achieved.

The purpose of this report is to present the findings
of an evaluation of the accuracy of the CARETS land
use and land cover maps as well as an evaluation of
the usefulness of the two-level land use and land cover
classification system. The results of this study were
originally reported in the CARETS final report to
NASA (Fitzpatrick, 1975).
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THE PROBLEM

Several questions emerged during experimental
mapping of land use and land cover at medium and
small scales using high-altitude photographs and
Landsat multispectral imagery.

The land use and land cover classification system
used by the CARETS project (table 8) was a proto-
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type developed for use with remotely sensed data. The
first question is whether the classes of this system can
be validly discriminated using the high-altitude photo-
graphs and Landsat multispectral imagery.

Another question relates to the reliability and ac-
curacy of the land use and land cover maps. Several
variables are relevant here: the number of land use
and land cover classes to be identified, the scale of the
maps, and the size of the uniformly coded polygon
chosen as the minimum mapping unit. Generally, one
may assume that mapping accuracy at any one level
is greater for land use and land cover mapped from
high altitude photography at large scales; and ac-
curacy decreases as scale decreases, or as detail is
diminished by increasing the area of the minimumn
mapping unit.

A third question relates to the difference between the
accuracy and consistency of maps based on the high-
altitude photographs and the Landsat imagery at a
common scale (1:250000). The data retrievable per
unit area from high-altitude aerial photographs far
exceed those obtainable from Landsat multispectral
imagery. The slight difference in detail that can be
shown on a map at 1:250000 scale compiled from
Landsat multispectral data compared to one compiled
from aerial photographs, however, causes one to ques-
tion the use of the more costly high-altitude aerial
photographs.

This paper addresses the questions outlined above,
using data from the Central Atlantic Regional Eco-
logical Test Site (CARETS), previously interpreted
by Geography Program staff of the U.S. Geological
Survey. The Level I mapping accuracy is evaluated
for maps compiled at 1:250 000 from high-altitude
photographs and from Landsat multispectral imagery.
Level IT mapping accuracy is evaluated at three scales:
1:24 000, 1:100 000, and 1:250 000 mapped from high-
altitude photographs. The original scale of the high-
altitude photographs was 1:120 000, and the Level IT
mapping was originally at 1:100000 for all of
CARETS. Enlargements of the same photographs
were used to interpret the land use and land cover on
a 1:24 000 topographic map base as a basis for testing
the accuracy at 1:24 000. The 1:120 000 scale photo-
graphs were interpreted and compiled on a 1:250 000
scale mosaic. The resulting map served as a basis for
testing the accuracy at 1:250 000.

RESEARCH DESIGN

Sampling Procedure

The study was restricted to a 1-percent sample of
the 74 712-km? area of CARETS. A random stratified

sampling technique was used to select the sample sites
(Berry and Baker, 1968), after prior separation of
the area into urban and non-urban parts to assure
proper representation of both urban and non-urban
land use. A 5X5-km sampling unit was used in non-
urban areas and a 2X2-km unit was used within urban
areas where land use and land cover are more complex
and parcels are smaller. The random stratified sam-
pling techniques was chosen with the assumption that
there were no regular repetitious land use patterns
in the CARETS area.

The 5% 5-km non-urban sample sites were selected at
random for each mosaic using a 5-km UTM grid over-
lay. Numbers selected from a random number table
were considered to be the coordinates of the lower
left corner of the sample site. Selected sample sites
that fell more than 50 percent outside of the CARETS
boundary or totally in water areas were discarded.
Sample sites that fell on the boundary but more than
50 percent within the CARETS area were moved in-
side. The rule followed was that those extending over
the northern boundary be moved south, those ex-
tending over the eastern or western boundary be moved
west or east, respectively, and those extending over
the southern boundary be moved north along the UTM
grid lines. Sample sites falling in the urbanized areas
were not used in the sampling of non-urban areas.

A total of 28 non-urban sites was selected for 1-per-
cent sample of the non-urban area. A regular grid of
25 points located at 1-km intervals was registered
to each sample site for use in a point sample of the
land use.

The 2X2-km urban sample sites with a regular grid
of four 1-km points were selected from the urbanized
areas as defined by the U.S. Bureau of the Census,
1972. The'sizesiof all the urbanized areas in CARETS
are presented in table 4. Fifteen 2X2-km urban
sample sites, comprising 1 percent of the total

TABLE 4—CARETS urbanized arces® and allocation of urban
sample sites

Percent Ng.

Mile 2 Km 2 Acres of 0
total  sites
Atlantic City -_- 67.1 173.9 42 944 3 0
Baltimore ___.____ 309.6 802.5 198 144 13 2
Newport News— 143.3 371.4 91 712 (] 1
Hampton.
Norfolk— 299.0 775.0 191 360 12 2
Portsmouth.
Petersburg— 424 109.9 27 136 2 0
Colonial
Helghts.
Philadelphia ____ 751.8 1948.7 481 152 31 5
Richmond .-___- 144.6 374.8 92 544 (] 1
Vineland— 85.3 221.1 54 592 3 0
Millville.
Washington, D.C..  494.5 1281.7 316 480 20 3
Wilmington _____ 109.8 284.5 70 272 4 1
Total __. 24474 6343.6 1566 336 100 15

1 Source: U.S. Bureau of the Census, 1972,
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EXPLANATION

B 5x5km Sample sites

0 20 40 60 MILES

0 50 100 KILOMETERS

Fieure 1.—Locations of 5X5-km sample sites within non-urban areas of the CARETS, and index to the 48
1:100 000-scale photomosaics.

CARETS urbanized area; were distributed among
urbanized areas according to the ratio of each urban-
ized area to the total. Within each urbanized area
the sample sites were chosen using a 2-km UTM grid
cell overlay and a random number table. As before,
sites falling more than 50 percent outside the area
were discarded ; however, those on the boundaries were

retained in order to include the urban-rural fringe in
the sample.

A total of 760 km? (700 non-urban and 60 urban)
thus was selected to evaluate the 74 712-km? area of
the CARETS region. Figure 1 shows the locations of
the non-urban sample sites, and figure 2 shows the
locations of the urban sample sites.
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EXPLANATION

g 2x2 km Sample sites.

Urbanized area defined by
U.S. Bureau of Census.

e
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F1eure 2.—Location of 2X2-km sample sites within urban areas.
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It is neccessary to have a method of selecting an
appropriate sample size to validate the experimental
inference or the accuracy determination. One such
selection method is presented by Natrella (1963). In
accordance with this method, the 760-point sample
size will allow estimation of the standard deviation
within 5 percent of its true value with confidence
coeflicient of 0.95.

Methods of Deriving Accuracy Measures of Land Use
and Land Cover Data

For each of the sampling sites, three methods for
determining accuracy were developed. The first in-
volved the measurement and tabulation of the area
of each land use and land cover category at each
scale mapped. Assuming that the most nearly correct
land use and land cover map is the one prepared at
the largest scale and with the smallest minimum
mapping unit, one can then attempt to determine the
reduction of accuracy resulting from reduced resolu-
tion and areal aggregation at the smaller. scales. In
some cases it also was possible to identify land use
categories that had been most frequently misinter-
preted and therefore had little or no reliability.

A second procedure involved determining Level I
land use and land cover at the center of each kilo-
meter square. A grid of evenly spaced points, repre-
senting the center of each 1-km cell was superimposed
on the land use map at each sample site to locate the
points of land use and land cover to be identified.
Land use and land cover, identified by direct observa-
tion of these points from a low-flying aircraft, was
compared to the land use and land cover of the same
points interpreted from the high-altitude photography
and mapped at three scales: 1:250 000, 1:100 000, and
1:24 000. In this way the accuracy of interpretations
of the aerial photographs could be checked.

Accuracy percentages of the Level 1 interpretations
at 1:250 000, from both high-altitude photographs and
and Landsat multispectral imagery were also deter-
mined by comparing the interpretations to the field
points. These accuracy figures for the two Level I
land use and land cover maps were also compared

RESEARCH PROCEDURES
Area Comparisons from Larger to Smaller Scales

Each sample site was masked off on the Landsat
multispectral imagery, on the high-altitude photo-
graphs, on the Level I land use and land cover maps
at 1:250 000 scale, and on the Level II land use and
land cover maps at 1:100 000 scale. Level IT land use
and land cover maps of the sample sites were then pre-

pared by using an enlarged image of the photographs
at a scale 1:24 000 for remapping. Level II maps at
1:250 000 scale were prepared by transferring data
from the 1:120 000 scale high-altitude photographs to
a reduced photomosaic base.

The dot planimeter, which has been found to be an
accurate tool for manual measurement of small areas
such at those on the CARETS land use and land cover
maps (Yuill, 1970), was used to determine the area
for each land use and land cover within the sample
sites mapped The dot planimeter is basically a uni-
form grid of dots. Each dot represents a portion of
the area of the cell in which it is located. Researchers
measured areas on the polygon map by laying the
grid on the map and counting the number of dots
within the polygon and every other dot on the bound-
ary between polygons. They then converted the num-
ber of dots counted to an equivalent ground measure
by multiplying this number by a conversion factor
determined by the scale of the map being measured.

An identical dot grid having 25 dots per square
centimeter was used at all three mapping scales. A
single dot thus represented 4 mm? This unit was the
size of the smallest land use and land cover polygon
identified at each scale. At a scale of 1:24 000, each
dot or 4 mm? area represented 0.23 ha (hectares); at
a scale of 1:100 000, each dot represented 4 ha; and at
a scale of 1:250 000, each dot represented 25 ha.

The total area of each non-urban site was 25 km?
and of each urban site, 4 km2. When the sum of poly-
gon measurements for a sample site deviated by more
than 2 percent from the total area, the areas were
remeasured. The small discrepancies that did occur
are believed to be the cumulative errors resulting from
the occasional miscount of dots, errors in outlining
a 5X5-km square, and errors resulting from the use of
dot grids made on a nonstable base material.

Areas of each land use and land cover were tabu-
lated for each scale map (1:24000, 1:100 000, and
1:250 000). The tables listing the area for each of the
sample sites were summed to give a single tabulation
for all the sample sites. Next, tabular summaries were
prepared to compare the land use and land cover data
at the different scales and to show the effect of gen-
eralization from larger scales to smaller scales. Table 5
is one such summary comparing the area in each land
use category at 1:24 000, 1:100 000 and 1:250 000 as
mapped from the high-altitude photographs. Table 6
gives an indication, at the scale of 1:250 000, of the
effects of the reduced resolution of Landsat multi-
spectral imagery in comparison to the high-altitude
photographs. The actual measurements obtained were
adjusted to total 76 000 ha to compensate for errors
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TaBLE 5.—Comparison of area, in hectares, for various cate-
gories of land use and land cover at three scales from high-
altitude photographs

Land
1;’:% Mapping scale
an . . .91
cover 1:24 000 1:100000 1:250 000
code
Urban and built-up
Residential __ . ___.___ 11 4 069 3 441 4 950
Commercial and services_ 12 © 340 464 300
Industrial __________... 18 38 48
Extractive ... 14 33 112
Transportation, etc 15 25 132 225
Institutional ______ 16 961 1289 875
Strip and clustered 17 60 48
Mixed oo 18 ____ 16
Open and other ________ 19 409 400 325
Subtotal __________ : 1 6169 5 950 6 675
Agricultural
Cropland and pasture .. 21 21 544 23 156 23 875
Orchards, etc —____ 22 110 4
Other 24 9 9
‘Subtotal ___ 2 21 649 23 652 23 875
Forest land
Heavy crown cover _.__ 41 33740 31 550 30 950
Light crown cover _____ 42 1217 1906 1900
Subtotal __________ 4 34 957 33 456 32 850
Water
Streams and waterways. 51 334 404 75
Lakes —— oo __o.. 52  _____ 108
Reservolrs . __.—.__ 53 224 92 125
Bays and estuaries .____ 53 9 316 9 150 8 850
Subtotal ._________ 5 9 874 9 754 9 050
Nonforested wetland
Vegetated _____________ 61 3273 3088 3500
Subtotal __________ [ 3278 3088 3 500
Barren land
Sand other than beaches. 72 6 ————
Beaches 74 100 _____
Other o __._ 5 62 100 50
Subtotal oo 7 78 100 50
Total __________ - 76 000 76 000 76 000

TABLE 6.—Comparison of area, in hectares, of Level 1 land use
and land cover at 1:250 000 scale compiled from high-altitude
photographs and Landsat multispectral imagery

Land-use

and From aerial From Landsat
multispectral
langot(:i%ver photographs imagery

Urban and built-up ______ 1 6675 4109
Agricultural _____________ 2 23 875 24 154
Forest land ______________ 4 32 850 35 432
Water 5 9 050 9 687
Nonforested wetland _...__ 6 3500 2618
Barren land - ____ 7 50 0
Total - 76 000 76 000

in manual processing, necessarily less than 2 percent
as described above.

Referring to table 5, one can calculate the total area
at each scale that differs in land use and land cover
classification from the next larger scale. By assuming
that the land use and land cover is correctly mapped
within the limitations of the minimum mapping unit
for each scale, one can then consider that the discrep-
ancy in area among three scales is due to generalizing
the land use and land cover mapped to the smallest
mapping unit for each scale. This discrepancy value
of the area may then be expressed as a percentage of
the total area mapped.

For instance, the ditference. between category 11 at
1:24 000 and 1:100 000 is 628 ha (4069-3441 ha) and
for category 12 this difference is —124 ha (340-464
ha). Only the absolute value of the difference is im-
portant here; whether the difference is an increase or
decrease is irrelevant. An absolute summation of these
differences (that is, disregarding the sign) for cate-
gories 11 through 19 would give the total area in the
urban category mapped differently at 1:24000 and
1:100 000. By continuing this summation through all
22 Level II land use and land cover categories mapped,
one would obtain the total area on both maps of
differences in classification between the two scales. To
calculate the total area on only one of these two maps,
it is necessary to divide the total by 2.

The equation for this calculation of the area of
difference between maps at two scales is:

i l hu - htz |
i= 2
Where A, =hectares of land use ¢ at one scale,

hi, = hectares of land use ¢ at the next scale,
and 22=the number of land use categories mapped.

(1)

Therefore the difference due to generalization be-
tween 1:24 000 and 1:100 000 is 3468 ha or 5 percent
of the 76 000 total hectares measured. The difference
due to generalization between 1:100 000 and 1:250 000,
is 2766 ha or 4 percent of the 76 000 total hectares
measured. Notice, however, that the percent of dif-
ference is not cumulative; some of the differences
due to generalization in proceeding from 1:100 000 to
1:250 000 cancel out differences that arise in generali-
zation from 1:24 000 to 1:100 000. In consequence, the
difference due to generalization between 1:24 000 and
1:250 000 is 4122 ha or 5 percent of the 76 000 total
hectares measured.

One of the major land use and land cover categories
that was not mapped consistently is urban land. At
1:24 000 small parcels of built-up land may be dis-
tinguishable, whereas at 1:100 000, many of the smaller
parcels are aggregated into the background of other
uses, resulting in a lower total. At 1:250 000, parcels
of agricultural and forest land within and at the
periphery of the urban setting are mapped as urban
residential, accounting for the total greater than at
the larger scales.

The main cause of the discrepancies in the assign-
ments of areas to urban land is the visual appearance
of residential land on the photographs at the various
scales. At 1:24 000, residential land appears as a
cluster of individual homesteads, excluding the sur-
rounding land. At 1:100 000, residential developments,
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as well as linear residential settlements, are discernable
on the photographs. At this scale, clusters of resi-
dential lots are seldom separated from agricultural
land, resulting in the significant decrease in area
mapped as residential. At 1:250 000, several tracts of
urban developments merge to form a single land use
and land cover including much land that would be
interpreted as forest or agricultural land, and so
mapped at a larger scale.

As scale decreased, the area mapped as agricultural
land increased, and the area mapped as forest land
decreased. This indicates that an increase in the area
on the ground mapped as a 2X2-mm polygon allows
fewer small forest patches (and small patches of all
other uses) to be mapped, resulting in their inclusion
in the surrounding agricultural or urban categories.

The area of difference between Level I land use and
land cover maps at 1:250 000 scale mapped from high-
altitude photographs and Landsat multispectral im-
agery is 3498 ha by the formula:

§ hia"‘hu
5l @)

Where A;;=hectares of land use and land cover ¢
mapped at 1:250 000 scale from high-
altitude photographs,

hi=hectares of land use and land cover ¢
mapped at 1:250 000 scale from Landsat
multispectral imagery.
and 6=the number of land use and land cover
categories mapped.

From table 6, it is apparent that the percentage of
area mapped differently from the two sources is
3498 divided by 76 000 or 5 percent. This generaliza-
tion could be the result of sensor resolution differences
rather than mapping scale differences as in the pre-
vious comparison because, in this case, the maps are
at the same scale.

The above values for the percentage difference be-
tween the three scales and betwen the two types of
images should be viewed with reservations. This anal-
ysis is empirical and presents no statistical tests of the
observations. The statistical technique, analysis of
variance, did not furnish valid results using the area
data. Further research would be needed to validate
geographical analysis based upon areal data.

One of the land use and land cover categories in
which the interpretation of Landsat multispectral
imagery differed noticably from the interpretation of
high-altitude photographs was urban land: 1556 ha
- of built-up land as interpreted from high-altitude
photographs were mapped as cropland and pasture or

forestland using Landsat multispectral imagery. In the
urbanized areas, urban land was more readily iden-
tified from the Landsat multispectral imagery, indi-
cating that where the settlement pattern is dense the
signature is distinct. The Landsat false-color composite
images do not reveal the distinction between dispersed
settlement and dissected agricultural patterns at the
periphery of the urbanized areas because of the pre-
dominant vegetative response in the near-infrared
wavelengths. Likewise, the Landsat multispectral
sensor response for heavily wooded residential areas
is nearly identical to that for forest.

In numerous instances, particularly in wetland
areas, either totally or partially submerged, non-
forested wetlands were mapped as water. This condi-
tion seems most likely attributable to the opaqueness
of water in the infrared wavelengths.

Comparison with Field Data

An additional measure of accuracy was obtained by
comparing the Level IT land use or land cover obtained
from the high-altitude photographs at the center of
each 1-km grid for each site at the three scales,
1:24 000, 1:100 000, and 1:250 000 with observation of
land use and land cover at the same points in the field.

A 1-km grid cell overlay was prepared for each
sample site for each scale of land use and land cover
map and the center of each cell marked by a dot. When
this overlay was registered to the land use and land
cover map, the land use or land cover at each point
was tabulated on a computer coding sheet having a
separate column for the land use and land cover at
each scale of map. The field observations were made
from a low-flying aircraft. The 25 points to be identi-
fied were plotted on a topographic map and the land
use and land cover was recorded on this map as the
plane passed over the field points. If there were any
obvious differences between the patternsseen in the field
and those on the map, the field researcher would look
for signs of recent change and note it on the topo-
graphic map. It was not possible to conduct field
interviews to determine if change had occurred since
1972, and so only the rather obvious changes were
noted. No estimate of the total amount of change
that had occurred is possible. However, based on field
observation it is concluded that any such change was
insignificant.

Figure 3 is an example of the field points of the
Dover site, one of the 28 non-urban sites chosen. The
field-determined land use and land cover then was
entered in its column on the coding sheet. The tabula-
tion of land use and land cover for the Dover site
is given in table 7. Figures 4, 5, and 6 matrices com-



FITZPATRICK-LINS

75°24'w 75°23°

38°53'N
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10 ° Point 2 :

21 Land use and land cover KILOMETERS
21 Cropland and pasture

41 Heavy crown cover forest

53 Reservoirs

61 Vegetated nonforested wetlands

F1auRe 3.—Center points of 1-km grid cells plotted on the 1:24 000-scale topographic map labeled with the observed
land use and land cover for the Dover site.
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TABLE 7.—.—Ltmd use end land cover categories identified at
field points and on land use maps of various scales for the
Dover site

1:24 000 1:100 000 . 1:250 000
map map _ 1:250 000

Field from from
Point observa- from from aerial  Landsat
tion aerial aerial hot 1ti

photo-  photo- praphs  spectral

graphs graphs graphs ir[r)lacgerry
1 - 21 21 21 21 2
2 - 21 21 21 21 2
3 - 21 21 41 21 2
4 ____ 21 21 21 21 4
5 .- 41 41 41 41 6
6 ____ 41 21 41 21 2
T - 21 21 21 21 2
8 ____ 21 21 21 41 4
9 - 41 41 41 41 4
10 ____ 61 41 61 21 2
11 . 21 21 21 21 2
12 - 21 21 21 21 2
13 ____ 41 41 41 41 4
14 ____ 21 21 21 21 2
15 ___ 21 21 21 21 2
16 __.. 53 54 53 21 2
17 ___- 21 21 41 21 2
18 ____ 41 41 21 21 2
19 ____ 21 21 21 21 2
20 .- 21 21 . 21 21 2
21 ____ 21 21 21 21 2
22 ____ 41 21 21 41 3
23 ____ 41 21 41 41 2
24 ____ 41 21 21 21 2
25 __-_ 21 21 21 21 2

pare the field-determined land use and land cover
with the classification at each scale as determined from
photographs and Landsat multispectral imagery for
the 15 urban and 28 non-urban sample sites for a
total of 760 points for Level II.

Results of Comparisons at Level Il

Figures 4, 5, and 6 reveal that the predominant
Level IT land uses are mapped with a higher degree of
accuracy than those occurring less frequently. By com-
paring the number of correct occurrences of a given
category with the number of field-identified occur-
rences of that category, one can determine the corre-
sponding percent of accuracy. This can be drawn from
the tables by dividing the number of points for each
category along the diagonal by the total number of

points at the base of each column. Specifically in the-

case of the land use and land cover map at 1:100 000
scale, the accuracies of the four major land use and
land cover categories, residential land (11), cropland
and pasture (21), heavy crown cover forest (41), and
bays and estuaries (54) are 75 percent, 84 percent,
80 percent, and 90 percent, respectively (see table
8 for development). The greatest accuracy at this
scale is in the bays and estuaries category (54), where
the photographic signature is easy to delineate. The
least accurate of the four major land use categories,

residential land (11), is also the category with the

most complex signatures.

TABLE 8.—Accuracies of separate Level II land use end land
cover categorics at 1:100 000 scale

Total b Correct

¢ al num

Category of poil}xts er Number Percent

correct correct

11 51 38 ’ 75
21 . 214 179 84
41 316 253 80
54 o __ 89 80 90

As can be seen from table 9, the accuracy percent-
age is highest at a scale of 1:24 000 and appears to de-
crease as the scale decreases. The overall accuracy is
85 percent at 1:24 000, 77 percent at 1:100 000, and 73
percent at 1:250000. For three land use categories
specific interpretation difficulties occur at all three
scales. Residential land (11) is often interpreted as
cropland and pasture (21) or heavy crown cover forest
(41). Light crown cover forest (42), the most inac-
curately interpreted land use type, is often interpreted
as either heavy crown cover forest (42) or cropland
and pasture (21). Nonforested wetland (61) is fre-
quently incorrectly mapped as heavy crown cover
forest (41), bays and estuaries (54), or as some other
land use and land cover types on high-altitude photo-
graphs.

Residential land (11) was misclassified as cropland
and pasture (21) or heavy crown cover forest (41)
for 20 percent of the points at 1:24 000, 19 percent at
1:100 000, and 35 percent at 1:250000. In the rural
areas this may be due to the tendency to see the area
being mapped in terms of the general background land
use and land cover type (a hypothesis that could be
tested by comparing the location of the errors within
the overall CARETS map).

Category 42, light crown cover forest, is a poorly
defined land use category, and as borne out by the field
verification statistics, it is rarely mapped correctly.
Light crown cover forest includes all transition stages
of forest from brushland to a 40-percent crown forest
and is therefore difficult to define and identify. It is
best to consider category 42 on the land use and land
cover CARETS maps as Level I Forest, especially
since the category of light crown cover forest has been
dropped from the classification system.

TABLE 9.—Comparison of land use and land cover identification
accuracy at three scales — 1:24 000, 1:100 000, and 1:250 000

Correct
Total number
1
Seate of points Number Percent
1:24000 _______ 760 645 85
1:100000 _______ 760 588 ki
1:250000 _______ 760 555 73
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FIELD-IDENTIFIED LAND USE

"m 122 13 14 15 16 17 19 29 22 23 41 42 5 53 5 61 72
11| 38 2 1 2 1 a4
1201 2 3
13 1 1
14 ’
E 0
< 15 1 1 2
(1]
S 16 1 5 1 2 3
o
T 171 1 2
3 19 1 2 1 4
&
o 21| 6 188 2 20 4 220 g
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=) 0o =
& 23
E 0
2 41| 4 1 2 16 1 287 17 4 332
w42 1 4 3 5 14
o
o 5 1 1
=z
S 53 1 11 3
54 1 1 2 1 8 2 95
61 1 1 26 3
72 1 1 2
51 5 2 1 1 6 00 5 214 2 1 36 26 2 2 8 36 1
TOTAL
Matrix total 760
) Total correct 645
Land use categories
11 Residential 22 Orchards and so forth
12 Commercial and Services 23 Feeding Operations
13 Industrial 41 Heavy Crown Cover Forest
14 Extractive 42  Light Crown Cover Forest
15 Transportation and so forth 51 Streams and Waterways
16 Institutional 53 Reservoirs
17 Strip and Clustered Settlement 54 Bays and Estuaries
19 Open and Other 61 Vegetated Nonforested Wetlands
21 Cropland and Pasture 72 Sand Other than Beaches

FIGURE 4.—Matrix comparing field-identified land use and land cover with that determined from
high-altitude photographs enlarged to 1:24 000 scale, mapped at 1:24 000 scale.

Category 61, vegetated nonforested wetlands, is fre-
quently confused with adjacent land use categories,
such as bays and estuaries (54), or heavy crown cover
forest (41). Nonforested wetlands are often subject
to tidal fluctuations and change their appearance daily
and seasonally. To utilize high-altitude color-infrared
photographs properly in mapping wetlands, seasonal
coverage should be obtained. It is reasonable to ques-
tion whether the large decrease in accuracy for the
wetland category at all three scales is entirely due to
errors of misclassification. For a land use category
such as wetland, subject to any periodic or seasonal
variations, the conditions observed in the field at a
later date could be inconsistent with the conditions
noticeable on the source material. Therefore, field data
should be collected at the time of data acquisition.

The overall accuracy of the Level I land use maps
from the maps at the three scales is plotted by the
land use categories in figure 7. Generally, it appears
that the accuracy decreases as the scale decreases. Ex-
ceptions to this trend, however, can be singled out from
figure 7. For instance, nonforested wetlands are
mapped most accurately at scales of 1:24000 and
1:250 000. Urban and built-up land is below the aver-
age accuracy at a scale of 1:250000 and is most ac-
curately mapped at a scale of 1:100 000. These excep-
tions to the general trend are the result of only one
or two sample points and show the 1:100000 scale
to be neither significantly more accurate for urban
land nor significantly less accurate for the nonforested
category.
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FIELD-IDENTIFIED LAND USE

1M 12 13 14 15 16 19 21 22 23 41 42 51 52 53 54 61 712
11138 2 1 4 1 1 47
12 2 2 1 5
13 1 1
?_ 14 2 2
s 15 1 1
[
g 16 1 6 2 1 3 13
; 19| 1 2 1 4
g2 5 1 179 1 3 7 4 2 238
g 22 0 g
% 23 0 ~
W 41y 5 2 25 1 1283 17 1o 308
Z 4 5 , 1 17
% 51 2 2 1 (5
% 52 1 1
53 2 2
54 4 1 80 4 89
61 1 1 2 1 24 29
72 0
5 5 2 1 1 6 5 214 2 1 316 26 2 0 2 B3 36 1
TOTAL
Matrix total 760
Total correct 588
Land use categories
11 Residential 23 Feeding Operations
12 Commercial and Services 41 Heavy Crown Cover Forest
13 Industrial 42 Light Crown Cover Forest
14 Extractive 51 Streams and Waterways
15 Transportation and so forth 52 Lakes
16 Institutional 53 Reservoirs
19 Open and Other 54 Bays and Estuaries
21 Cropland and Pasture 61 Vegetated Nonforested Wetlands
22 Orchards and so forth 72 Sand Other than Beaches

F1eure §.—Matrix comparing field-identified land use and land cover determined from high-altitude photographs
at compilation scale of 1:120 000, mapped at 1:100 000 scale.

These data for overall accuracy among the three
scales should be regarded with reservation. A further
analysis of the data was performed using the method
of two-way analysis of variance with one observation
per cell. The variables of scale were used as the other
factor. The analysis of variance indicated that there
was no statistically significant difference at the 0.95
percent confidence level between the data at the three
scales, when considering differences due to classes and
differences due to changes in scale.

Test for statistical significance

Using a two-way analysis of variance, the results of
the above accuracy comparison were analyzed for sig-
nificant differences either between scales or between

categories of land use. For this analysis of variance
the proportion of points in agreement are transformed
using f=arcsin \/p, where p is the percent of points
in agreement. This makes the distribution of percent-
ages more nearly normal by stretching the tails of the
distribution and compressing the middle. The null
hypothesis is that the population of percentages is the
same among the three scales and the land use cate-
gories. The analysis of variance was run using data
from all categories except those having only one or
two points in either Level I or Level II. The results
showed with a 95-percent level of confidence that
there was no significant difference between the data
at the three scales for both Level I and Level II land
use. At Level II only, was there a significant difference
in the variance between land use categories.
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&
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wt
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<
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=
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=
S 83 0
54 3 1 74 6 84
61 1 1 1 2 4 26 38
72 0
75 1 , 1
51 5 2 1 1 6 5 214 2 1 316 26 2 2 89 36 1 0
TOTAL )
Matrix total 760
Total correct 555
Land use categories
11 Residential 23 Feeding Operations
12 Commercial and Services 41 Heavy Crown Cover Forest
13 Industrial 42 Light Crown Cover Forest
14 Extractive 51 Streams and Waterways
15 Transportation and so forth 53 Reservoirs
16 Institutional 54 Bays and Estuaries
19 Open and Other 61 Vegetated Nonforested Wetlands
21 Cropland and Pasture 72 Sand Other than Beaches
22 Orchards and so forth 75 Other Barren Land
FIGURE 6.—Matrix comparing field-identified land use and land cover determined from high altitude photo-
graphs at compilation scale of 1:120 000 mapped at 1 :250 000 scale.
The input data for the analysis of variance of Level Source Degrees of Sum of the Mean F
IT data at three scales, excluding those categories with freedom _ squares fauare
. ; i . A (9 categories) __ 8 7552.955 944.119 13.257
only one or two points, is as follows: B (3 empegries) - 8 294,162 147.081 2.065
Brror .- _____ 16 1139.468 71.218
Map scale Total ________ 26 8986.583
Land  No. 1:24 000 1:100 000 1:250 000 With a=0.05 in the two-tailed test :
use of A=F[8, 16] =3.12. Difference among categories is significant.
code  pts.  No  Pper- asl{g: No.  Per- f;fg' . Per- 'gg' B=F{2, 16] =4.69. Difference among scales is not significant.
agreed cent ‘agreed cent [~ agreed cent . . .
i vF vF The input data for the analysis of variance of the
11 - 51 38 745 59.67 38 745 59.67 33 64.7 53.55 ; .
- 51 38 745 o061 38 Is5 o861 33 o4T 9395  Level I land use at three scales is as follows:
16 _ 6 5 833 658 6 100.0 90.00 3 50.0 450
192 5 2 400 3923 2 40.0 39.23 2 40.0 39.23 Map scale
21 _ 214 188 87.9 69.64 179 836 66.11 160 74.8 59.87 3 : A
410 316 287 908 72.34 253 801 6351 252 79.7 6322  Land No 1:24 000 1:100 000 1:250 000
42 7 26 5 192 2599 1 38 11.24 3 11.5 19.82 code pts arc- are- arc-
54 _ 89 88 989 8398 80 899 71.47 74 831 6573 " No. Per- ¢ . Per- L1 No. Per- I
61 _ 36 26 722 5818 24 66.7 54.76 26 722 58.18 agreed cent |~ agreed cent " agreed cent \,%-
The summary of the results of the two-tailed anal- 1 _ 71 56 789 6265 57 803 6365 49 69.0 56.17
. . . 2. 217 190 876 69.38 180 829 65.57 182 74.7 59.80
ysis of variance of the arcsin \/p values of the above ¢ _ 342 312 912 7274 282 825 6527 270 789 62.65
. 5_ 93 93 100.0 90.00 84 90.3 71.85 74 79.6 63.15
Level II land use data is as follows: 6. 36 26 722 5818 24 667 5476 26 722 5818
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Map scale

100 + , 1:24,000
1:100,000 EEB
1:250,000

80T

ACCURACY PERCENTAGE

Urban or  Agricultural  Forest Water  Wetland
built-up  land land
land

F1cURE T.—A comparison of the accuracy of Level I land use and land cover interpretations derived from
aerial photographs for each land use category at three scales. Percentages derived from field check.
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FIELD-IDENTIFIED LAND USE
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Matrix total 760
Total correct 528
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Land use categories
Urban and Built-up
Agricultural Land
Forest Land
Water
Nonforested Wetland
Barren Land
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F1eURE 8.—Matrices of land use and land cover identified in
the field and mapped at 1:250000 scale from high-altitude
photographs and Landsat multispectral imagery.

The summary of the results of the two-tailed anal-
ysis of variance of the arcsin \/p values of the above
Level I land use data is as follows:

Degrees of Sum of the Mean

Source freedom  squares square F
A (5 categories) __ 4 553.051 138.262 4.752
B (3 scales) ___.__ 2 284.716 142.358 4.892
Error 8 232.759 29.094

Total 14 1070.526

Where a=:0.05 in the two-tailed test :
A_EF[%, 8]=5.05. Difference among categories is not sig-
nincant. .
B=F[2, 8] =6.06. Difference among scales is not significant.

Comparison of 1:250 000-Scale Land Use and Land
Cover Maps Derived from Landsat Multispectral
Imagery and High-Altitude Photographs

The accuracy of Level I land use and land cover
identified on high-altitude photographs and mapped
at 1:250 000 scale was compared with the accuracy of
the Level I land use mapped from the Landsat multi-
spectral imagery at 1:250 000 scale. The Level I land
use at the center points of each 1-km cell within each
sample site was identified on the map produced from
multispectral imagery and entered in a separate
column on the computer coding sheets. It was then
possibly to generate matrices by computer, comparing
the Level I land use identified on each map at a scale
of 1:250000 with the field data. Figure 8 shows the
matrix of data obtained for all the field sites.

The overall accuracy of the multispectral imagery
derived land use and land cover maps was found to
be 70 percent as compared to 77 percent accuracy for
the maps at a scale of 1:250 000 derived from high-
altitude photographs. The major discrepancy between
the two maps was in the identification of urban land
(1). The accuracy of land use and land cover mapped
from multispectral imagery and high-altitude photo-
graphs at 1:250 000 are compared in figure 9.

The two-way analysis of variance used to analyze
these data indicated that there was no statistically
significant difference at the 0.95-percent confidence
level between the two sources.

Test for statistical significance

The two-way analysis of variance of Level I land
use from high-altitude photographs and Landsat
multispectral imagery showed no significant difference
between either source material or between land- use
categories. The input data for the analysis of variance
is as follows:
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Data source

904 Aerial photography
Landsat imagery :::::

sod .

404

ACCURACY PERCENTAGE

201

Urban or  Agricultural  Forest Water Wetland
built-up  land land .

land

FIGURE 9.—A comparison of the accuracy of land use and land cover interpretations for each Level I land
use category mapped at a scale of 1:250 000 from Landsat multispectral imagery and high-altitude photographs.

Landsat multispectral Degrees of Sum of the Mean
Land No. High-altitude photographs imagery Source fr%edom squares squares r
use of
codes pts. No. Per- ali'c- No. Per- arc- A (5 categories ___ 4 397.619 99.404 2.778
agreed cent s agreed  cent sl B (2 sources) ____ 1 110.489 110.489 3.082
8 Vb es vF Brror ... 1 143.382 35.845
1 - 0 & 690 5617 24 338 355 Total —------- 9 651.490
§ 00 313 3% 785 0265 36 785 07 Where a=0.05 in the two-tailed test:
5 ___ 93 74 79.8 63.15 78 81.7 64.67 A=F[4,4]= 9.60 _Difference between categories is not
6 ___ 36 26 722 5818 22 6L1  51.41 significant.

B=F[1,4]=12.2. Difference between high-altitude
photographs and Landsat multi-
spectral imagery is not significant.

The summary of the results of analysis of variance
of the arcsin /p values of the above Level I land
use data is as follows:
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Results of Comparison of Level |

The category with the largest apparent discrepancy
is the built-up land category. Interpreters were not
able to detect any built-up land (1) in the non-urban
sample sites using Landsat multispectral imagery. In
the field, however, 29 points were identified as built-up
land. Using high-altitude photographs, interpreters
correctly mapped 17 of these 29 points of built-up
land; of those points incorrectly mapped, 6 were
mapped as agricultural land, 5 as forest land, and 1
as wetland. Using Landsat multispectral imagery, in-
terpreters misclassified the built-up land as agricul-
tural land in 22 cases, as forest land in 6 cases,and as
water in 1 case. In these non-urban areas, the response
of a small built-up area on Landsat multispectral
imagery is lost in the stronger vegetative response and
is mapped as agricultural land. Of these same points
identified on high-altitude photographs, 17 were
mapped correctly as urban land, and 6 were incorrectly
interpreted as agricultural land and 4 as forest land.

Within the urban sample sites, more than half of
the points identified as urban during field verification
had been classified correctly as urban on the Landsat
multispectral imagery (24 of a possible 42, or 57 per-
cent). By comparison, an interpreter, using high-al-
titude photographs at 1:120 000 scale as source ma-
terial and mapping on a mosaic base at 1:250 000, iden-
tified 32 of a possible 42 points (76 percent) correctly
as urban.

Color-composite prints or transparencies of Landsat
multispectral imagery show a distinct spectral re-
sponse for urban areas. Where older residential areas
have a predominance of tall trees or residential lots
are larger than 0.4 hectare, the vegetative cover domi-
nates, giving a forest or agricultural signature. The
forest signature had higher reflectance value than the
urban residential signature in the more central urban-
ized areas, where one would expect older residential
neighborhoods. The agricultural signature was pre-
dominant at the periphery of the urbanized areas
where population density is less and either large estate
homes or new residential communities are adjacent to
agricultural areas. Occasionally, forest or agricultural
land within an urban setting was not identified on the
Landsat imagery because of low resolution and the
small size of the forest or agricultural parcel.

Color-composite Landsat multispectral imagery is
most useful for interpreting forest and water cate-
gories, because band 5 shows the greatest contrasts be-
tween forest areas and other cover types, and band 7
shows water as an easily interpreted dark signature on
the imagery. Where an intermixture of agricultural
and forest land occurs, some agricultural land may be

mapped as forest since the forest returns the stronger
signature. Wetland is often misclassified as water when
the land is submerged. In this case both wetland vege-
tation and water ave present and either of these two
categories defines only part of the existing condi-
tions. By definition, however, both nonforested wet-
land and the water categories are mutually exclusive.

CONCLUSIONS

Field verification indicates that three of the four
major Level IT land use and land cover categories oc-
curring in the CARETS area.—cropland and pasture,
heavy crown cover forest, and bays and estuaries—
were mapped with a high degree of accuracy, using
high-altitude photographs. Land use and land cover
categories frequently mapped incorrectly from the
aerial photographs are commercial land (12) and
light crown cover forest (42). These categories have
subsequently been removed from the classification
system.

Category 12 has been revised to include institutional
land use and land cover within the limitation of com-
mercial and services, and a separate land use category
was created for commercial and industrial complexes.
Category 42; light crown cover forest, was removed
from the classification scheme after the CARETS
area had been mapped. Even as the mapping was in
progress, the definition of light crown cover forest
was being modified. Category 42, therefore, cannot be
considered a reliable land use category as compiled on
the CARETS maps.

Greater accuracy is possible at all scales by deleting
category 42, light crown cover forest, from the land
use and land cover classification—it was almost never
mapped correctly and resulted in 3 percent of the
experimental error at each scale. By mapping light
crown cover forest as either pasture land or forest
land, the accuracy would be increased by 3 percent for
each scale.

Category 61, vegetated nonforested wetland, was
not mapped as accurately as the other non-urban land
use and land cover categories. This could result from
the Inability of the sensor (either multispectral or
photograph) to distinguish consistently the signature
of wetland, or, more likely, from seasonal fluctuations
so that the water level differed from the time of re-
mote sensing to the time of field verification.

In general, the accuracy of the land use and land
cover maps appears to increase as mapping scale in-
creases; however these results must be interpreted
with reservations. Comparisons of the area mapped in
each category revealed apparent differences only. No
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statistically significant differences were found between
the data at the three scales of mapping.

The accuracy of 1:250 000 scale Level I maps inter-
preted from both high altitude photographs and
Landsat multispectral imagery was similar in all cate-
gories except for urban and built-up land (see fig. 9).
Landsat multispectral imagery interpreters detected
less Level I urban or built-up land than did the inter-
preters of high-altitude photographs when mapping
at 1:250 000 scale. Of the 760 points sampled there
were 24 points of built-up land identified on the maps
from Landsat multispectral imagery and 49 identified
on the maps from high-altitude photographs, com-
pared to 71 points identified as urban and built-up
land in the field. Much of the difference from field
data is due to the larger ground mapping unit at
1:250 000.

There was no statistically significant difference be-
tween using high-altitude photographs or Landsat
imagery for Level I land use and land cover mapping
at 1:250 000 scale in non-urban areas. Landsat imagery
could provide a reliable Level I land use and land
cover map in the non-urban areas. Where urban land
uses are mixed with agricultural land or forest land,
complementary use of Landsat multispectral imagery

and high-altitude photographs would provide the best
classification accuracy.

REFERENCES CITED

Anderson, J. R., Hardy, E. E., and Roach, J. T., 1972, A land-
use classification system for use with remote sensor data:
U.S. Geol. Survey Circ. 671, 16 p.

Anderson, J. R., Hardy, E. E., Roach, J. T., and Witmer, R. E,,
1976, A land use and land cover classification system for
use with remote sensor data: U.S. Geol. Survey Prof.
Paper 964, 28 p.

Berry, B. J. L., and Baker, A. M., 1968, Geographic sampling,
in Berry, Brian J. L., and Marble, Duane F., eds., Spatial
analysis—a reader in statistical geography: Englewood
Cliffs, N.J., Prentice Hall, p. 91-100.

Fitzpatrick, K. A., 1975, Cost, accuracy and consistency com-
parison of land use maps made from high-altitude aircraft
photography and ERTS imagery: Natl. Aeronautics and
Space Admin.,, Goddard Space Flight Center, Type III
final rept. for ERTS-1 investigation SR-125, v. 7, p. 61.

Natrella, M. G., 1963, Experimental Statistics: National Bureau
of Standards Handbook 91, p. 2-12.

U.S. Bureau of the Census, 1972, 1970 Census of population:
U.S. Dept. of Commerce Pub., v. 1 and 2.

Yuill, R. 8., 1970, Technical notes on the measurement of
census tracts and land-use areas, in Simpson, R. B., Pro-
duction of a high-altitude land-use map and data base for
Boston : Dartmouth College, Phase I Final Tech. Dept., p.
26-36, prepared for U.S. Geol. Survey under Contract No.
14-08-0001-12640.



Jour. Research U.S. Geol. Survey
Vol. 6, No. 1, Jan.—-Feb. 1978, p. 41-50

HYPOTHESIS: MANY EARTHQUAKES IN THE CENTRAL AND SOUTHEASTERN

UNITED STATES ARE CAUSALLY RELATED TO MAFIC INTRUSIVE BODIES
By F. A. McKEOWN, Denver, Colo.

Abstract.—Assessment of earthquake hazards in the United
States is based largely upon knowledge acquired in the
seismically active parts of the western United States. Earth-
quakes in the central and southeastern United States are
seismologically and geologically very anomalous, however,
compared with those in the western United States. For ex-
ample, shallow earthquakes of magnitude 7+ in the western
United States in general have tectonic surface faulting as-
sociated with them. No tectonic surface faulting, however, has
been found to be associated with the New Madrid, Mo.,
earthquakes of 1811 and 1812, several of which had esti-
mated magnitudes of 7+4. The lack of surface faulting is, in
part, responsible for the fact that the New Madrid earth-
quakes have not been related with certainty to any par-
ticular geologic structural element, which makes assessment
of the seismic hazards associated with possible similar future
earthquakes very difficult. Geologic and seismologic data
from the central and southeastern United States, however,
suggest a spatial correlation between mafic intrusive rocks
and seismic activity. An additional supportive correlation is
that the trend of many dikes coincides with the trend of
nodal planes in many fault-plane solutions. These correla-
tions differ greatly from the direct correlation of earthquakes
with faults in the western United States. Consideration of
different concepts of earthquake sources in the central and
southeastern. United States seems necessary. The preferred
concept is that local high-stress concentrations, which may
result in earthquakes, occur at or close to the contact of
maflec intrusives and their felsic host rocks. Ancient rift
zones may have been the primary control of the location of
the mafic intrusives. Implications of a causal relation between
mafic intrusives and seismicity are that more useful seismo-
tectonic maps may be possible and that the source dimensions
of the earthquakes would be small. Because of low attenua-
tion, however, effects of earthquakes in the central and south-
eastern United States, even if relatively small because of
smaller source dimensions, must be considered hazardous.

Assessment of earthquake hazards in the United
States is based largely upon knowledge acquired in
the seismically active part of the western United
States, particularly California and Nevada. The seis-
mic activity in these States is locally very high; more
large- and moderate-sized earthquakes have occurred in
them than in any other part of the United States,
and tectonic surface ruptures related to historic (0-
=200 years before present) and Holocene (0-~10 000
years B.P.) earthquakes are common. In addition, the
active plate boundary, represented by the San Andreas
fault system, and the thin crust (about 20 kilometers)
make at least part of the western United States very

unlike other seismically active parts of the United
States.

In contrast, the seismically active central and south-
eastern parts of the United States have almost none
of the above characteristics. Seismicity is low; large-
to moderate-sized earthquakes occurred only in 1811,
1812, and 1886; no evidence of tectonic surface rup-
tures related to historic or Holocene earthquakes has
been found; curently, active plate boundaries of any
kind are unknown, and the crust is of normal (about
40 km) thickness. Furthermore, attenuation of seis-
mic waves generated by earthquakes in the central
and southeastern United States is very low compared
to the attenuation of seismic waves generated in the
western United ‘States. Low attenuation accounts for
the great distances at which earthquakes are felt in
the central and eastern United States (Nuttli, 1973;
Evernden, 1975).

The lack of evidence of tectonic surface rupturing
expected from shallow magnitude 7+ earthquakes (as
estimated by Nuttli, 1973) in the central and south-
eastern United States is an enigma particularly im-
portant to earthquake hazard assessment. This lack of
surface rupturing has seriously hindered relating cur-
rent and past seismicity to any particular geologic
structural element or elements. Without establishing
such relationships, little progress can be made in
assessing seismic hazards associated with possible
future large earthquakes.

Although studies of the New Madrid and Charleston
earthquakes were meglected for many years, new
studies by several organizations have been started be-
cause of a greatly increased public and Government
awareness of the hazards that would be associated with
a large earthquake in these areas today. More impor-
tant is the question of whether similar earthquakes
can occur far beyond the epicentral areas of earlier
earthquakes. Prior to the recent studies, Heyl and
others (1966, p. B6) related the earthquakes in the
central United States to the New Madrid fault zone,
which they had defined in 1961, and to the Sainte
Genevieve fault zone. Earlier, Woollard (1958, p.
1144) recognized that the seismicity seemed related
to the New Madrid fault zone, then unnamed, and
believed it to be a part of a major structural Teature
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extending into the Saint Lawrence Valley. Other in-
vestigators have postulated different explanations for
the earthquakes. McGinnis (1963) suggested that the
earthquakes were related to water load in the Missis-
sippi River. Sterns and Wilson (1972) suggested that
the earthquakes were related to the superposition of
the embayment syncline on the underlying Pascola
arch. More recently, Ervin and McGinnis (1975) sug-
gested that the current seismicity is caused by con-
tinued isostatic adjustment in part of a late Precam-
brian rift that was reactivated in late Mesozoic time.

The anomalous character of seismic areas in the
central and southeastern United States compared to

those in the western United States suggests that some -

of the earthquake source zones in the two regions may
be different. The hypothesis suggested in this paper
is that the locations of the earthquakes are controlled
by the presence of mafic intrusive rock that causes
local stress concentrations. Ancillary to this hypothe-
sis is the suggestion, also made by others, that ancient
rifts control the distribution of the mafic intrusives.

CURRENT GEOLOGIC STUDIES IN THE CENTRAL
UNITED STATES

Inasmuch as the area (fig. 1) in which seismic ac-
tivity occurs in the central United States is so large,
current field geologic studies have had to be limited
to select problems within this area. Several reported
faults in Quaternary and Tertiary sediments and sedi-
mentary rocks have been investigated and explored,
sand blows have been mapped, and a search for young
faults by geologic reconnaissance is continuing. Geo-
morphic analysis of select areas to identify recent de-
formation is under way. Tentative results and conclu-
sions of these studies are that all reported offsets of
upper Quaternary sediments, such as loess, are the
result of landsliding or that they are steep sedimentary
contacts. A few strong lineations in the flood plain of
the Mississippi River may be the surficial expression
of faults, but other explanations are also reasonable.
Several scarps, also in the flood plain, bear geomorphic
similarity to fault scarps but are very likely of ero-
sional origin, as inferred by R. T. Saucier (oral
commun., 1975). No evidence of strong motion, such
as sand blows or disturbed sediments, has yet been
found much beyond the sand-blow area originally de-
scribed by Fuller (1912).

Lack of evidence of tectonic surface rupturing, re-
lated to either the 1811-12 series of earthquakes or
earlier eathquakes, does not seem to be the result of in-
complete investigations. That surface rupturing did
not occur is supported by the permanence of the scarps
in the flood plain that range in height from about
2 to 6 meters. The scarps in the flood plain of the

Mississippi River west of New Madrid have Indian
sites and mounds on their edges that are more than
700 years old. The ground around the sites shows no
evidence of aggradation or erosion. Other evidence
that change has been little in the flood-plain levels
is the close correlation between types of soils as shown
on soil maps and the relict braided stream channels
and bars as seen on aerial photographs. Furthermore,
interpretation of the history of the meander belts of
the Mississippi River indicates that the present belt,
along the east side of the flood plain and east of the
scarps, was first established about 6000 years ago
(Saucier, 1974, p. 2) It seems likely, therefore, that if
fault scarps more than about 2 m high had ever existed
in the same area during the past few thousand years,
they too should be preserved.

Several interpretations of the distribution of sand
blows (fig. 1) as related to epicenters of the 1811-12
series of shocks can be made. One interpretation is that
the sand-blow. area crudely defines a buried fault
zone in which the shocks originated. The epicentral
line of Fuller (1912, pl. 1) and of a “centrum” for
the shocks is virtually the same interpretation. An-
other interpretation suggested here is that the distri-
bution of sand blows is anomalous with respect to
the approximate epicenters of the two largest shocks
as inferred by Nuttli (1973, p. 231-233). Easily liqui-
fiable sediments are widespread in the central Missis-
sippi Valley. Sand blows or other liquefaction effects
could, therefore, be expected to be distributed fairly
symmetrically around the epicentral areas of the large
shocks. The outstanding examples of the lack of sym-
metry may be shown for the December 16, 1811, and
February 7, 1812, shocks. If the December 16 shock
was located near the southern end of Lake Saint
Francis (this area is approximately at Marked Tree
on fig. 1), the ared of sand blows is very asymmetric
with respect to the earthquake source. Similarly, the
February 7 shock is assumed to have been near New
Madrid (fig. 1), but the area of abundant sand blows
1s south of there. It is possible that the epicenters in-
ferred by Nuttli (1973) for these two shocks are in
error. His data and reasoning, however, are convincing
to me. Explanations for the lack of symmetry, such as
differences in thickness of the liquifiable sediments
have been investigated, but they failed to explain the
anomaly and are too detailed and complex to discuss
in this paper.

CORRELATION OF SEISMIC ACTIVITY WITH
MAFIC INTRUSIVES

Although no correlation of proved faults with cur-
rent seismicity or past earthquakes has been found,
efforts to find relationships among geologic and seismo-
logic data have not all been futile. The best correlation
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observed to date is that of the distribution and trend
of mafic intrusive rocks with seismicity. This correla-
tion was also noted by Stearns and Wilson (1972, p.
2, 9A-37), but they did not develop their ideas.

Figure 2 shows the distribution of known mafic in-
trusive rocks superimposed on the contoured seismicity
information from Hadley and Devine (1974). A
gross correlation of seismicity and the distribution of
mafic intrusives is evident in this figure. The validity
of the representation of mafic rocks shown in figure
2 can be questioned. However, superposition of positive
gravity anomalies suggests that the distribution shown
in figure 2 is representative. Inherent in this sugges-
tion is the assumption that positive gravity anomalies
indicate buried mafic rocks. Local confirmation of this
assumption has been made in the Charleston area
where a drill hole penetrated basalt (Gottfried and
others, 1976) and magnetic anomalies coincide with
the gravity anomalies (Popenoe and others, 1976).
Large gravity and magnetic anomalies are also west
of New Madrid, and four drill holes have pentrated
mafic rocks near Reelfoot Lake, Tenn.

In addition to these gross correlations of the dis-
tribution of seismicity to that of mafic rocks, the strike
of nodal planes in both the central and the southeastern
United States are subparallel to the strike of mafic
dikes and some faults in these areas. Thirty-eight fault-
plane solutions are given by Street, Hermann, and
Nuttli (1974) for earthquakes in the central United
States. These authors report that errors in the strike of
the nodal planes in the solutions may be as much as 10°
to 20°, which should be considered when using the
strikes of the nodal planes. Rosettes of the strike of
the nodal planes of 35 of the solutions for the earth-
quakes in the Wabash River area, the Saint Francis
Mountains, and the Mississippi embayment are shown
in figure 3. The nodal planes were grouped into these
three areas because the structural framework and his-
tory of each one may be different. As only three solu-
tions (six nodal planes) are available for the Wabash
River area, the trends may not be meaningful. The
north and northeast trends are, however, subparallel
to the faults in the area. Two of the three trends of
nodal planes from the fault plane solutions of earth-
quakes in the Saint Francis Mountains are subparallel
to northwest- and northeast-striking faults. The north-
trending nodal planes, however, are not correlative to
a north-trending set of faults according to available
maps but do correlate with the trends of mafic dikes.
Nodal planes from the 24 solutions for earthquakes in
the Mississippi embayment have a strong preferred
orientation to the north. The few known faults in the
embayment and nearly all inferred faults trend north-
east and northwest. As in the Saint Francis Moun-
tain area, north-trending faults are absent or are pos-
sibly undetected.

The nodal plane data shown for three areas in figure
3 are summarized in one rosette in figure 4. Also
shown in figure 4 are the strikes of 211 Precambrian
mafic dikes in the Saint Francis Mountain area (Gib-
bons, 1972) and the strikes of all faults on available
maps of the area shown in figure 3 as well as other
faults. A strong correlation between nodal plane trends
and the strike of the mafic dikes is evident.

Two fault-plane solutions for earthquakes in the
southeastern United ‘States have nodal planes that
strike northwest subparallel to diabase dikes exposed
in the Appalachian Piedmont. Bollinger, Langer, and
Harding (1976) interpret a northwest-trending reverse
fault as the most likely to have caused the November
30, 1973, earthquake near Knoxville, Tenn. Tarr and
Carver (1976) report that a fault-plane solution for
the November 22, 1974, earthquake near Charleston,
S. C., has both nodal planes striking N 42° W. Mafic
rocks are not, exposed in either of these areas, although
mafic rocks are known to underline the Charleston
area. It is probable, however, that the northwest struc-
tural grain of basement rocks exposed in the Piedmont,
as indicated by the dikes, is also present under the
Coastal Plain and under the thrusted and folded Ap-
palachian Mountains near Knoxville.

CONCEPTS OF EARTHQUAKE SOURCES RELATED
TO MAFIC ROCKS

All concepts of earthquake sources require consid-
eration of geologic discontinuities, such as faults or
contacts on which the earthquakes may occur, and the
state of stress on the discontinuities. This section is a
discussion of concepts of the relationship of earth-
quakes to possible discontinuities associated with mafic
intrusives in the central and southeastern United
States. Discussion of meager evidence of Quaternary
deformation, which is indicative of active stresses, is
beyond the scope of this paper.

One concept is that some, if not all, earthquakes
occur on fractures in sets whose trend is parallel to
the trend of the mafic dikes. A correlation among dike
trends, dike distribution, and seismicity could then be
expected.

Another concept is that the earthquakes occur at
or close to the contact of mafic intrusives and their
felsic host rocks. The correlation of the trends of dikes
with nodal plane trends suggests a relation to either
the dikes or the associated fracture sets, but the
spatial correlation of earthquakes to mafic rocks them-
selves suggests that this rock type is in some way re-
lated to the earthquakes. If either this or the preceding
concept is valid, the source dimensions of earthquakes
explained by the concepts would probably be small,
that is, less than about 10 km long. This estimate of
length is based upon the observed length of mafic
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dikes. The dikes may, however, be part of major,
structural features, such as those described below.
To be of optimum use, both concepts, assuming one
or both are valid, requires knowledge of the occur-
rence and distribution of mafic intrusive rocks. Con-
sideration of this requirement suggests that earth-
quakes in the central and southeastern, and possibly
the northeastern, United States are related to ancient
rift zones. The possible association of earthquakes
with ancient rifts has been discussed in several ways

ositive gravity anomaly

of nodal planes for the November 30, 1973, earthquake in
eastern Tennessee, and the November 22, 1974, earthquake
near Charleston, S.C., are also shown. Positive gravity
anomalies from Woollard and Joesting (1964).

by several investigators (Ervin and McGinnis, 1975;
Kumarapeli and Saull, 1966; Sykes and others 1974).
The rift association arises from the apparent correla-
tion of seismicity with mafic rocks and the well-known
association of mafic rocks, particularly mafic alkalic
rocks, with known rifts (Willis, 1936; Holmes, 1965;
Burke and Dewey, 1973). If, for example, the upper
part of the Mississippi embayment, the Saint Lawrence
Valley, and the Cottage Grove-Rough Creek fault zone
are the loci of ancient rifts as proposed by Kumarapeli
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and Saull (1966), then the structural and petrologic
characteristics of rifts may explain trends of seismicity.

The major structural elements of rifts are the bound-
ing faults, which may be long and continuous or may
be a series of en echelon discontinuous faults. These
types of faults are well documented in the East Africa
rifts. Structural elements are also tranverse to the axes
of rifts (Barberi and others, 1974; Garson and Krs,
1976; Willis, 1936). Furthermore, alkalic basalts are
commonly associated with the transverse structures
and are in contrast to the tholelitic basalts that are
commonly associated with the axial structural fea-
tures (Baker and others 1972, p. 18; Barberi and
others, 1974). The northwest-trending mafic alkalic

dikes in the fluorite-zinc district of southern Illinois
and western Kentucky may be evidence of transverse
structures in a northeast-trending rift which may be
equivalent to the New Madrid fault zone of Heyl
and Brock (1961). The north-trending Precambrian
diabase dikes in the Saint Francis Mountains may be
evidence for en echelon structures bounding the west
side of the rift. Mafic alkalic rocks of Devonian age
occur in diatremes in the Saint Francis Mountains,
however. These age differences and the Pennsylvanian
and Permian ages for the mafic rocks in the fluorite-
zine district (Zartman and others, 1967) are reasons to
ask whether the diabase dikes of Precambrian age
and the mafic alkalic rocks of early Paleozoic age are
all parts of the same rift that was reactivated at
different times or whether they are parts of different
rifts. The east-wing trending Sainte Genevieve and Cot-
tage Grove-Rough Creek fault zone may also represent
an ancient rift zone. The northwest-trending mafic
dikes in the fluorite-zinc district are nearly as sug-
gestive of this interpretation as they are of the north-
east-trending rift. An east-west rift zone is, of course,
an interpretation much like that of Heyl (1972) who
proposed the 38th parallel lineament as a major deep-
seated wrench-fault zone extending from northeastern
Virginia to south-central Missouri.

The diabase dikes in the eastern United States are
thought to be related to the rifting (separation) of
the African Continent from the North American Con-
tinent (Dalrymple and others, 1975, p. 408; Dietz
and Holden, 1970, p. 4946). This kind of rifting differs
from intraplate rifting in that it has larger dimen-
sions. Both types, however, have lower crust or pos-
sibly mantle rocks associated with them. So, regard-
less of the exact nature of the rift zones, the associa-
tion of mafic rocks of some kind with rift zones seems
ubiquitous. The gross distribution of mafic rocks may
be indicative of possible buried or partially exposed
rift zones, but additional geologic data and interpre-
tation are needed to delineate the zones more pre-
cisely. If such delineation is successful and the ap-
parent correlation of seismicity to mafic rocks is
causal, then more useful seismotectonic maps could be
made than those made solely from geologic structure
exposed at the surface. Much more information and
study are obviously necessary to confirm or negate
this concept and to apply it to assessing seismic hazards
in the central and eastern United States.

MAFIC INTRUSIVE BODIES AS STRESS
CONCENTRATORS
The concept that earthquakes occur at or close to
the contact of mafic intrusives and their felsic host
rocks, which is based upon empirical data, can be
supported by a physical explanation. The argument
that follows is similar to the “stress amplification
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mechanism” concept of Long (1976) and the concept
suggested by M. F. Kane (written commun., 1976)
that involves stress concentrations around mafic
plutons.

As dikes and other intrusive bodies are in effect
solid inclusions, their effect on stress concentrations
may be estimated from theory. Fractures, on the other
hand, do not have stress concentrations around them
unless rupturing starts along them or the elastic moduli
of the juxtaposed rocks differ.

The stress concentration around or in an inclusion
is a function of the ratio of Young’s modulus of the
inclusion to the host, the shape of the inclusion, and
the applied stresses. Figures 5 and 6 (modified from
Oudenhoven and others 1972) show several examples
of changes in stress concentrations as a function of
the three variables for ovaloidal inclusions. Inasmuch
as the number of combinations of these variables for
a dike or other intrusive rock in the earth is extremely
large, only gross generalities can be considered. Dikes
or sills are the two intrusive forms with approximately

2.0 T T T T

aylSy

1.8 - - -

———-ox/s,

STRESS RATIOS

-0.4 7 1 1 ] | I ] 1 _
0.2 0.4 0.6 0.8 1.0 0.8 0.6 0.4 0.2
| k - o 1/k -

F1eUuRrE 5.—Stress ratios, oc2/8, or oy/S, at B for an ovaloidal
inclusion with width to height ratio of 0.25, applied stress
ratios (8./8,) ranging from 0 to 1.0, and Young’s modulus
ratios (k) of inclusion to host ranging from 0.2 to 5. In the
¢ and y directions, # and y are normai stresses. From
Oudenhoven, Babcock, and Blake (1972).
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plane surfaces which are like fault surfaces. The width
to height ratios for such forms are much less than the
smallest used by Oudenhoven, Baback, and Blake
(1972) ; and stress concentrations would be greater
than the examples given by these authors. The ratio
of Young’s modulus for mafic inclusions in a felsic
host rock would be in the range of 2 to 5; the ratio
of the applied maximum and minimum stresses in
the Earth would be in the range of 1 to 5. These
assumed ranges of values would result in stress concen-
trations at point B (fig. 5) in the range of 1 to more
than 1.7. Using similar values for a point at B’
within the inclusion, the stress concentration ranges
from 1 to more than 2.3 (fig. 6).

An example of what part of a source zone for earth-
quakes in the central United States may look like is
shown in figure 7. This figure of a roadcut shows
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5. In the # and y directions, 2 and y are normal stresses.
From Oudenhoven, Babcock, and Blake (1972).
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shearing in and adjacent to several fine-grained dia-
base dikes. Not all dikes exposed at other places in
the same roadcut are sheared nor is it expected that
all dikes would be sheared. It should be noted that,
although the dikes are parallel to the abundant frac-
tures in the felsite host rocks and may, therefore, be
contemporaneous with or later than the development
of the fractures, shearing within the dikes indicates
that structural deformation continued or recurred after
emplacement of the dikes. Fracturing and injection of
the dikes into fractures is indicative of a low hori-
zontal stress. The change to shearing along the dikes
suggests a change in the state of stress since injection.

IMPLICATIONS

Assessment of seismic hazards in the central and
southeastern United States is difficult because seis-
micity is low and geologic structures to which the
seismicity may be related have not been identified un-
equivocally. To help assess seismic hazards, the com-
mon practice has been to try to delimit seismotectonic
provinces. The provinces, however, are delimited on
the basis of geologic structures mapped at the surface
of the Earth. This can be extremely misleading if the
earthquake sources are at depths of more than a few
kilometers and if the structures mapped at the sur-
face may only extend to 1 or 2 km, as in the Appala-
chian Mountains and the Coastal Plain.

If mafic intrusives are causally related to earth-
quakes, establishing their distribution may provide a

more rational basis for delineation of seismotectonic
provinces than that now used. The size, geometry, and
orientation of the intrusives should also be used to
outline the provinces, if possible. Careful interpreta-
tion of magnetic and gravity data and of the known
distribution of mafic intrusives presumably would be
the first considerations toward delimiting the prov-
inces. Additional analyses utilizing petrologic data and
plate tectonic concepts may help to refine the prov-
ince boundaries and to establish more detailed geo-
logic characteristics of each province.

The diversity of focal mechanisms reported by
Street, Herrmann, and Nuttli (1974) may be the re-
sult of a causal relation of the earthquakes to mafic
intrusives. The intrusives would be expected to have
diverse structural attitudes and shapes, as shown, for
example, in figure 7. Local changes in the direction
and the level of stress would be expected to be assoc-
iated with such a complex system of geologic dis-
continuities. Focal mechanisms of earthquakes on them
would, therefore, be diverse.

Another implication of a casual relation between
mafic intrusives, such as dikes or sills, and earth-
quakes is that the source dimensions of the earth-
quakes are likely to be small, that is, less than about
10 km long. This is in agreement with Evernden’s
(1975) estimates of source dimensions of earthquakes
of the eastern United States which are based upon a
study of earthquake intensities. Because of low at-
tenuation, however, high intensities may occur over

F1cURrE 7.—Sheared north-trending mafic (diabase) dikes in felsite about 5.6 km west of Fredericktown, Mo.
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large areas, and, consequently, earthquakes in the-

eastern United States must be considered hazardous
even though they may be of smaller magnitude than
those in the western United States.
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PORPHYRY COPPER EXPLORATION MODEL FOR NORTHERN
SONORA, MEXICO

By GARY L. RAINES, Denver, Colo.

Abstract.—The regional tectonic pattern of the porphyry
copper province of northern Sonora, Mexico, is similar to, but
more complex than, the Colorado mineral belt. Four north-
east-trending shear zones, spaced at 30- to 50-kilometer in-
tervals from Hermosillo, Mexico, north to Nogales, Mexico,
are interpreted from analysis of lineament data from Land-
sat-1 images. From comparison with other areas, these zones
are believed to have Precambrian ancestry. North-northwest-
trending lineaments, which commonly occur along range fronts,
are interpreted to be the principal basin and range faults.
North-south- and west-northwest-trending lineaments are be-
lieved to be related to lesser faults and fractures. Areas of
hydrothermal alteration have been mapped on a regional scale
by use of digital image-processing techniques. These altered
areas occur on the flanks of the northeast-trending shear
zones, generally near intersections with north-northwest-
trending lineaments. This tectonic framework with associated
alteration is similar to patterns in the Colorado Plateau, the
porphyry copper province of Arizona, and central Mexico and
is supported by relationships found in limited local mapping.
The pattern of northeast-trending shear zones and north-
northwest-trending faults in northern Sonora closely resembles
the tectonic framework of the Colorado mineral belt. The
younger sedimentary and volcanic cover, however, has not
been eroded in Sonora as it has been in the Colorado mineral
belt. This comparison with the Colorado mineral belt suggests
that mineral deposits are most likely to be found in altered
areas where a northeast-trending shear zone is intersected
by north-northwest-trending faults. Seven areas with these
characteristics have been defined in Sonora and are being
evaluated by means of regional geophysical and geochemical
data.

Major porphyry copper deposits in Sonora, Mexico
(fig. 1), have been known for many years, but explora-
tion efforts in recent years have had limited success.
The major problem affecting continued exploration is
that the area is extensively covered by Cenozoic vol-
canic rocks and pediment gravels, both of which mask
deposits. Landsat-1 data provide a regional view of
both the tectonic elements and the alterations of the
region. Features that may be very subtle on the ground
are easily observable from Landsat-1, and these subtle
features, when used with existing geologic data, have

provided a proposed regional tectonic model for -the
localization of porphyry copper mineralization in
Sonora, Mexico.

Northern Sonora is tectonically very similar to the
Colorado mineral belt as described by Tweto and Sims
(1963). Before mineralization in northern Sonora, a
system of four northeast-trending shear or fracture
zones, probably of Precambrian ancestry, were inter-
sected by the north-northwest trending faults. These
as in the Colorado mineral belt, provided the basement
plumbing system that controlled mineralization. The
most favorable locations to find mineral deposits are
areas of hydrothermal alteration where the northeast-
trending shear zones are well developed and are inter-
sected by the north-northwest trending faults. These
shear zones and faults were open during Laramide
mineralization and some continued to be active even
after subsequent emplacement of volcanic cover; there-
fore, aspects of these structures are observable at the
surface of the volecanic rocks, although the mineral
deposits may be hidden beneath those rocks. This pro-
posed model was derived by analogy with the Colo-
rado mineral belt from two types of analysis of Land-
sat-1 data: lineament analysis and regional mapping
of alteration. The lineament analysis and supporting
literature provided information on the spatial distri-
bution of fractures, faults, and shear zones. The map-
ping of alteration, done by the digital image-processing
techniques described by Rowan and others (1974),
provided information on the spatial association of
lineament concentrations and alteration. For a com-
prehensive application, however, these remote-sensing
techniques should be integrated with other regional
geological techniques; remote sensing is simply one of
the tools. The work reported here is one aspect of a
large program; regional geophysical and geochemical
data will also be available to evaluate the targets
identified by these remote-sensing techniques, By this
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FI6URE 1.—Location and lineament map of the study area, northern Sonora, Mexico. The map is the digitized version

of the original map; consequently, all lineaments have
purpose of analysis.

integrated team approach, in which the information
derived from remote-sensing techniques is available
early in the program, the geophysical and geochemical
activities can be designed with additional geologic in-
formation.
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been approximated with straight line segments for the

ANALYSIS OF LANDSAT-1 DATA

The lineament map was derived from a standard
photogeologic interpretation of Landsat-1 images.
Only the band 5 transparency (600- to 700-nanometer
spectral band), which is available from the EROS

- Data Center, was used because, from past experience,

this band has been found to contain most of the struc-
tural information for semiarid environments. The
lineaments were observed primarily in mountainous
areas and not in valley fill as near Bisbee, Ariz. This
map, of course, is very subjective, although care was
taken to follow the lineament-mapping concepts as
discussed by O’Leary, Friedman, and Pohn (1976).
Statistical analysis procedures developed by D. L.
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Sawatzky (Knepper, 1974, p. 129-132) were then used
to define statistically significant trends.

Sawatzky’s procedure assumes that the number of
observations in any one direction is independent of the
number of observations in any other direction and that
each possible direction is equally as likely as any
other. Therefore, if the total number of observations
and the expected number of observations are known,
then the probability of making a particular number
of observations in any direction can be calculated by
use of the binomial probability theory. Thus, a statis-
tically significant direction is one having a number of
observations that are statistically improbable in a
random situation. This statistical analysis is performed
on smoothed strike frequencies of the azimuths and on
the azimuths weighted by the length of the lineaments.
The smoothing was a 3° running average for this study.
This procedure has the advantage that it is repeatable,
well defined, and, if the significance value is selected
beforehand, objective.

By use of this procedure and a 90-percent signifi-
cance value, the following statistically significant
trends were selected : west-northwest (N. 84°-70° W.),
north-northwest (N. 39°—4°W.), and northeast (N.
20°—57° E.). If an 80-percent significance value had
been selected instead, a north-south direction also
would have been identified. Figure 2 shows the histo-
grams of these data. The north-northwest and north-
east trends are very broad and may be composed of
several geologically significant subgroups of trends.
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These subgroups, however, cannot be statistically sep-
arated at a 90-percent significance value.

Aveas of complex intersections of these statistically
defined trends are identified by contouring the spatial
concentrations of lineaments of each statistically sig-
nificant trend. The measure of concentration is the
total length of lineaments within a grid cell of pre-
selected size in data units, normalized to relative
frequency, per unit area of the grid (D. L. Sawatzky,
oral commun., 1976). Inspection of contour maps
of the statistically identified trends (fig. 3) shows
the concentration of the northeast trend (fig. 3B) as
divided into four obvious zones, the north-northwest
trend (fig. 8C) is more diffuse, and the west-northwest
trend (fig. 3D) consists of a few lineaments that are
longer than average. As described in the section “Sig-
nificance of Pattern,” the north-northwest and north-
east trends are considered to be important controls of
mineralization; and so the areas of complex intersec-
tions of these two trends were selected. A complex in-
tersection is here defined as an area outlined by the
upper quartile of concentration of the trends under
consideration. Then, to simplify the presentation of the
concentration of the north-northwest and northeast
trends, these trends were contoured together, and the
upper quartile of concentration on this map, where
it outlines the areas selected on the basis of the in-
dividual trend and contour maps, was used as a map
of areas of complex intersections. This procedure was
used because a high concentration on the map of the
north-northwest and northeast trends contoured to-
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Fiaure 2.—Strike-frequency histograms and selected statisti-
cally significant intervals of the lineament map. The
smoothed strike-frequency and length-weighted strike-fre-
quency histograms have been smoothed by a 3° running
average for analysis purposes. The number of observations
in the smoothed strike-frequency histogram, 980, is the
total number of lines observed. The number of observations

in the length-weighted histogram, 1814, was derived by
weighting each lineament by its length measured to the
nearest hundredth of an inch on a map at a scale of
1:1000000. The statistically significant intervals is a box
diagram of which intervals were selected at a 90-percent
significance value and has no vertical scale.
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F16URE 3.—Maps of lineament concentrations. Units of contour are in normalized lengths of lineaments per 0.3-in
(0.08-cm) unit cell times 1000. A, All lineaments. B, Northeast trend. €, North-northwest trend. D, West-northwest

trend.

gether could result from a high on the north-north-
west map or on the northeast map or on both. Only
those areas where both the north-northwest and the
northeast concentrations are high are of interest. The
selected areas are shown in figure 4.

Figure 4 also shows the location of areas of hydro-
thermal alteration. These areas were defined by means
of the image-processing procedures as used by Rowan
and others (1974) at Goldfield, Nev., and have not all
been field checked. These altered areas are predomi-
antly on the flanks of the northeast zones, suggesting
a genetic relationship of the alteration to the north-
east trend. Also note that the only known porphyry
copper deposits, Cananea, Los Pilares, and La Caridad,
are located on these northeast zones and that Bisbee,

Ariz., is on the projection of the northeast zone through
Cananea.

SIGNIFICANCE OF PATTERN

The pattern of lineaments and alteration, which is
described above, is spatially related to known mineral-
ization at Cananea, La Caridad, and Los Pilares; ele-
ments of this pattern, the north-northwest and the
northeast trends, actively influenced mineralization.
These trends were primarily channels along which the
mineralizing fluids intruded the rocks (R. Avala, Chief
Geologist at Cananea, oral commun., 1975; Ramirez
Rubalcaba and others, 1973 ; Tenney, 1935). With this
pattern a model can be developed that defines specific
mineral-target areas.
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FIcURE 4.—Alteration and complex intersections of the northeast and north-northwest trends. The large A’s mark al-
tered areas. The shaded areas are the selected areas of complex intersection. These areas are the quartile of con-

centration above 250.

Regional patterns

The pattern of trends of linear features and the as-
sociation with alteration and mineralization as de-
scribed in this report is not unique. On the Colorado
Plateau, Davis (1972a,b) defined a similar pattern in
the distribution of the monoclines and described this
pattern as being the shallow crustal expression of Pre-
cambrian basement fracture zones. These zones trend
N. 20° W., N. 55° E., and N. 55° E. The N. 20° W.
trend is an element of the north-northwest trend in
Sonora, and the N. 20° E. and N. 55° E. trends are
elements of the northeast trend in Sonora. Davis re-
ported that there fracture zones are spaced approxi-
mately 45 km part. In Sonora, the nontheast zones are
spaced 30-50 km apart (fig. 8). Similarly, Shoemaker,

Squires, and Abrams (1974) described a set of parallel
northeast-trending fault systems on the Colorado Pla-
teau, each of which could be traced for more than 100
km. These systems are spaced at approximately 50 km
and are observable on Landsat-1 images. They have a
Precambrian origin with continued activity to the
present and have controlled the emplacement of many
bodies of igneous rock. Thus, the pattern on the Colo-
rado Plateau is similar to that in northern Sonora,
Mexico; the pattern on the Colorado Plateau is be-
lieved to have Precambrian ancestry, and the fractures
and faults associated with it are believed to have been
active during the Laramide orogeny.

A similar pattern of fractures and faults exist in the
copper province of southern Arizona. Rehrig and
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Heidrick (1976), Anderson (1966), Schmitt (1966),

and Wilson (1962) all make a strong case for the
significance of northwest and northeast trends in con-
trolling Laramide mineralization in Arizona. The
north-south and east-west trends are given various de-
grees of significance. Rehrig and Heidrick (1976)
studied the trends of Laramide and later Tertiary
dikes, veins, and elongate stocks. For the Laramide,
they found the major trend was east-northeast +20°
with a minor west-northwest trend. Anderson (1966)
and Schmitt (1966) both attributed the northeast
trends to Laramide structures that developed under the
influence of Precambrian structures and believed the
northeast- trends to be regionally significant. Similarly,
they believed the northwest trends to be regionally
significant ; these trends have more varied origins, al-
though they are associated with northwest-trending
Laramide and Tertiary faults. Specifically, Peterson
(1962) concluded that mineralization in the Globe-
Miami district of southern Arizona is controlled by a
10-km wide northeast-trending belt that originated in
the Late Cretaceous or early Tertiary, but probably
reflects a Precambrian zone of weakness. In other
Arizona deposits, the regional control and the signifi-
cance of Precambrian control is not so well understood.
Noble (1970) also supported northeast trends in his
study of the metallogenic provinces of western North
America. The porphyry copper province of southern
Arizona is shown as an elongate northeast-trending
tract that is truncated on the southwest by a northwest-
trending line.

Sonoran patterns

From limited detailed geologic mapping that has
been done in northern Sonora, aspects of this same
pattern can be documented. The new metallogenic map
of Sonora (G. A. Salas, written commun., 1976), as
contoured in figure 5, shows northeast trends of den-
sity of mineral occurrences that correlate with the
northeast lineament zones. For the area in the Sierra
Madre southeast of Hermosillo, King (1939) has
shown that most of the major north-northwest trend-
ing ranges are fault bounded. Most of this deformation
apparently occurred during and since the Late Creta-
ceous. Similarly, at Los Pilares mine, the major struc-
tural control is a northwest-trending fault zone that is
augmented by east-west fractures (Tenney, 1935).
Imlay (1939) and Taliaferro (1933) found a well-de-
veloped zone of west-northwest trending faults and
dikes from the international border to 80 km south of
the border. This west-northwest trend is believed to
be related to the northern end of the Mexican geo-
syncline (Imlay, 1939) or parallel to the Texas linea-

o 111 30’ 110°30’ 109°30’
o \ {5 unitkp/ / Bisbed/STATES ]
e Nogalest— 1" 6 L
—w : GCD Can\a;e—;./ MEXICO
N
_/‘\ El Alacran
o 6.
[ ]
Santa Ana 10 Nacozari Los Alisos
C ,geLa Caridad
Los Pilares
6
29° |
30
Hermosxllo /P

O 50 100 KILOMETERS

Fieure 5.—Concentration of mines and prospects,
‘Sonora, Mexico. The unit of measure is the number
of mines per 30’ area and was contoured at inter-
vals of 1, 6, and 10 mines and prospects per unit
area. No weighting for the size of the mines was
used. Original data from the metallogenic map of
Sonora, Mexico (G. A. Salas, written commun., 1976).

ment zone. Similarly, at Cananea, the north-north-
west and west-northwest trends are well developed (R.
Avala, Chief Geologist at Cananea, oral commun.,
1975), and the northeast trend also is observed.

In detailed studies by Ramirez Rubalcaba and others
(1973) at El Alacran and Los Alisos, northwest and
northeast trending faults and fractures were observed.
The hydrothermal alteration in both of these areas
occurs in association with faults of northwest and
northeast trends. At El Alacran, an induced-polari-
zation survey was conducted which shows a dominance
of northeast-trending structures.

From these referenced reports in which the Creta-
ceous and younger sedimentary and volcanic rocks
are described, the north-northwest and west-northwest
trends seem to be well documented. The north-north-
west trends are related to block faulting and commonly
occur on the flanks of the ranges. The west-northwest
trends have been related to faults and dikes. In areas
of mineral prospects, the northeast trend is observed
in detailed studies and is related to faults and frac-
tures.

The northeast trend is apparently not obvious to
field mappers, except where the field mapping involves
Precambrian rocks. Salas (1968) studied the Pre-
cambrian rocks near Santa Ana, Sonora, and detected
the following:
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1. The lineations in Precambrian rocks trend on
the average northeast (N. 25°-45° E.).

2. The faults trend north-south, northeast, and
northwest.

3. The fractures and joints trend predominantly
northeast with a complementary, less well devel-
oped set trending northwest.

Salas (1968) also showed that the northeast trend
is well developed in the Cenozoic extrusive rocks and
the Tertiary sedimentary rocks, and the northwest and
northeast trends are both well developed in the in-
trusive rocks. Furthermore, the northeast trend controls
the development of smaller streams and arroyos; even
a trellis pattern was observed to have these trends
(Salas, 1968).

Salas (1968) further reported the occurrence of Pre-
cambrian cataclasites, mylonites, and phyllonites. These
rocks are related to major fault zones and, on the basis
of field relationships, were determined to be of Pre-
cambrian age. The Precambrian age is supported by
the radiometric dating of related rocks in this part
of Sonora. Ages of 1.7, 1.4, and 1.1 billion years have
been documented by Anderson and Silver (1970).

In central Mexico, a northeast trend also has been
observed in Landsat-1 images and has been checked
in a few places by G. P. Salas (written commun., 1975).
He reported north-northwest, northwest, and northeast
trends and stated that complex intersections of north-
west and northeast trends are important controls of
mineralization in Mexico. This conclusion is similar
to the conclusion that Mayo (1958) and Schmitt
(1966) derived for Arizona.

Three statistically significant trends of lineaments
are observed in the Landsat-1 images of northern
Sonora. These trends are west-northwest, north-north-
west and northeast. The west-northwest and north-
northwest trends seem to be well documented as related
to major faults, the west-northwest trend as related to
faults and dikes,and the north-northwest trend as re-
lated to block faulting. The northeast trend is less well
understood, but it apparently is a trend of joints and
faults. These fractures may be related to Precambrian
fault zones or shear zones that were reactivated during
the Laramide orogenic activity in Sonora. This pattern
and the ages of ‘activity are consistent with the rela-
tionships observed in southern Arizona, the Colorado
Plateau, Mexico, and the Colorado mineral belt.

PROPOSED MODEL AND TARGETS

The pattern of fractures and faults of the model is
very much like that in the Colorado mineral belt. T
propose that this comparison with the Colorado min-

eral belt is valid and that exploration targets can be
developed as a result of this comparison. The mineral-
ized areas in the Colorado mineral belt, and, therefore,
the exploration targets in Sonora have the following
characteristics that can be interpreted from Landsat-1
data:

1. Complex intersection of the north-northwest-
trending faults with the northeast-trending frac-
ture zones.

2. Association of intersections with hydrothermal
alteration.

These characteristics were derived by Tweto and Sims
(1963) for the Colorado mineral belt, and they fit the
observations derived from Landsat-1 images of
Sonora, Mexico. The type of analysis presented here
for Sonora was used by S. M. Nicolais (XKnepper,
1974, p. 155-168) to define areas of known economic
mineralization along the Colorado mineral belt.
Areas with both characteristics are shown in figure
4. These target areas are being evaluated further on
the basis of regional geophysical and regional geo-
chemical data to test the validity of the selection
and to further define target areas. After this further
evaluation, those areas that still appear promising
will be investigated by more detailed techniques.
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PORPHYRY-TYPE METALLIZATION AND ALTERATION AT LA FLORIDA
DE NACOZARI, SONORA, MEXICO

By TED G. THEODORE and MIGUEL PRIEGO DE WIT*
Menlo Park, Calif.; Mexico 7, D. F.

Abstract.—Pervasive secondary biotite-rich mineral assem-
blages, characteristic of potassic alteration found in the cores
of most commercial porphyry copper systems, are associated
spatially with a conspicuous color and a geochemical anomaly
at La Florida de Nacozari, Sonora. These composite biotite-
magnetite assemblages, with or without actinolite, quartz,
rutile, sphene, chalcopyrite, and pyrite assemblages, are pri-
marily the result of early dispersed biotitic (EDB) alteration
of andesite. The bulk of the near-surface copper in the area,
however,  was introduced later by veins that cut the EDB-
altered andesite. These late veins are distinguished by a quartz-
calcite-chlorite+laumontite+chalcopyrite assemblage, and the
chalcopyrite in these veins may reflect upward remobilization
of deep EDB copper by fluids associated with the emplace-
ment of nearby coarse-grained granite. Fluid-inclusion rela-
tions in the late veins suggest that their fluids were nonboil-
ing and relatively dilute.

At least 25 porphyry copper deposits occur along a
300-kilometer linear belt that extends from Sacaton,
Ariz. to La Caridad, Sonora. This structural belt,
recognized for many years (Mayo, 1958; Schmitt,
1959; Lowell, 1974; and many others), trends about
N. 35° W. (fig. 1) and is partly coinicident with late
Mesozoic and early Tertiary granitic plutons, whose
exposed parts are elongated in a similar direction.
This linear belt containing porphyry copper deposits
may also reflect a northwest-striking zone of structural
weakness in the Precambrian basement that was re-
activated during Mesozoic and Tertiary time and pro-
vided conduits for ascending magmas and fluids

(Drewes, 1976). North of the international border the .

belt, as outlined by rocks judged to be the most favor-
able hosts for major copper deposits, pinches and
swells broadly (U.S. Geological Survey, 1973, 1974) ;
in Mexico the belt, as now known, seems to be more
narrowly defined by a discontinuous set of conspicuous
color anomalies. These color anomalies, formed pri-
marily by the oxidation of disseminated iron sulfides,
are especially conspicuous in Sonora between the two
commercial porphyry copper deposits at Cananea and

1 Consejo de Recursos Minerales, Mexico 7, D.F.

La Caridad and at Cananea itself. Qutcrops at some of
these color anomalies contain visible chalcopyrite and
molybdenite in addition to secondary copper minerals.
One of these color anomalies occurs in an area of 10
square kilometers in the vicinity of the La Florida
mine, an inactive gold-silver mine about 3 km west-
northwest of the town of Nacozari and about 15 km
northwest of the prophyry copper deposits at La
Caridad (fig. 2). The area is in the Basin and Range

-province of Sonora and straddles, in aneast-west direc-

tion, the en echelon junction between two north-trend-
ing ranges, the Sierra Copercuin and the Sierra
Cobriza. The intense reddish color of many outcrops
in the vicnity of the old workings at the La Florida
mine generated renewed interest in the area in the
1960’s, when a resource evaluation of Sonora was joint-
ly undertaken by the United Nations and the Mexican
Government (United Nations, 1969). This evaluation
eventually culminated in an extensive drilling pro-
gram by industry and the Government (Amaya, 1971;
Vazquez and Islas, 1971) that outlined some low-
grade hypogene copper metallization around La Flor-
ida.

In 1972 a Scientific and Technical Cooperative Agree-
ment was signed by the Secretaries of State of Mexico
and the United States, and in 1974 a cooperative proj-
ect between the U.S. Geological Survey and Consejo
de Recurso Minerales was initiated. The prime focus
of the project is to evaluate various geochemical ex-
ploration techniques in the Sonoran desert environ-
ment. The metallized rocks at La Florida were selected
for some of the initial geophysical, geochemical, and
geologic investigations in order to provide informa-
tion on a known mineralized area to compare with
other regional studies being conducted as part of the
project. As members of this investigation, the authors
spent 3 weeks mapping the geology and alteration of
about 30 km? at La Florida; these field studies were
supplemented by standard petrologic and X-ray exam-

59



PORPHYRY-TYPE METALLIZATION AND ALTERATION, SONORA, MEXICO

420

500
J

0
L

lKIL;)ME'IEERSl
EXPLANATION

Hl Mesozoic intrusive rocks
© Major porphyry copper deposit

1090

o“* ,r*

]

|

|

I

P

|

|

~~~~~~~ !
T_~_

ARIZONA

g—Canoneu 0
% )
Lo Florida—ﬁo o1
d %\C

La Carid
a ida ;“\?}-
\c

P\>

F1eure 1.—Location of Jurassic and Late Cretaceous and (or) early Tertiary porphyry deposits in southwestern
United States and northwestern Mexico, and Mesozoic intrusive rocks in southwestern United States. From

Lowell (1974) and Jerome and Cook (1967).

ination of about 125 rock samples of outcrop and drill
core. This report describes the geology, classic
porphyry-type alteration assemblages (Creasey, 1966 ;
Meyer and Hemley, 1967; Lowell and Guilbert, 1970),
and exploration possibilities of the La Florida area.
Acknowledgments—Our study of the La Florida
area was facilitated greatly by the excellent logistic

support provided us by other members of the joint
U.S.-Mexican team. Fruitful discussions were held in
the field and office with Dr. José Luis Lee M., project
coleader who first introduced us to the geology and
geochemistry of the La Florida area. In the field, we
were assisted by Ing. Luis Caire, Ing. Juan Morin,
Ing. Arturo Gomez, and Ing. Antonio Ortiz. The staff
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of the Nogales office of the Consejo de Recursos
Minerales graciously laid out many hundred of meters
of drill core for us. to inspect. Field expenses in
Mexico for one of us (T. G. Theodore) were paid
partly by National Science Foundation Grant AG525
to the U.S. Geological Survey.

GENERAL GEOLOGY

The La Florida area is lithologically and structurally
complex (fig. 3). Table 1 summarizes the stratigraphic
units éxposed in the La Florida area. Regional strati-

graphic assignments of the rocks at La Florida, how-
ever, necessarily must be tentative until in-depth
studies of the stratigraphy and structure of the region
are completed. The block of rocks making up the topo-
graphically high core of the area consists of steeply
dipping, tightly folded, and metamorphosed Early
Cretaceous quartzite, limestone, conglomerate, and
tuff, and Cretaceous or Tertiary andesite, all of which
have been partly intruded by Cretaceous or Tertiary
dacite porphyry. The age of the metasedimentary
rocks is not established firmly. Four previous recon-
naissance geologic studies in the Sierra Copercuin
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CORRELATION OF MAP UNITS
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DESCRIPTION OF MAP UNITS
COLLUVIAL DEPOSITS - Locally well-stained by iron oxide

QTv | VALLEY FILL- Sand, gravel, and conglomerate. Shaliow dips

QTb Baosalt

Tr RHYOLITE DIKES AND PLUGS

GRANITE OF SIERRA COPERCUIN

GRANITE OF SIERRA COBRIZA

VALLE ANDESITE OF McANULTY (1970)

REPRESO MEMBER OF EJIDO RHYOLITE OF McANULTY (1970).
Includes:

TKrr Rhyolite tuff
TKrbx Volcanic breccia
TKrb Black andesite
TKra Andesite tuff

TKrp Dacite porphyry - Locally interbedded

TKru

DACITE PORPHYRY-Plugs, sills, and flows

| ANDESITE - Pervasively oltered and mineralized

Represo Member, undivided, of Cerro Florida

E QUARTZITE, LIMESTONE, CONGLOMERATE, AND TUFF-
Metamorphosed. Questionably correloted by McAnulty (1970)
with the Lower Cretaceous Bisbee Group of Ransome (1904)in
southeastern Arizono

Kms Skarn-Converted from limestone as at the La Lily mine

suggested that the age of the limestone and marble-
bearing metasedimentary rocks there is either unknown
(Wade and Wandke, 1920; Consejo de Recursos
Naturales No Renovables, 1967) or Paleozoic (Imlay,
1989 ; Fries, 1962). McAnulty’s study (1970), based on

lithologic and stratigraphic similarities of these sedi-
mentary rocks to the Lower Cretaceous Bisbee Group
of southeastern Arizona (Ransome, 1904), suggested

“ that the sequence of metasedimentary rocks exposed in

the Sierra Copercuin may be Early Cretaceous. In this
report, we accept McAnulty’s (1970) correlation of
these rocks with the Bisbee (fig. 3); we have not,
however, subdivided the metasedimentary rocks, other
than to show some skarn, because of the limited extent
of our mapping. In the area studied, gray-green
andesite of Cretaceous or Tertiary age crops out
mainly in three areas on both the east and the west
flanks of the range. The three main outcrops are ir-
regularly shaped areas that range in area from 0.25
to 0.75 km? and have a subdued topography with gentle
slopes, except for several deeply incised arroyos.
Several deep drill holes, whose locations are not
shown in figure 3, were collared in andesite and bot-
tomed in metaquartzite (Vazquez and Islas, 1970),
suggesting to us that the andesite was deposited uncon-
formably as a volcanic flow on the metasedimentary
sequence. The andesite is intensely hydrothermally
altered, and it hosts the bulk of the known copper
metallization in the area. Porphyries, mostly dacitic
in composition, make up a silicic lava complex con-
sisting of near-surface intrusions, flows, and sills that
are partly intrusive into the andesite and the metasedi-
mentary rocks. These variably altered porphyries
compose part of the Lily Formation of McAnulty
(1970). Previously formed structural discontinuities,
including faults and unconformities, localized emplace-
ment of the intrusive porhyries. Some outcrops of the
porphyries include abundant fragments of the meta-
sedimentary. wallrock.

Cretaceous or Tertiary volcanic rocks, assigned by
McAnulty (1970) to the Represo Member at the base
of his Ejido Rhyolite, rest with a slight angular un-
conformity on the sequence of rocks described above.
‘Where it crops out on the flanks of the range, the
Ejido Rhyolite dips shallowly outward from the core
of the range. Near the La Florida mine in Cerro
Florida, the Represo Member is undivided and com-
prises air-fall or rhyolitic ash-flow tuff, minor amounts
of intercalated porphyritic andesite flows, and sandy
beds of volcaniclastic debris. A diamond drill hole
(DDH-20, fig. 3), collared in uncompacted rhyolitic
crystal-lithic tuff in the Represo Member, penetrated
about 102 meters of the member before passing into
dacite porphyry (Vazquez and Islas, 1970). Locally
the Represo Member is intensely hydrothermally
altered; it is bleached, silicified, and flooded with
white mica-pyrite-quartz-carbonate+ potassium feld-
spar mineral assemblages. West of Rancho El Alamito
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TABLE 1.—Stratigraphic units exposed in the La Florida area, near Nacozari, Sonore
Formation Age Thickness Lithology
(meters)
Valley fill Quaternary or 30 Sand, gravel and conglomerate;
Tertiary includes minor basalt

Valle Andesite of Tertiary 200 Andesite, partly altered
McAnulty (1970)

Represo Member of thé Tertiary or 60-300 Rhyolitic tuff, volcanic breccia,
Ejido Rhyolite of Cretaceous andesite, andesitic tuff
McAnulty (1970)

Andesite Tertiary or 90-170 Andesite, metallized

Cretaceous
Quartzite, limestone, Early Cretaceous 500+ Metamorphosed

conglomerate, and tuff

near Cerro Barrigén (fig. 3), the base of the Represo
Member is not exposed. Here we divided the member
into five units. A basal andesitic tuff is interbedded
with a dacite porphyry and a distinctive black ande-
site. These units appear to be overlain unconformably
by volcanic breccia that contains remarkable concen-
trations of secondary pyrite and epidote. The upper-
most unit of the Represo Member here is a rhyolite
tuff that is also locally altered and pyritized.

A small lobe of the widespread Tertiary Valle Ande-
site of McAnulty (1970) extends from southeast of
Nacozari into the east-central part of the study area.
The Valle Andesite here crops out in an area of about
1 km? and rests stratigraphically on the undivided
Represo Member. The Valle Andesite is the basal
formation of the regionally extensive suite of cale-
alkaline volcanic rocks that surrounds the nearby
loci of major copper metallization at Pilares and La
Caridad (Chiapa and Thoms, 1971). Chiapa and
Thoms refer to the Valle Andesite as the “andesites of
the area west of Pilares.” In the La Florida area, only
a small part of the Valle Andesite is altered. Where
exposed, the altered rock contains mostly assemblages
of quartz, chlorite, epidote, pyrite, and chalcopyrite.
It is important to note that this formation is the
youngest volcanic unit exposed in the area that con-
tains copper metallization. Locally, near the base of
the Valle Andesite, there are some dacite and rhyoda-
cite flows (not shown in fig. 3) ; they contain a micro-
crystalline groundmass of alined plagioclase micro-
lites and also some wispy flow bands of devitrified
glass that in very small domains show a well-de-
veloped eutaxitic texture.

Several coarse-grained Tertiary granite plutons and
many small rhyolite dikes crop out at La Florida
(fig. 3). (We categorize the coarse-grained rocks using

the modal classification of Streckeisen and others
1973). On the north, the granite of Sierra Copercuin
intrudes the Cretaceous metasedimentary rock. Near
the south edge of the area of figure 3, two small
plutons of the granite of the Sierra Cobriza crop out
in an area of about 2 km? and intrude the Cretaceous
or Tertiary dacite porphyry. McAnulty (1970) com-
bined the granite of the Sierra Copercuin and the
granite of the Sierra Cobriza into a single map unit,
his Carolina stock. Although these two granites of
ours are probably about the same age and have the
same overall chemical composition, we nonetheless
differentiate between them because the granite of the
Sierra Cobriza seems to be more intensely altered by
secondary fluids than the granite of Sierra Copercuin.
Textures of both units are generally hypidiomorphic-
granular; however, a porphyritic facies is present
locally. This facies exhibits some droplike intergrowths
of quartz and alkali feldspar similar to those from
copper-bearing porphyries elsewhere in the Basin and
Range province. The porphyritic facies grades into
the hypidiomorphic one. The most common type of
secondary alteration in the granite of the Sierra
Cobriza is white mica, quartz, and pyrite along frac-
tures and joints that cut the unit. This sericitic altera-
tion is not notably pervasive through the unit. Many
narrow rhyolite dikes occur throughout the La Florida
area; most of them have a northwest-southeast strike
parallel to the swarm of rhyolite dikes north of the
Carolina mine (fig. 3) mapped by McAnulty (1970).
Most of these dikes are also hydrothermally altered by
a quartz-white mica-pyrite assemblage.

Some unaltered and unmetallized basalt flows crop
out near the northeast corner of the area; these rocks
underlie and are partly interbedded with the uncon-
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solidated Tertiary or Quaternary gravel that fills the
valley east of La Florida.

Several faults in the La Florida area are important
premetallization structures that localized fluids as-
sociated with some of the alteration assemblages. One
-of these, the La Florida fault (fig. 3), is probably the
major structural feature in the area mapped. The La
Florida fault is a north-south-striking east-dipping
normal fault that includes a zone of shattered and
iron-oxide-stained rock as much as 0.3 km wide along
its trace near the southern part of the area. The now
inactive and inaccessible workings of the La Florida
mine penetrated copper- and precious-metal-bearing
veins along the fault. The width of shattered clayey
rock and numerous individual fault strands along this
fault zone further suggest a history of repeated move-
ment, perhaps continuing long after circulation of
metal-bearing fluids ceased. On the basis of the
present position of the base of the Represo Member
east of the La Florida fault zone, cumulative vertical
separations across the fault zone measure at least 200
m in the general area of the La Florida mine. The
amount of offset apparently decreases from south to
north. In the general area of the Cretaceous or
Tertiary andesite just northeast of the La Florida
mine, the zone seems to have stepped en echelon
toward the east across the andesite (fig. 3). Here
major displacements along the fault zone probably
border the andesite on the east, and the fault zone
changes its strike to about N. 30° W., which locally
parallels the trace of the Pilares fault (fig. 2). Along
the La Florida fault, the tuff of the Represo Member
is altered intensely to white-mica and pyrite assem-
blages. McAnulty’s (1970) map of the area north of
the Carolina mine (fig. 3) sliows a continuation of the
La Florida fault zone that brings granite of the Sierra
Copercuin against several members of the Ejido Rhyo-
lite and against the valley-fill gravel. North of the
Carolina mine the La Florida fault resumes its overall
north-south strike.

METALLIZATION AND ALTERATION

The bulk of the copper metallization outlined by
drilling centers on the andesite that crops out in a
0.75-km? area northeast of the La Florida mine (fig.
3). The andesite, locally at least 170 m thick, is prob-
ably a flow; it may reflect some of the earliest vol-
canism in this province during Late Cretaceous or
early Tertiary time. Exposures of the andesite com-
monly contain supergene copper minerals, mostly
chrysocolla and malachite. Vazquez and Islas (1971)
documented a bedrock geochemical anomaly from
this area northeast of the La Florida mine. Copper

concentrations range from 530 to 3500 parts per mil-
lion. At depth below the oxide zone, copper typically
is dispersed through the andesite in concentrations that
range from a few tenths of a percent to almost 2 per-
cent by weight. Analyses given in Vazquez and Islas
(1970) show the distribution of copper and molyb-
denum in drill hole DDH-5 (fig. 4), which was col-
lared 0.25 km south of the main exposure of the ande-
site (fig. 3). About 150 m of dacite porphyry, which
is intrusive into andesite and which we judge to have
accompanied the early stage alteration of the andesite,
was penetrated by drill hole DDH-5 (fig. 4). Copper
concentrations in the porphyry range from 50 to 1900
ppm (Vazquez and Islas, 1970). In this hole, the ande-
site was found at depths from 212 m below ground
surface to the bottom of the hole at 385 m below ground
surface. Copper as chalcopyrite is the dominant metal
introduced into the andesite. Vazquez and Islas (1970)
stated that gold was not detected in any samples of
the andesite at a lower limit of detection of 0.1 ppm,
silver occurs at concentrations of 5-13 ppm, molyb-
denum at concentrations of 20-150 ppm, and zinc at
concentrations of 65-230 ppm. There are some notable
concentrations of zinc in the hole in rocks assigned
to the Represo Member. Zinc was found at concen-
trations up to 7000 ppm near the top of the hole in.
a few 3-m intercepts of highly altered andesite be-
longing to the undivided Represo Member.

The introduction of hypogene copper into the an-
desite at La Florida reflects metallization during two
stages of hydrothermal alteration. An early dispersed
replacement stage was first, wherein chalcopyrite was
introduced penecontemporaneously with a strong
flooding of the andesite by high concentrations
of very fine grained secondary biotite. This early
dispersed biotitic (EDB) stage was followed by a
quartz-calcite-chlorite stockwork vein stage containing
significant concentrations of additional chalcopyrite
and the zeolite, laumontite (CaO-Al,0;-4Si0O.
*4H,0). The bulk of the copper was introduced into
the andesite during this event. Representative textural
relations result from these two major postmagmatic
events (fig. 5 and 6). Quartz-white mica-pyrite altera-
tion at La Florida has affected rocks as young as the
granite of the Sierra Cobriza and the rhyolite dikes.
Textural relations among these various alteration types
suggest that quartz-white mica-pyrite alteration oc-
curred penecontemporaneously with the quartz-calcite-
chlorite stockwork veins.

In our study at La Florida, we have been able to
determine the relative age of copper metallization but
not the radiometric age. Most likely, however, the age
of metallization is Late Cretaceous or early Tertiary.
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F1eure b.—Photomicrograph showing textural relations of
early dispersed biotitic alteration of andesite at La Florida.
Sample from drill hole DDH-5, 293 m below ground sur-
face. B, biotite; P, plagioclase; M, magnetite; Q, quartz.
Plane-polarized light.

The epigenetic introduction of copper (as chalco-
pyrite) into the andesite probably reflects circulation
through the andesite of fluids associated with the
emplacement of the dacite porphyry. McAnulty (1970)
recognized the importance of this porphyry (his
quartz-feldspar porphyry stock and dike unit) in the
genesis of this porphyry copper system; however, he
ascribed the bulk of the copper metallization to a
small porphyry body that crops out near the La
Florida mine. We believe that the entire porphyry
complex must be considered as potential source for
the fluids; our reasons for this are detailed below. A
few absolute ages of intrusion and metallization are
available from some other nearby areas for compari-
son. Damon (1968) reported an age of 54+1.6
million years for metallization at the Guadalupe mine,
near La Caridad; this is based on a determination of
the age of pegmatitic biotite using the potassium-argon
method. Livingston (1973) found that at La Caridad
a suite of hydrothermally altered premetallization
intrusive rocks yielded 54.0+1.6 —48.9+1.9 m.y. by the
potassium-argon method. P. E. Damon (oral commun.,
1976) also found that biotite from a quartz monzodio-
rite sampled near Batamote (about 16 km northwest
of La Florida) has a 55.4+1.2 m.y. age. All of these
absolute ages fall into either the Paleocene or the
Eocene Epoch.

EARLY DISPERSED BIOTITIC ALTERATION

The EDB alteration is the most penetrative type of
alteration present in metallized andesite and is men-

OISmm

FIGURE 6.—Photomicrographs showing textural relations of
early dispersed biotitic alteration. A, EDB-altered andesite
cut by late-stage stockwork vein, containing abundant
quartz (Q) and chalcopyrite (cp), mantled by a quartz-
and white-mica-bearing alteration envelope (wm). B, Quartz
(Q), chlorite (cl), laumontite (L), and chalcopyrite (cp)
in the vein. Sample from drill hole DDH-5, 293 m below
ground surface. Partially crossed nicols.

tioned briefly by Salas and Hollister (1972). Greenish-
brown biotite, the dominant indicator mineral of this
alteration stage, is ubiquitous in the andesite. This sec-
ondary biotite is undoubtedly rich in magnesium, and,
at La Florida, rarely occurs in veins that cut the igne-
ous fabric of the andesite. Instead, this biotite, in places
accompanied by secondary magnetite and other min-
erals, pervades the andesite and locally composes as
much as 60 percent of it. The secondary biotite re-
places plagioclase laths along their margins and pene-
trates plagioclase crystals along cleavage and twin
planes but mostly occurs in the groundmass of the
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rocks. Because few veins are associated with this stage
of alteration, we suggest that the flooding by secon-
dary biotite was a relatively passive event and that the
andesite was not yielding by brittle failure during
EDB alteration. Much of the plagioclase interjacent
to the biotite appears unaltered under the microscope;
phenocrystic laths have a composition in the range
An;s;_q and 0.1~ to 0.2-millimeter-long microlites are
roughly An, in composition. Plagioclase zoning is
normal and in places very pronounced. Typically,
interstices between poorly oriented plagioclase crystals
are filled by dense mats of very fine grained secondary
biotite that include equant granules of magnetite.
Some specific mineral assemblages of the EDB altera-
tion observed are:

a. biotite-apatite-quartz-rutile-magnetite ;

b. biotite-chalcopyrite-pyrite-magnetite;

c.” biotite-actinolite-magetite-quartz-chalcopyrite-
epidote;

d. biotite-sphene-magnetite; and

e. biotite-white mica-magnetite-pyrite.

In addition, secondary amphibole present in these
rocks is pale blue green under the microscope and
presumably is a variety of actinolite that is inter-
mediate in composition between the end members
tremolite and ferrotremolite (Deer and others, 1963).
Where this actinolite is abundant in the andesite,
some clouding of plagioclase has also occurred as a
result of the presence of minute secondary minerals.
Some clots of intergrown actinolite and secondary
biotite seem to have replaced primary hornblende and
primary biotite, which occur locally in minor amounts
as relicts in the andesite. In outcrops of andesite, the
disseminated chalcopyrite has been altered by super-
gene fluids to malachite and (or) chrysocolla.

Our petrographic and field observations suggest that
the intensity of the EDB alteration varies laterally and
vertically through the andesite. In the general area
of drill hole DDH-8, near the west edge of one major
body of andesite (fig. 3), the andesite seems to be re-
placed to a greater extent by actinolite-bearing EDB
assemblages than it is in andesite penetrated by DDH-
12, which is near the easternmost part of the body. We
found no actinolite in the four samples of andesite we
examined from 243 m of this unit penetrated by drill
hole DDH-12. The variability of EDB alteration with
depth is reflected in the andesite penetrated by drill
hole DDH-5. In this hole, the six samples of andesite
examined, ranging from 229 m to almost the very
bottom of the hole at 385 m below the collar, show a
progressive increase in the intensity of EDB altera-
tion with depth. The most intensely altered rock is

the deepest sample, which shows plagioclase laths
that are now diffuse shadows of their former crystal
outlines because they have been heavily permeated by
EDB alteration minerals. In this hole, however, actino-
lite is not found in the rocks that contain the highest
concentration of EDB minerals. Instead, actinolite
seems to be confined to some domains of the andesite
originally rich in primary amphibole.

We want to stress the fact that rockscontainingEDB
alteration are not notably enriched in copper at the
levels of the porphyry system penetrated by the drill
holes. Nevertheless, as we described above, there are
minor amounts of sulfide (chalcopyrite and pyrite)
dispersed through and intergrown with EDB assem-
blages containing abundant secondary magnetite.
Early-stage chalcopyrite appears to be evenly distri-
buted through rocks of the biotite and biotite-actinolite
assemblages, in contrast to that reported by Carson
and Jambor (1974) in some porphyry prospects in
British Columbia and by Lanier, Folsom, and Cone
(1975) in the Bingham, Utah, porphyry deposit. Our
failure to recognize such a relation may reflect a low
contrast in copper concentrations between these two
EDB assemblage types, a difference in concentration
that was overwhelmed by the subsequent deposition of
additional copper in stockwork veining during the
succeeding quartz-calcite-chlorite vein stage. Some
chalcopyrite and pyrite are found locally intergrown
with and temporally part of the most intense EDB
alteration; however, the overall copper content is still
not very high. We examined samples from drill hole
DDH-5 between depths of 381 and about 385 m. These
samples show some of the strongest EDB alteration
found ; however, copper concentrations do not exceed
0.12 percent.

Minerals diagnostic of EDB alteration were found
in only two other rock units at La Florida: the
metasedimentary rocks and the dacite porphyry. Al-
teration of quartz-rich metasedimentary sequences
commonly yielded a biotite hornfels (quartz-biotite-
white mica-tourmaline = garnet + epidote + magnetite
+sulfide composite assemblages); some metasedimen-
tary rocks near the granite of the Sierra Cobriza were
metamorphosed to a hornblende hornfels; alteration of
carbonate-rich beds at the La Lily mine (fig. 3)
yielded garnet-pyroxene skarn (Nasser Nasser, 1968)
or epidote skarn probably derived from a garnet skarn.
Although not very abundant, there nonetheless is some
secondary biotite and potassium feldspar in the dacite
porphyry dispersed locally through the groundmass
of the dacite porphyry on the Sierra Cobriza, at
least 4 km south of the major body of metallized
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andesite. The restriction of EDB alteration assem-
blages to the older rock units in the area (the metasedi-
mentary, dacite porphyry, and andesite units) sug-
gests that all rocks younger than these, including the
Represo Member, the Valle Andesite, and the granites
of the Sierra Cobriza and the Sierra Copercuin, were
not present prior to the EDB alteration stage.

QUARTZ-CALCITE-CHLORITE ALTERATION

A mineral assemblage including quartz, calcite, and
chlorite is common to most of the late hypogene stage
veins that cut EDB-altered andesite. These calcic veins
range in width from 0.5 to 10.0 mm, and their minerals,
which became stable as the porphyry system evolved,
are the ones primarily associated with the bulk of the
copper anomaly determined in the exposures of the
andesite. Some specific mineral assemblages in these
veins are as follows:

a. chlorite-calcite-quartz-epidote-pyrite-sphalerite ;

quartz-pyrite-chalcopyrite-chlorite;

c. calcite-quartz-chlorite-chalcopyrite-magnetite ;

d. calcite-laumontite;

e. laumontite-quartz-chalcopyrite- pyrite-magne-
tite-sphene (trace)-calcite (trace);

f. quartz-calcite-chlorite-sphene-pyrite-chalcopy -
rite-sphalerite ( ¢, trace)-white mica (trace);

g. quartz-calcite;

h. quartz-calcite-laumontite-chalcopyrite;

1. quartz-chlorite-calcite-chalcopyrite; and

j. molybdenite-quartz-calcite-epidote-albite.

Wallrock alteration adjacent to these veins forms
narrow envelopes variably penetrative into the sur-
rounding EDB-altered groundmass. Many of the en-
velopes measure several millimeters across, and they
may consist of (1) alteration of EDB biotite to white
mica and (or) chlorite, (2) crystallization of sphene,
(3) alteration of some plagioclase to white mica and
possibly kaolinite, and (4) introduction of quartz.
Samples from some localities indicate that the bulk of
the EDB biotite has been altered to chlorite and that
epidote has crystallized as irregular small clots re-
placing the cores of plagioclase crystals. Alteration
assemblages that include chlorite, calcite, and quartz
are found at La Florida in rocks as young as the
Valle Andesite. Some outcrops of volcanic breccia be-
longing to the Represo Member, northwest of Rancho
El Alamito (fig. 3), include widespread and abundant
concentrations of epidote and pyrite that probably
formed penecontemporaneously with the quartz-calcite-
chlorite veins.

The dacite porphyry initially contained more potas-
sium and less iron and magnesium than did the

andesite; consequently, alteration of the dacite por-
phyry by fluids associated with the quartz-calcite-
chlorite stage of alteration seems to have yielded min-
eral assemblages similar to those in the stockwork
veins and their envelopes but including some white
mica (sericite?) and kaolinite. White mica and kaoli-
nite are especially well developed in the sill of dacite
porphyry penetrated by drill hole DDH-5, where
sanidine phenocrysts have been replaced partially by
intergrown kaolinite, chlorite, caltite, and pyrite, and
some plagioclase phenocrysts (about An,;) have been
almost completely replaced by white mica. A repre-
sentative assemblage, composited from our petro-
graphic studies of the dacite porphyry, would be
quartz, chlorite, calcite, white mica (sericite?), and
epidote, with or without kaolinite, pyrite, magnetite,
chalcopyrite, apatite, and sphalerite(?). The andesite
1s strongly altered to this assemblage for a distance of
at least 3 m from the porphyry-andesite contact. In
spite of this strong alteration, some relict EDB biotite
can still be recognized in the andesite near this con-
tact.

Fluid inclusions in the late-stage veins are not well
developed; they are generally very sparse and ex-
tremely small (<5 microns). In a few larger veins,
the fluid inclusions are correspondingly larger. These
inclusions are a two-phase (liquid-plus-vapor)
type at room temperature. Most inclusions contain
more or less uniform proportions of liquid and vapor.
The vapor bubble makes up about 10-20 percent of the
volume of a typical inclusion, and, if tests were made
with a heating stage, they would most likely fill with,
liquid at relatively low temperatures (less than 250°
C). This low temperature is inferred from observa-
tions and extensive tests on similar inclusions from
other mineral deposits. We did not see any halide-
bearing or gas-rich inclusions in samples collected
from any of these veins; consequently, we believe that
the fluids associated with the late veins at La Florida
were not boiling during their emplacement (see Nash,
1976). A few small inclusions that contain daughter
minerals were noted in some secondary quartz-actino-
lite intergrowths formed during the EDB stage of
alteration; however, these daughter minerals are so
small that they could not be identified, even at magni-
fications of 1000x.. Their morphology suggests that the
daughter minerals may be anhydrite, which occurs in
many other porphyry systems. Some quartz pheno-
crysts in dacite porphyry intensely altered to white
mica, sampled in drill hole DDH-6 near the La
Florida mine (fig. 3), contain the gas-rich liquid-plus-
vapor type of inclusion.
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QUARTZ-WHITE MICA-PYRITE ALTERATION

Quartz-white mica-pyrite alteration at La Florida
has affected rocks as young as the granites of the
Sierra Cobriza and the Sierra Copercuin and the
rhyolite dikes (fig. 3). This type of alteration is not
pervasive in the granite of the Sierra Cobriza but is
instead confined mostly to structures. Outcrops of this
granite commonly show concentrations of quartz, white
mica, and pyrite along fractures and joints, a relation
indicating that some fluids associated with this altera-
tion circulated through the granite after it had solidi-
fied to the point where it could sustain brittle frac-
ture. In those localities where this alteration is per-
vasive, quartz, white mica, and pyrite are associated
with some chlorite, epidote, and very minor amounts
of tourmaline. The general paucity of tourmaline at
La Florida contrasts with the nearby La Caridad de-
posit, where tourmaline is abundant in rosettes over the
central part of the ore body (Saegart and others,
1974). At La Florida, quartz-white mica-pyrite altera-
tion is best developed, both in terms of volume of rock
-affected and in amount of alteration minerals crystal-
lized, in the Represo Member east of the La Florida
mine and along the La Florida fault zone.

PROPOSED MODEL FOR THE LA FLORIDA
PORPHYRY COPPER SYSTEM

Our geologic study suggests a multistage extrusive
and intrusive history at La Florida combined with a
related series of hypogene alteration events to compose
a porphyry-type system (fig. 7). The bulk of the
metallization is found in an andesite host rock, which
is altered intensely by superposed or telescoped
(Titley, 1975) types of alteration. Both of these dis-
tinct types of alteration occurred contemporaneously
with the introduction of chalcopyrite and very minor
amounts of molybdenite. Early EDB or potassic al-
teration was followed by late stockwork fracturing
and veining. Most of the copper was introduced during
this stockwork veining into the levels of the porphyry
system tested to date by drilling. The mineral as-
semblages of the stockwork veins are similar to propy-
litic alteration assemblages in many other porphyry
deposits. At La Florida, the bulk of the EDB altera-
tion is associated temporally and genetically, but not
necessarily spatially, with emplacement of intrusions
belonging to an extensive complex of dacite porphyry.
Although dacite porphyry crops out in several small
exposures near the largest exposures of metallized
andesite, the main mass of the dacite porphyry is ex-
posed about 2 km to the southwest, where it makes up
more of the Sierra Cobriza (fig. 8). The dacite por-
phyry also contains some secondary biotite there at
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F16uRE 7.—Schematic cross section showing sequential develop-
ment of porphyry copper system at La Florida. A, Emplace-
ment of dacite porphyry penecontemporaneously with EDB
alteration in premineral andesite. B, Subsequent emplace-
ment of granite of Sierra Cobriza associated with extensive
quartz-white mica-pyrite alteration of the Represo Mem-
ber and other units, and probably with quartz-calcite-chlor-
ite stockwork veining in andesite.

some localities, but the biotite is not as pervasive as
that in andesite. Textures of the dacite porphyry are
in places similar to intrusive rocks intimately asso-
ciated with porphyry copper mineralization clsewhere
in the Basin and Range province. Rock textures in the
dacite porphyry complex also emphasize the subvol-
canic environment of the porphyry system at La Flor-
ida. We further suggest that the evolution of the por-
phyry system at La Florida was interrupted by uplift
and erosion some time after the EDB stage of altera-
tion and that the volcanic and volcaniclastic rocks of
the Represo Member, and probably the Valle Andesite,
were deposited after uplift and erosion. The intrusive
and alteration history of the area appears to have
culminated during emplacement of the granites of the
Sierra Cobriza and the Sierra Copercuin (fig. 7).
Widespread but only locally pervasive quartz-white
mica-pyrite alteration seems to be associated genetical-
ly with the granite of the Sierra Cobriza. The chal-
copyrite-bearing quartz-calcite-chlorite stockwork veins
in the andesite may have formed preferentially in the
andesite from the same fluids that yielded the quartz-
white mica assemblages in the Represo and the granite.
We believe that the quartz-calcite-chalcopyrite vein
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stage in the andesite and the other temporally related
alteration phenomena do not reflect retrograde collapse
at the end of the EDB event. These alteration types
are best explained by a separate and discrete circula-
tion of fluids subsequent to EDB alteration. The fluids
probably were channeled by the La Florida fault zone
and were temporally related to the granite of the
Sierra Cobriza, which acted as a heat source driving
their circulation.

Physical conditions during alteration and metalliza-
tion at La Florida can be deduced from the geologic
environment of the porphyry system and by referring
the observed mineral assemblages to experimentally
determined stabilities. A probable maximum cover of
about 2 km (equivalent to about 53,000 kilopascals
lithostatic pressure and 20,000 kPa hydrostatic pres-
sure) can be reconstructed over the La Florida arca
during the late-vein stage of alteration (see McAnulty,
1970; Chiapa and Thoms, 1971). The widespread
brecciation at La Caridad suggested to Saegart, Sell,
and Kilpatrick (1974) that the associated metalliza-
tion and alteration occurred there at a depth less than
about 1 km. La Caridad is situated near the top of the
Late Cretaceous or early Tertiary volcanic pile, where-
as La Florida is near the base. Nevertheless, the geo-
logic history of the La Florida area suggests that ex-
posed parts of the porphyry system developed at very
shallow depths. Laumontite, a major constituent of
many of the quartz-calcite-chlorite-bearing veins as-
sociated with most of the chalcopyrite in the metallized
andesite and La Florida, has a fairly restricted thermal
stability. Experimental studies show that laumontite
is stable to temperatures no greater than about 225°C
at fluid pressures of approximately 50,000 kPa, under
conditions such that aqueous fluid pressure is equal to
total pressure and that minor elements are absent from
the system (Liou, 1971a, b; Winkler, 1974, fig. 15-1).
When aqueous fluid pressures are not equal to total
pressure—a reasonable assumption for the veins at
La Florida because of carbon dioxide in the system and
the very shallow geologic environment—then the maxi-
mum stable temperature of laumontite would be sig-
nificantly less than 225°C at 50,000 kPa total pres-
sure. Thus, the late-vein stage of copper metallization
at La Florida seemingly occurred at remarkably low
temperatures for a porphyry copper system. In addi-
tion, the abundant magnetite and laumontite suggest
an alkaline environment during the late-vein stage
(see Barnes and Czamanske, 1967). Temperatures dur-
ing the EDB stage of alteration, however, must have
been much higher than during the vein stage. In light
of the extensive thermometry available for many
potassic zones in other porphyry copper systems
(Roedder, 1971; Nash and Theodore, 1971; Moore and

Nash, 1974), we suggest that the EDB alteration at
La Florida most likely formed somewhere in the range
between 400° and 600°C.

SUGGESTIONS FOR EXPLORATORY PROGRAMS

The two interesting features in the La Florida area
from the viewpoint of porphyry copper exploration
are the late-stage veins that yield much of the copper
anomaly at the surface and the EDB alteration that
is present in all the metallized andesite and some of the
dacite porphyry. The extent of the EDB alteration is
especially significant if one considers that some chal-
copyrite was introduced during this alteration stage.
The late-stage veins could reflect the propylitic fringes
of a deeply buried, post-EDB porphyry system. Con-
ceivably the late veins at La Florida, which contain
chalcopyrite, might also reflect a low-temperature par-
tial remobilization of copper from a deep, possibly
commercial, source in EDB rock. Remobilization of
copper by late fluids circulating through a deposit may
be fairly common in most porphyry systems (Shep-
pard and others, 1971). At La Florida, then, one needs
to determine if there is an economic deposit of chal-
copyrite genetically associated with EDB altered rock
or with a porphyry system emplaced subsequent to the
EDB alteration. Comparisons of the widths of the al-
teration envelopes about the late-stage veins, the chal-
copyrite abundances in the veins themselves, and the
copper concentrations in the wallrocks adjacent to the
veins suggest that the vein chalcopyrite was not de-
rived locally. It therefore must have come from a
copper source at depth that may or may not be eco-
nomic. A well-conceived deep-drilling program that
builds upon the drilling already completed could pro-
vide information at depth to evaluate the entire area
thoroughly. The possibility remains, however, that the
EDB alteration at La Florida may be the root zone of
a porphyry system (Durning, 1976) that has had its
commercial parts eroded. Finally, our recognition of
secondary potassic assemblages in the dacite porphyry
complex on the Sierra Cobriza, at least 4 km south of
the main body of metallized andesite, suggests that
this complex and its gravel-covered margins must be
considered carefully in all future exploration pro-
grams.
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METAMORPHIC FORSTERITE AND DIOPSIDE FROM THE
ULTRAMAFIC COMPLEX AT THE TUOLUMNE RIVER, CALIFORNIA

By BENJAMIN A. MORGAN, Reston, Va.

Abstract.—Metamorphic forsterite (¥Fo=98) and diopside
(Wo:En:Fs=48.5:49.5:2.0) have been formed from serpen-
tinite within intensely sheared zones in the large ultramafic
complex at the Tuolumne River near Sonora, Calif. Bladelike
grains of forsterite are elongate, parallel to ¢, and have
prominent idiomorphic faces developed in (010). Metamorphic
diopside occurs as small grains, free of inclusions, in rocks
containing forsterite. The formation of forsterite and forsterite
+-diopside in serpentinite probably took place by the follow-
ing reactions:

antigorite4-magnesite—>2 forsterite4-fluid
3 antigorite4-calcite->4 forsterite4diopside<4fluid

Iron derived from the primary olivine and chromite has been
oxidized almost entirely to magnetite and may be treated as
an indifferent or accessory component. Stratigraphic recon-
struction indicates that the total load pressures probably did
not exceed 3 kilobars. At these pressures, the reaction should
take place between 400° and 500°C with a fluid composition
ranging from nearly pure H:0 to less than 5 mole percent
CO.. The restriction of forsterite and forsterite+4-diopside to
shear zones may be attributed to the presence of carbonate in
‘the rock prior to metamorphism and to the dilution of a
CO;-bearing fluid phase by water coming from outside the
area of the reaction.

Study of the metamorphism of ultramafic rocks has
been given considerable impetus as a result of theo-
retical and experimental studies by Greenwood (1967)
and Johannes (1969) and of extensive field investiga-
tions by Bernard Evans and Volkmar Trommsdorff
(for example, Trommsdorff and Evans, 1972, 1974;
Evans and Trommsdorff, 1970, 1974). Trommsdorff
and Evans (1974) reported that metamorphic olivine
in alpine-type serpentinite is formed by the reaction.
(1)
The reaction takes place at about the biotite zone of
regional metamorphism in pelitic rocks. This paper
describes metamorphic reactions that generate nearly
pure forsterite and diopside in serpentinite by reaction
of antigorite with carbonate rocks. These reactions
take place within intensely sheared zones of the large
serpentinized dunite and harzburgite complex, herein

antigorite + brucite—>olivine + fluid.

called the ultramafic complex at the Tuolumne River,
in the western Sierra Nevada near Sonora in Tuolumne
County, Calif. (fig. 1).

The western Sierra Nevada between Mariposa and
Sonora consists of thick sequences of rocks ranging
in age from late Paleozoic at the edge of the Sierra
Nevada batholith in the east to Jurassic near the
margin of the Great Central Valley of California to
the west. These sequences all dip steeply to the east,
and the contacts between Jurassic and Paleozoic units
are marked by extensive fault systems that can be
traced for more than 300 km (Clark, 1960). The
Melones and Bear Mountains faults are the principal
faults within the region shown in figure 1. These
faults are actually wide zones along which Paleozoic
and Mesozoic rocks are chaotically mixed to form a
melange (Duffield and Sharp, 1975; Eric and others,
1955; Saleeby, 1975; Schweikert and Cowan, 1975).
Large ultramafic bodies are exposed within and near
these fault systems. The ultramafic rocks are found
with gabbro, diorite, and volcanic rocks in an associa-
tion suggesting an ophiolitic assemblage (Morgan,
1973; Saleeby, 1974), although the volcanic rocks are
more likely products of an island-arc complex rather
than an oceanic-ridge environment.

A large ultramafic complex of partially serpen-
tinized harzburgite, dunite, wehrlite, and clinopyroxe-
nite is exposed at the Tuolumne River near Sonora
along the Bear Mountains fault zone. Morgan (1973)
interpreted it as a basement on which a thick sequence
of andesitic pillow breccias and flows, the Pefion
Blanco Volcanics (Clark, 1964), was deposited. The
breccias and flows were metamorphosed to the <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>