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ESTIMATING BED-LOAD DISCHARGE IN A COBBLE BED RIVER 

By Brad R. Hall, Research Hydraulic Engineer, Hydraulics Laboratory, US Army 
Engineer Waterways Experiment Station, Vicksburg, Mississippi. 

ABSTRACT 

The Hydraulics Laboratory, US Army Engineer Waterways Experiment Station, is 
quantifying the existing condition sedimentation regime of the Truckee River 
at Rena, Nevada, in support of channel design modifications for flood control. 
The sedimentation analysis was complicated by the cobble-sized bed materials 
found in the channel, several existing bridges in the study area that signifi- 
cantly affect the channel hydraulics at flood discharge, and water diversion 
drop structures which provide local storage zones for bed-load transport. 
Bed-load measurements on the Truckee River at the upstream end of the study 
reach were xiot available. The sediment inflow load was determined by calcu- 
lating the equilibrium sediment transport rate for a range of flow rates for a 
reach of the Truckee River within the study area featuring similar hydraulic 
characteristics of the river channel immediately upstream of the study area. 
This reach of river, called the equilibrium reach, is geomorphically stable 
and exhibits similar characteristics in channel planform, bed material, and 
channel bank characteristics as that portion of the Truckee River immediately 
upstream of the study area. The one-dimensional sediment transport model 
'Sedimentation in Stream Networks" was used to quantify sedimentation proces- 
ses in the study reach. Sedimentation model adjustment was completed by 
comparing observed rating curve changes due to channel aggradation with 
computed shifts in the rating curve. Average annual and design flood sediment 
inflow and sedimentation in the study area were quantified with the TABS-l 
model. 

INTRODUCTION 

Study Area 

The Truckee River study reach is located near Rena, Nevada, and extends from 
the Vista gage at approximately River Mile (RM) 43.9 to just upstream of the 
Booth Street bridge at RM 53.0. A map of the study area is shown in Figure 1. 
The Truckee River is a perennial stream characterized by pool and riffle 
channel morphology. Several bridge crossings and water diversion structures 
are found in the study reach. Man-made channel modifications have limited the 
amwnt of channel migration in the upper 3 miles of the study reach. Bed 
material size decreases through the reach, and the. channel bed is armored at 
base flow discharge. 

ADDroach 

The US Army Engineer Waterways Experiment Station computer program 
"Sedimentation in Stream Networks," TABS-l, was used to investigate the 
channel conditions and quantify channel response to discharge variations. A 
detailed description of the assumptions, limitations, and data requirements 
for the TABS-l model is provided in Appendix A of Copeland and Thomas (1989). 
The study combined a theoretical treatment of the sediment transport processes 
with observed channel morphology to quantify channel bed dynamics associated 
with gravel and boulder fluvial processes. In addition to quantifying 
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instantaneous sediment transport rates, the analysis allowed evaluation of 
channel response to long term hydrologic sequences. 

FIELD DATA 

Hvdroloeic and Geometric Data 

Three United States Geological Survey (USGS) stream gages are operated on the 
Truckee River study reach. The gage locations are shown in Figure 1. 
Geometry was developed from channel and overbank surveys completed in 1975. 
Bridge geometry was surveyed in 1989 including low and high chord profiles, 
bridge pier location, and channel bed elevations. 

Suswnded Sediment 

Suspended sediment concentration has been sampled on a sporadic basis in the 
Rena, Nevada, area. Suspended sediment concentration and discharge have been 
sampled on the Truckee River at Reno and points downstream as part of water 
quality and water supply studies. Provisional records indicate that the 
maximum concentration sampled for the Truckee River in the study reach is 1340 
m&l at a discharge of approximately 14,000 cfs. Sampled suspended sediment 
concentration versus flow rate and a power regression of the data are plotted 
in Figure 2. 

Bed Material Samules and Gradation 

Bed material samples were collected from the channel bed, bars, and bank at 15 
locations along the g-mile study reach in June 1989. In addition, Wolman 
count (Wolman, 1954) bed surface material gradations were collected (Water 
Engineering and Technology, Inc., 1989). The Wolman count provides an 
estimate of the surficial coverage of the channel bed by coarse grain sedi- 
ments (i.e., cobbles) which are generally omitted in bulk material samples. 
Bed material grain diameters ranged from 512 mm to 0.0625 mm. 

SEDIMENTATION ANALYSIS 

Bed-load Assessment 

Geomorphic analysis of the Truckee River indicates that sediment storage is 
progressing between RM 50.6 and RM 46.7 (Water Engineering and Technology, 
Inc., 1989). The sediments depositing in this reach of the river are 
characterized as cobble-gravel mixture, with minor amounts of interstitial 
sand. The mode of transport of these large sized sediments is bed-load 
transport. To assess the rate of bed-load deposition, an analysis of measured 
hydraulic changes and a numerical assessment of the bed-load transport rate 
through the study area were performed. 

Stability of the Truckee River at Rena Staee-Discharee Curve 

The stage-discharge rating curve developed by the USGS for the Truckee River 
at Rena, Nevada, was reviewed for any significant changes in the rating. The 
gage is located near the Highway 395 bridge at approximately RM 50.6. The 
measurements indicate a very stable stage-discharge relationship through 1977. 
After 1977, a slight increase in stage over time for low discharges can be 
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detected. The rating curves indicate that for discharges less than 1,000 cfs, 
the stage has increased approximately 0.5 ft at the gage. The increase in 
stage for a given discharge rapidly diminishes for discharges greater than 
1,000 cfs. 

Sedimentation Assessment 

Two modifications to the TABS-l model were developed for this study. The 
first modification accounts for the presence of bridge piers and spans in the 
geometric calculations for additional wetted perimeter and reduced flow area 
at bridge cross sections. The calculations are similar to the "normal bridge" 
method in the HEC-2 Water Surface Profile model (US Army Engineer Hydrologic 
Engineering Center, 1982). The second modification allows for increasing the 
maximum transportable grain size in the computations. The maximum 
transportable grain size in previous versions of TABS-l was 64 mm. A 
significant amount of the bed material in the study area is of a nominal 
diameter much greater than 64 mm. Thirteen grain size classes between 
0.0625 mm and 512 mm were used in this study. 

Hvdraulic Rouehness 

Estimates of the sediment transport potential are dependent upon the proper 
designation of the hydraulic roughness. The roughness coefficients used for 
the channel portion of the hydraulic calculations were estimated with the 
analytical roughness predictors contained in the "Hydraulic Design Package for 
Flood Control Channels (SAM)," version 2.3, dated 25 October 1989. The SAM 
algorithm computes a Manning's n value based on bed material grain size 
distribution, and the relative roughness of the bed material to the channel 
hydraulic conditions. The Manning's n is calculated using the roughness 
predictor developed by either Brownlie (1983) or Limerinos (1970). The 
Limerinos relationship is better suited to roughness prediction for coarse 
grained channels with no significant bed forms. The computed values of 
Manning's n are 0.029 for the river reach from Vista gage (RM 43.9) to the 
Steamboat Creek confluence (IN 45.2), 0.035 from Steamboat Creek to the Lake 
Street Bridge (RM 51.9), 0.030 from Lake Street Bridge to Arlington Street 
Bridge (RM 52.3), and 0.035 upstream of Arlington Street Bridge. 

Determination of Inflow Sediment Load 

Since bed-load measurements on the Truckee River at the upstream end of the 
study reach were not available, the sediment inflow load to the study area was 
determined by calculating the equilibrium sediment transport rate for a range 
of flow rates for a reach of the Truckee River within the study area that has 
similar hydraulic characteristics to the river channel immediately upstream of 
the study area. This reach of river is termed the "equilibrium reach" and the 
portion of the Truckee River from approximately RM 50.5 to 51.5 exhibits 
similar characteristics in channel planform, bed material, and channel bank 
characteristics to that portion of the Truckee River immediately upstream of 
the study area. 

Determining the equilibrium bed-load quantity requires an iterative 
application of TABS-l to the equilibrium reach until the estimated inflowing 
load for all size classes to the equilibrium reach is nearly equal to the 
transport capacity (by size class) at each cross section in the reach after 
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bed elevation changes have stabilized. Excessive scour should not be computed 
in equilibrium reach calculations since excessive scour indicates that the 
coarse bed materials are being removed from the bed and the channel is not 
armoring. The Wolman count bed material gradations indicate that the bed is 
well armored by cobble size sediments. The bed gradation at the end of the 
equilibrium reach calculations should be similar to the bed material gradation 
at the beginning of the simulation. If this condition is met, then the bed 
material gradation is in equilibrium with the computed transport rate. The 
equilibrium sediment load for discharges of 1,000, 10,000, and 30,000 cfs for 
a simulated duration of 30 days at 0.1~day time steps for several sediment 
transport relationships was computed. The bed-load transport rates predicted 
by the Meyer-Peter and Muller equation provided uniform bed-load transport 
throughout the equilibrium reach. 

To properly quantify bed-load transport, the appropriate value of 
dimensionless critical shear stress, T. , for coarse grained sediments must 
be used. Published research on T. values for gravel transport indicates 
that there is a wide variability in the appropriate value. A practical 
application of the Meyer-Peter and Muller bed-load transport equation in a 
steep gravel-bed river is given in Carson and Griffiths (1989). They deter- 
mined that raising T, in the Meyer-Peter and Muller bed-load transport 
equation from 0.047 to 0.059 gave the best agreement for observed gravel 
transport on a braided gravel-bed river of channel slope 0.0048. Wiberg and 
Smith (1987) developed an analytical method of computing T, for coarse, 
mixed grain size bed sediments. Their results indicate that T. for sedi- 
ments with the characteristics of Truckee River riffles is in the range of 
0.03 to 0.06. Boulder transport due to a dambreak flood surge on the Rubicon 
River in California was analyzed by Scott and Gravlee (1968). They determined 
the maximum tractive force at several locations by measuring the water surface 
slope, the depth of flow, and the diameter of the maximum size boulder that 
was moved by the flood surge. The T. values for boulder transport deter- 
mined by Scott and Gravlee are plotted in Figure 3. Due to the variability of 
computed and measured values of T, on gravel and boulder bed rivers, no 
reason for decreasing the recommended value of T, of 0.047 in the Meyer- 
Peter and Muller bed-load transport equation for computing sediment transport 
could be justified for this study. The equilibrium reach bed-load transport 
rating curve is given in Figure 4. 

A hydrograph that approximates the average annual hydrograph for the Truckee 
River at Reno was simulated. The average annual hydrograph was simulated for 
a g-year period to compare computed with measured shifts in the stage-dis- 
charge rating curve for the Truckee River at ~Reno gage. The results indicate 
that extensive deposition occurs at the downstream portion of the study area. 
The computed rating curve shift for the g-year simulation period for the 
Truckee River at Rena Gage also indicates aggradation at the gage location in 
excess of the measured gage shift. 

The g-year simulation results using the equilibrium reach bed load indicate 
that the computed bed-load transport into the study area is excessive. The 
total bed-load transport rating curve was adjusted until a better match was 
obtained between computed and observed sediment deposition quantities and 
zones, as measured by bed elevation changes through the study area after the 
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9.year simulation period and reasonable changes in both magnitude and trend in 
the observed rating curve shift at the Truckee River at Rena gage. The 
sediment inflow rating curve was adjusted downward to 33 percent of the bed- 
load transport rate computed from the equilibrium reach. 

The computed rating curve shift for the Truckee River at Reno gage using the 
adjusted bed-load inflow rating curve is given as follows. 

Flow rate. cfs Cornouted Shift. ft 
707. 1.4 

1410. 0.8 
2450. 0.1 
5480. 0.0 

Observed Shift. ft 
0.5 
0.3 
0.2 
0.1 

The g-year sedimentation analysis of the study reach provides a means for 
estimating the average annual bed-load transport at several locations. The 
TABS-1 results indicate sedimentation storage between RM 47.3 and RM 44.4. 
The average annual bed load at the upstream study limit, RM 47.3, RM 44.4, and 
the downstream study limit are tabulated below. The computed average annual 
bed-load inflow to the study reach is approximately 51,000 tons per year. 
Sampled suspended sediment concentration in the study reach indicated an 
average annual suspended sediment discharge of 250,000 tons per year. The 
computed bed-load discharge is approximately 17 percent of the total sediment 
discharge. The computed average annual trap efficiency for bed load of the 
study reach is 71 percent. 

Bed Load, tons per year 

Location &g&i Gravel Q.&&k Total 
RM 53.1 28,960 22,040 17 51,000 
RN 47.3 24,420 20,130 0 44,550 
RM 44.4 14,150 2,690 0 16,840 
RN 43.9 12,820 1,940 0 14,760 

SUMMARY AND CONCLUSIONS 

Assessment of channel stability on instantaneous hydraulic conditions (e.g., 
shear stress, depth-averaged velocity, and stream power) does not consider 
long term sediment transport conditions, and does not address the effects of 
sediment inflow to the study area on channel stability. Channel changes 
result from the balance of sediment transport into a reach, the sediment 
transport capacity of the reach, and the sediment availability in the reach. 
Simulation of the sediment transport through the project reach is required to 
address the sediment balance and subsequent channel stability. 

Sediment transport theory was combined with evidence developed from field 
reconnaissance to quantify the bed-load inflow rating curve for the Truckee 
River at Rena, Nevada. The technique used is called the equilibrium reach 
method., and develops the sediment load based on sediment transport theory, 
channel thalweg stability, and bed material gradation stability. The bed-load 
inflow rating curve was adjusted downward to 33 percent of the equilibrium 
reach sediment inflow. TABS-l simulation using the adjusted sediment load 
inflow rating curve resulted in reasonable agreement between observed and 
computed rating curve shifts for the time period of 1977 and 1986 for the ~USGS 
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Truckee River at Reno gage. The Meyer-Peter and Muller bed-load transport 
equation is a reasonable estimator of bed-load transport for the study reach. 
Incorporation of cobble-sized bed material in the sediment transport computa- 
tions simulates the armoring and reduction of bed material availability for 
transport. 
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COMPARISON OF SEDIMENT TRANSPORT FUNCTIONS 

By Ronald R. Copeland, Research Hydraulic Engineer, Waterways Experiment 
Station, Vicksburg, Mississippi. 

ABSTRACT 

A numerical model study of the Waimea River was conducted to evaluate 
aggradation problems adjacent to a Corps of Engineers levee, and to determine 
if the flood control capability was reduced. The TABS-l one-dimensional 
numerical model was used. Sediment inflow data were not available and 
therefore were used as an adjustment parameter in the numerical model. Model 
adjustments were made in an attempt to reproduce measured historical periods 
of both aggradation and degradation. Comparisons of multiple and single grain 
size sediment transport functions were made. Significantly different sediment 
inflow adjustments were required for the different transport functions. 
Longitudinal distribution of sediment deposition was also different for the 
different functions. Using a single grain size function, the numerical model 
could not be adjusted to simulate both the aggradation and degradation 
periods. However, the model was successfully adjusted to both historical 
surveys using a multiple grain size function. 

INTRODUCTION 

The Waimea River drains an area of approximately 85 square miles on the island 
of Kauai, Hawaii. Rainfall over the basin is highly variable, between 460 and 
22 inches per year, and runoff in the river is flashy, with flood durations of 
only a few hours. The largest tributary is the Makaweli River, which joins 
the Waimea about 1.1 miles from its mouth and has a drainage area of about 26 
square miles. The town of Waimea is located on the Waimea River's floodplain. 

Flood control improvements, constructed in the early 1950's, included channel 
excavation and widening and construction of a levee with a grouted riprap 
lining along the right descending bank. In 1984, the Corps of Engineers 
completed an extension of the levee from the existing downstream terminus to 
the ocean. The project was designed to provide flood protection from the 
lOO-year flood of 64,000 cfs. 

Between channel surveys conducted in January 1979 and November 1987, about 
83,500 cu yd of sediment deposited in the Waimea River. This raised concerns 
about the ability of the flood control project to convey the design flood. 
The numerical model study was performed to evaluate long-term deposition 
patterns in the leveed reach of the Waimea River and to predict deposition 
patterns during a major flood event. 

The TABS-l one-dimensional sedimentation program, developed by William A. 
Thomas (Thomas 1980, 1982), was used to develop the numerical model for this 
study. The program produces a one-dimensional model that simulates the 
response of the riverbed profile to sediment inflow, bed material gradation, 
and hydraulic parameters. The model simulates a series of steady-state 
discharge events and their effects on the sediment transport capacity at cross 
sections and the resulting degradation or aggradation. 
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NUMERICAL MODEL 

The numerical model is constructed using geometric, hydrologic, bed material, 
and sediment inflow data. The study reach extended from sta 0+00 at the mouth 
of the Waimea River to sta 90+00. The initial channel geometry for the model 
was based on cross sections surveyed in January 1979. Historical hydrographs 
were based on data from US Geological Survey gages on the Waimea and Makaweli 
Rivers. Bed material gradations were developed from 22 samples collected in 
February 1989. Due to inadequate sampling equipment, no samples were obtained 
from areas where the water was more than 3 ft deep. This included the entire 
study reach downstream from sta 33+50, except for exposed bars at sta 0+00 and 
4+70. The average of all samples was used to develop an initial bed material 
gradation with a median grain size of 0.65 mm and a standard deviation of 2. 
Sediment inflow data were not available and therefore were determined 
indirectly during the model adjustment phase of the study. 

Adiustment Data 

Surveys taken in November 1987 and March 1989 were used to determine prototype 
aggradation and degradation. The surveys included 12 cross sections between 
stations 4+70 and 60+30. Volumes were accumulated starting at station 4+70 
and moving upstream. Cumulative aggradation was 83,500 cu yds between January 
1979 and November 1987; 58,500 cu yd were degraded between November 1987 and 
March 1989. 

Transnort Functions 

Five transport functions were considered. Single grain size functions 
included the Yang (1973, 1984) and Ackers-White (1973) functions. A grain 
size of 0.65 mm was initially used with the single grain size functions. 
Multiple grain size functions included Larsen-Madden (US Army Corps of 
Engineers~ Hydrologic Engineering Center 1977), a combination of the Toffaleti 
(1966) and Meyer-Peter-Muller (1948) functions, herein referred to as TMPM, 
and a modification of the Larsen (1958) equation. The modified Laursen 
equation, hereafter referred to as the Larsen-Copeland function, incorporates 
data for transport of gravels in addition to the sand data used to develop the 
original Laursen function (Copeland and Thomas 1989). 

Adiustment to November 1987 Survey 

Initial model adjustment was accomplished by varying sediment inflow at the 
upstream boundary until aggradation measured in November 1987 was simulated. 
The initial estimate for sediment inflow was determined using average 
hydraulic parameters at four cross sections on the Waimea River upstream from 
its confluence with the Makaweli River. There were no data to indicate a 
difference in sediment inflow contributions from the Waimea and Makaweli 
basins; therefore, inflow concentrations were initially assumed to be equal. 
The initial sediment inflow rating curves were adjusted by a constant 
percentage. 

Adjusted sediment inflow rating curves were different for the different 
sediment transport functions. The Laursen-Copeland, Yang, and Ackers-White 
functions successfully reproduced the distribution of deposited sediment in 
the study reach. The TMPM and Larsen-Madden functions calculated more 
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sediment deposition in the upstream end of the study reach than in the 
prototype. 

Adiustment to March 1989 Survey 

The March 1989 survey indicated that 58,500 cu yd of degradation had occurred 
since the November 1987 survey. This left about 25,000 cu yd deposited in the 
channel since the 1979 survey. The majority of this deposited sediment was 
located upstream from sta 33+50. 

The numerical model, adjusted to the January 1979-November 1987 aggradation, 
was tested by lengthening the historical simulation to March 1989. The 
predicted cumulative aggradation using the initial adjusted sediment inflow 
curves was significantly greater than the measured data. With the Ackers- 
White and Laursen-Madden functions, a slight increase in sediment deposition 
was calculated instead of a decrease. Using the TMPM function, some 
degradation in the downstream portion of the study reach was calculated, but 
aggradation was calculated in the upstream portion of the reach, so that there 
was no net change in calculated cumulative aggradation. The other functions 
predicted degradation that was considerably less than measured. The March 
1989 survey data demonstrated that further adjustment of the numerical model 
was required. The Yang and Laursen-Copeland sediment transport functions were 
chosen for further consideration, because these functions produced results 
with some degradation and at least some trend toward the measured data. 

A significant decrease in sediment inflow between November 1987 and March 1989 
would be one possible explanation for the degradation that occurred during 
this period. A decrease in sediment inflow from the Makaweli River basin 
could b,e attributed to stabilization of a major landslide that occurred in 
1981. The Yang single-grain-size transport function was used to test the 
effect of temporal change in sediment inflow. Degradation of 9000 cu yd 
between November 1987 and March 1989 had been calculated using the sediment 
inflow curves adjusted to the November 1987 survey. Sediment inflow after 
November 1987 was reduced in the numerical model by a constant percentage in 
three tests. In the first test, inflow from the Makaweli River was reduced by 
50 percent. This resulted in a total of 18,000 cu yd of degradation between 
November 1987 and March 1989. In the second test, sediment inflow was also 
reduced by 50 percent on the Waimea River. ,This resulted in a total of 
49,000 cu yd of degradation. Finally, sediment inflow was reduced 67 percent 
on both rivers. This resulted in a calculated degradation of 55,000 cu yd, 
which is fairly close to the measured 58,500 cu yd. 

These tests did not prove or disprove the hypothesis that the degradation in 
the Waimea River between November 1987 and March 1989 was caused by a 
significant reduction in sediment inflow. It was determined, however, that 
reduction in sediment inflow, due to recovery from the landslide in the 
Makaweli alone, would be insufficient to cause the measured quantity of 
degradation. More than a 67 percent sediment inflow reduction in both 
drainage basins would be required, according to numerical model results, to 
account for the removal of 55,000 cu yd. It is improbable that such a 
reduction could occur on a long-term basis without some obvious changes in the 
basin. No data indicating sediment supply decreases in the Waimea basin have 
been reported. It was therefore concluded that long-term adjustments to the 
sediment inflow would be more appropriate. 
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The numerical model was initially adjusted to the November 1987 measured 
aggradation using a sediment inflow rating curve based on the assumption of 
equilibrium transport. That is, the sediment inflow was assumed to be 
determined by the channel capacity. However, sediment inflow can also be 
supply limited, especially at high flows. This condition was tested in the 
numerical model by further adjustments to the sediment inflow curves. In 
general, the numerical simulation using the single grain size transport 
function was significantly improved by increasing inflow at lower discharges 
and decreasing inflow at higher discharges. However, both aggradation and 
degradation could not be simulated with a single sediment inflow rating curve. 
The best result for the calculated degradation between November 1987 and March 
1989 was 49,000 cu yd, which compares to the measured degradation of 58,500 
(Figure 1). 

LEG-42 
- MEASURED 

CALCULATED 
-------* NO” 67 

--- MAR 69 

-20,000 ! 
0 1040 20+00 3O+OO 40+00 50+00 60+00 lo+00 

STATION 

Figure 1. Comparison of measured and calculated cumulative aggradations 
with single grain size function 

The sediment inflow curves for the Laursen-Copeland transport function were 
adjusted by increasing sediment inflow at low discharges and decreasing 
sediment inflow at high discharges. Most of the adjustment was to sand size 
ClSSSM. Trial and error adjustments produced a calculated degradation 
between November 1987 and March 1989 of 24,500 cu yd. This was an improvement 
over the 13,500 cu yd calculated using the original adjusted sediment inflow. 
The effect of adding fine sand to the sediment inflow, but not the bed 
material gradation, was tested. Additional adjustment to sediment inflow 
curves for all size classes was required. The inclusion of fine sand in the 
sediment inflow resulted in a significant improvement in the simulation. 
Calculated degradation between November 1987 and March 1989 was 68,500 cu yd. 
Degradation was underestimated by about lo,000 cu yd between sta 12+50 and 
33+50, and aggradation was underestimated by about 20,000 cu yd between 
sta 33+50 and 60+30. Both the volume and distribution of sediment deposits 
was better with the multiple grain size transport function. A comparison of 
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maasured and computed cumulative aggradatione is shown in Figure 2. 

lW,OOO 1 LEGENP 
' - MEASURED 

0 80.000 
a- CALCULATED 

3 ---_____ NO" 87 
5 0 80,000 
4 g 

--- MAR89 
I= 
23 F 40,000 

20,000 

a 0 I 

-20,000 -I 
0 lO+OO 20+00 30+00 40+00 50+00 60+90 70+00 

STATION 

Figure 2. Comparison of measured and calculated cumulative aggradations 
with final adjustment of numerical model 

Calculated average bed material gradations between sta 33+50 and 60+30 at 
different times during the historical simulation were compared. This river 
reach was chosen because~calculated data could be compared to measured data 
representative of the entire channel width. The initial bed material in the 
numerical model had a median grain diameter of 0.65 mm based on the average 
from samples collected in February 1989. This average, and the envelope of 
sampled data, are compared with calculatedbed gradations at three times 
during the lo-year simulation in Figure 3. On 30 October 1982, the highest 
flow of record during the simulation period occurred and the calculated 
gradation was considerably coarser with a median grain size of about 0.90 mm. 
On 4 November 1987, the period of highest calculated aggradation occurred and 
had a finer average bed gradation with a median grain diameter of 0.48 mm. 
Finally, the calculated and measured median grain size on 9 February 1989 was 
about 0.65 mm. The coarsest grain sizes were slightly underrepresented in the 
February 1989 calculated gradation; the sampled bed had about 13 percent 
gravel compared to a calculated bed that had about 10 percent gravel. The 
calculated bed also was composed of about 15 percent fine sand, which was not 
included in the initial bed material. In general, the numerical model 
performed vary well in the reproduction of bed material gradation. 

With the addition of fine sand to the inflow, there was a significant 
longitudinal variation in calculated bad gradation. Calculated median grain 
size in November 1987, which was the period of greatest sediment accumulation, 
varied between 0.60 nrm at sta 60+30 to 0.19 mm at sta 4+70. This indicates 
that during periods of extended low flow, fine materials accumulate in the 
downstream portion of the channel. When calculated bed material gradations 
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Figure 3. Calculated change in bed material between 
sta 65+00 and 33+50 

from periods with high antecedent flow are compared, it can be concluded that 
finer sediments are washed out at high flows contributing to the degradation 
that occurs during higher flow periods. In the numerical model this result is 
attained independent of the initial bed material gradation assumptions. 

Other Adiustments 

During the course of the study several other adjustments to the numerical 
model were tested. Compared to the adjustment of sediment inflow, these were 
all found to be insignificant. Adjustments tested included reducing overbank 
conveyance, varying channel roughness with discharge, using a smaller grain 
size with the single grain size transport function, and varying the initial 
bed material gradation longitudinally. 

CONCLUSIONS 

Historical aggradation and degradation in the W&mea River were simulated with 
the numerical model. The model incorporated multiple grain sizes from fine 
sand to coarse gravel. The Laursen-Copeland multiple grain size transport 
function was used. An average initial bed material gradation was used for the 
entire study reach. A constant roughness coefficient was used. Sediment 
inflow rating curves were not varied with time. 

The adjustment phase of the numerical model study indicated that sediment 
supply limitations of finer sediments at high flows were the principal cause 
of degradation at high flow. The historical simulation indicated that the 
Waimea River bed is dynamic and can be expected to fluctuate with changes in 
discharge. Long periods of low flow will result in more aggradation. Major 
storm events will tend to wash material out of the flood control channel. 
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The tests described and the resulting data presented herein, unless otherwise 
noted, were obtained from research conducted for the US A?.my Engineer 
Division, Pacific Ocean, by the US Army Engineer Waterways Experiment Station, 
Vicksburg, Miss. Permission was granted by the Chief of Engineers to publish 
this information. 
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MODELING SEDIMENT DEPOSITION NEAR LOCKS AND DAMS 

By Bradley M. Comes, Research Hydraulic Engineer, US Amy Engineer Watenvays 
Experiment Station, Vicksburg, Mississippi. 

ABSTRACT 

The Red River Waterway Project will provide a navigation route from the Mis- 
sissippi River and its junction with Old River via the Old and Red Rivers to 
Shreveport, Louisiana. The project will provide a minimum 200-ft-wide by 
9-ft-deep channel with a system of five locks and dams. Lock and Dam No. 1, 
opened in the fall of 1984, experienced deposition of fine sediments in the 
upstream and downstream lock approach channels. The US Army Engineer Water- 
ways Experiment Station (WES) used the TABS-2 two-dimensional numerical 
modeling system to address the sediment deposition problem at this lock, as 
well as to identify potential sedimentation problems at the planned Lock and 
Dam Nos. 2 (John H. Overton Lock and Dam), 3, 4, and 5. The report outlines 
the numerical modeling studies that were performed in the upstream pools at 
Lock and Dam Nos. 2 and 3. The two designs were very similar but the 
investigation revealed that significantly different deposition patterns would. 
occur. 

INTRODUCTION 

Purwse and Stove 

This report describes the results of two numerical modeling studies conducted 
to predict the locations and magnitudes of fine sediment deposition near Lock 
and Dam Nos. 2 and 3 on the Red River, Louisiana. Lock and Dam No. 1 on the 
Red River was opened in the fall of 1984. Deposition of fine sediment in the 
upstream and downstream lock approach channels was much greater than antici- 
pated. Dredging was required at the entrance to the upstream approach channel 
and throughout the downstream approach channel. Sediment ,deposition at the 
downstream miter gate was severe enough to prevent operations. The lock 
chamber eventually had to be dewatered and the deposited sediment cleaned out. 
Two-dimensional numerical model studies were employed by the US Army Engineer 
District (USAED), Vicksburg, and WES to address the fine sediment problem at 
Lock and Dam No. 1 (Little 1985, Copeland and Thomas 1988). As a result of 
these studies, design modifications were recommended and constructed at Lock 
and Dam No. 1. After 2 years of operations these modifications appeared to 
have significantly reduced the fine sediment problems in the lock approach 
channels. Prior to the construction of Lock and Dam Nos. 2 and 3, the same 
two-dimensional numerical approach was employed to identify potential 
sedimentation problems at these sites. 

The Models 

The numerical modeling of these sites was divided into four models, a model 
upstream and downstream of each dam (Comes, Copeland, and Thomas 1989). In 
addition to these numerical model studies, three physical model studies of the 
sites were conducted at WES: a fixed-bed navigation study (Wooley, in prepa- 
ration); a movable-bed sedimentation study (O'Neal, in preparation); and a 
hydraulic structures model study (Maynard and Markussen, in preparation). 
This report presents results from the two upstream numerical models only. The 
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numerical studies were conducted using the TASS-2 modeling system (Thomas and 
McAnally 1985). This system provides two-dimensional solutions to open- 
channel sand sediment problems using finite element techniques. A two- 
dimensional depth-averaged hydrodynamic numerical model, RMA-2V, "as used to 
generate the current patterns. The current patterns were then coupled with 
the sediment properties of the river and used as input to a two-dimensional 
fine-grained sedimentation model, STUDH. Although TABS-2 may be used to model 
unsteady flow, only steady-state conditions were simulated in this study. 
Sediment is represented by a single grain size, and a transport potential is 
calculated using the Ackers-White equation (Ackers and White 1973). The 
numerical investigations addressed only the portion of the suspended sediment 
that would deposit in areas with very little to no hydraulic conveyance. The 
movement of bed-load particles and the larger suspended load materials were 
investigated with other models. 

INITIAL CONDITIONS 

Lock and Dam No. 2 is located in a river cutoff at 1967 river mile 87.4, which 
is about 44 river miles upstream from Lock and Dam No. 1. It consists of a 
single lock on the left descending side of the cutoff, a 348-ft-long dam with 
five 60-ft-wide gates and a 250-ft-long overflow weir on the right descending 
side with crest at elevation (el) 66.0 ft National Geodetic Vertical Datum 
(NGVD). The lock chamber has a usable length of 685 ft and is 84 ft wide with 
upstream and downstream miter gate sill elevations of 40.5 and 25.0 ft NGVD, 
respectively. The lock chamber floor is at el 23.0 ft NGVD. The river 
channel upstream from the lock and dam is about 600 ft wide and has a design 
invert elevation of 34.0 ft NGVD. The upstream lock approach channel is 
separated from the spillway entrance channel by a 700-ft-long ported guard 
wall. The ported guard wall "as numerically modeled as a submerged weir with 
the overflow area equal to the area of the submerged ports. Hydraulic 
roughness "as adjusted until the flow distribution along the wall (weir) 
matched distributions from measurements taken from the 1:50-scale physical 
model. The intake manifolds for the filling system are located in a 
170-ft-long lock approach section between the downstream end of the ported 
guard wall and the miter gates. Figure 1 shows the plan view of the Lock and 
Dam No. 2 site from approximately 1,000 ft upstream of the axis of the dam to 
approximately 1,700 ft downstream of the axis of the Adam. The upstream 
numerical model of Lock and Dam No. 2 extended approximately 2 miles upstream 
from the dam. Uniform lateral velocity distributions were specified at the 
upstream boundary of the model, and water-surface elevations from the design 
rating curve were specified at the spillway gates. The uniform lateral 
velocity distribution became fully developed upstream of the area of interest. 
This was verified using normalized velocity measurements from the 1:8OV, 
1:120H movable-bed physical model. Outflow distributions through the spillway 
gates were verified using measurements from the 1:50 structures model. 

Lock and Dam No. 3 is located in a river cutoff at 1967 river mile 141.0, 
which is about 54 river miles upstream from Lock and Dam No. 2. The design of 
the lock, spillway gates, and overflow weir is functionally the same as the 
Lock and Dam No. 2 design with two exceptions; the upstream ported guard wall 
at Lock and Dam No. 3 is 100 ft longer, and the lock is separated from the 
first spillway gate by an additional 116 ft. The upstream numerical model of 
Lock and Dam No. 3 extended approximately 0.5 mile upstreati from the dam. 
The lateral velocity distributions at the upstream end of the model were 
specified based on measurements taken from the l:lOO-scale navigation physical 
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Figure 1. Plan of Lock and Dam No. 2 

model, and water-surface elevations from the design rating curve were 
specified at the spillway gates. 

The system of five dams on the Red River is designed to be operated as run-of- 
the-river dams. The spillway gates hold minimum pool elevations (64.0 ft NGVD 
for Lock and Dam No. 2) passing the daily discharge until the flows reach B 
magnitude that requires all gates to be removed from the water (90,000 cfs for 
Lock and Dam No. 2). At this point, the dams are operated as if open river 
existed until the flow subsides and the gates are lowered back into the water 
to hold the specified minimum pool. Lock and Dam No. 3 is the only exception 
to this mode of operation. It utilizes a "hinged-pool" concept. Lock and Dam 
3 holds a normal pool elevation of 95.0 ft NGVD until a high flow rate is 
anticipated on the river. In anticipation of the high flow rate, the spillway 
gates are raised until the normal pool is drawn down to a minimum elevation of 
88.0 ft NGVD. The discharge is 80,000 cfs when the minimum pool elevation is 
reached. As the high flow rate arrives, water is stored in the dam until the 
pool reaches el 89.0 ft NGVD. At this point, the dam is operated as an open 
river case until the flow subsides and the gates are lowered back into the 
water to hold the normal pool elevation. 

Two steady-state discharges were chosen to investigate each site. For the 
Lock and Dam No. 2 investigation, 90,000 and 145,000 cfs were selected. These 
two discharges were selected because they both had the potential to move 
sediment into the slack-water areas and being used in the navigation physical 
model tests. The former discharge is the maximum discharge with normal pool 
elevation (64.0 ft NGVD) and the latter is the maximum discharge at which 
navigation is allowed to operate on the river. At Lock and Dam No. 3, 80,000 
and 145,000 cfs were selected. The discharge of 80,000 cfs is the discharge 
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at which the maximum drawdown (minimum pool elevation) occurs. Many designs 
were tested for both sites at both discharges until an acceptable design was 
formulated. The final design was tested with an average annual hydrograph 
constructed by linking many stepwise steady-state discharges together. For 
the purposes of this paper, comparisons of test results from Lock and Dam 
Nos. 2 and 3 will be presented using the steady-state discharge of 90,000 cfs 
at Lock and Dam No. 2 and 80,000 cfs at Lock and Dam No. 3. A representative 
grain size of 0.07 mm, taken from samples of the fine-grained deposits in the 
lock approach of Lock and Dam No. 1, and sediment concentrations of 850 and 
780 mg/l, respectively, were used. 

TEST RESULTS 

Lock and Dam No. 2 

The Lock and Dam No. 2 investigation was performed prior to the Lock and Dam 
No. 3 investigation. As part of the Lock and Dam No. 2 investigation, cross- 
checking between the three physical models and the numerical models, the 
evaluation of field data, and monitoring the performance of the Lock and Dam 
No. 1 site were exercises that played a role in the selection of the numerical 
coefficients. Figure 2 shows velocity vectors generated from the hydrodynamic 
numerical model for the downstream one-half mile of the upstream pool. Each 
vector originates from a location where a node existed in the finite element 
grid. Notice that the ported guard wall has little effect on reducing the 
flow rate into the lock approach channel. Using these velocity patterns, the 
numerical sedimentation model was used to simulate a lo-day period. The 
results indicated that approximately 4 ft of the fine-grained sediments would 
deposit at the lock miter gates. The deposit was small in volume extending 
from the miter gates upstream to the most downstream port in the ported guard 
wall (170 ft). Figure 3 shows velocity vectors for the same condition except 
the guard wall was modeled as a solid wall. Notice the large outdraft near 
the upstream end of the guard wall. The lo-day sedimentation tests indicated 
that a larger deposit would occur extending from the lock miter gates 
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Figure 2. Lock and Dam No. 2 Velocity Vectors, Ported Guard Wall 
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Figure 3. Lock and Dam No. 2 Velocity Vectors, Solid Guard Wall 

upstream approximately 1,500 ft. The peak of the deposit (4 ft) occurred near 
the upstream end of the guard wall and tapered to approximately 1 ft deep at 
the lock miter gates. The solid guard wall moved the deposit to a more 
desirable location but produced an excessive outdraft for navigation at the 
upstream end of the guard wall as well as increased the volume of the deposit. 
The ported guard wall was kept in the design, and a jet pump system was 
installed to reSuspend the material that deposited in front of the miter 
gates. 

Lock and Dam No. 3 

The numerical coefficients and hydraulic roughness parameters that were se- 
lected for the Lock and Dam No. 2 investigation were also used for the Lock 
and Dam No. 3 investigation. A new finite element grid was generated to 
account for differences in the approach channel geometry, the longer ported 
guard wall, and the additional spacing between the lock and the first spillway 
gate. Figure 4 shows velocity vectors for the reach extending 1,000 ft 
upstream from the dam. The descending right-hand overflow weir, not shown in 
this figure, is a nonovertopping weir at this flow rate. This design had 
slightly smaller velocities in the lock approach channel, and flow was not as 
nearly parallel to the guard wall as in the Lock and Dam No. 2 investigation. 
Notice the direction of the flow vectors near the upstream portion of the 
ported guard wall as compared to Figure 2. The flow patterns at Lock and Dam 
No. 3 produced a sediment deposit near the lock miter gates similar to the one 
predicted at Lock and Dam No. 2 but about one-half as deep; however, the Lock 
and Dam No. 3 deposit extended approximately 1,500 ft upstream and filled the 
left descending one-half of the lock approach channel. A detailed investiga- 
tion of the differences between the Lock and Dam No. 2 design and the Lock and 
Dam No. 3 design was initiated since the extensive left bank deposit did not 
occur in the Lock~and Dam No. 2 tests. Both models indicated that approxi- 
mately 16 percent of the total discharge would flow behind each respective 
ported guard wall through a cross section located at the upstream end of the 
wall but that only 8 percent would flow through a cross section located near 
the downstream end of the wall at Lock and Dam No. 3 as compared to 14.0 percent 
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Figure 4. Lock and Dam No.:,3, Lock and Spillway Separated 

at Lock and Dam No. 2. Investigations of velocity and bed shear stress 
distributions indicated that the flow was migrating toward the spillway gates 
farther upstream in the Lock and Dam No. 3 design due to the tapered 
descending left bank line and the additional separation between the lock and 
the first spillway gate. A comparison of the left descending bank line in 
Figures 2 (Lock and Dam No. 2, ported guard wall) and 4 (Lock and Dam No. 3, 
lock and spillway separated) indicates that the Lock and Dam No. 2 left 
descending bank line is parallel to the ported guard wall and that the Lock 
and Dam No. 3 bank line is tapered toward the guard wall. Attest was 
conducted modeling the upstream one-half of the guard wall as a solid wall and 
the downstream one-half as ported, but this design change had little effect on 
reducing sediment deposition behind the guard wall. Another test was conduct- 
ed changing the boundary specification on the wall separating the lock and the 
spillway from a slip type boundary to a water-surface elevation allowing water 
to flow out of this portion of the boundary. Figure 5 shows the resulting 
velocity vectors. Notice that compared to Figure 4, the flow vectors in 
Figure 5 are parallel to the guard wall for almost its entire length. This 
test indicated a reduction in the sediment deposit along the left bank line 
but increased the depth of the deposit near the miter gates (similar to the 
Lock and Dam No. 2 test results). 

SUMMARY 

A two-dimensional numerical modeling system was utilized to predict locations 
and magnitudes of fine sediment deposition near Lock and Dam Nos. 2 and 3 on 
the Red River, Louisiana. Three physical models and two numerical models of 
each site were constructed and utilized throughout the design process. This 
report details only the numerical model investigations upstream of each lock 
and dam. The numerical models were used to investigate the deposition of fine 
sediments in areas with very little hydraulic conveyance. 
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Figure 5. Lock and Dam No. 3, Lock and Spillway Together 

The Lock and Dam No. '2 design has very good navigation entrance conditions 
(little outdraft at the upstream end of the guard wall) but produces approxi- 
mately 4 ft of deposition near the lock miter gates in 10 days at an in- 
termediate discharge. The ported guard wall brings large quantities of sedi- 
ment-laden flow close to the lock gates. Study results indicate that sediment 
deposition at the lock gates would be essentially eliminated by constructing a 
solid guard wall; however, this design produces undesirable navigation condi- 
tions near the upstream end of the guard wall. The existing design with the 
ported guard wall presently utilizes a jet pump system to resuspend the mate- 
rial that is deposited in front of the miter gates. 

The Lock and Dam No. 3 design had slightly lower velocities in the lock ap- 
proach channel. More flow exited the upper end of the ported guard wall than 
in the Lock and Dam No. 2 design. An additional 116 ft of separation between 
the lock and the first spillway gate, coupled with a tapering bank line in the 
lock approach channel, directed the flow away from the left descending bank 
line. Tbe resulting flow distribution caused a large band of sediment to 
deposit on the left descending bank of the lock approach channel. Also, 
approximately 2 ft of material deposited near the lock miter gates for a 
lo-day simulation at an intermediate discharge. Additional tests were 
conducted simulating a guard wall with the upper one-half solid and the lower 
one-half ported, but this did not reduce the deposition in the lock approach 
channel. Finally, a simulation representing the addition of a spillway gate 
between the lock and the tested spillway was conducted. This test reduced the 
deposition along the left descending bank line but increased deposition near 
the miter gates. 
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MASS-WASTING ALGORITHMS IN AN ALLUVIAL CHANNEL MODEL 

By Andrew Simon, U.S. Geological Survey, Cascades Volcano Observatory, Vancouver, Washington; William J. 
Wolfe, U.S. Geological Survey, Nashville, Tennessee; and Albert Molinas, Colorado State. University, Ft. 
Collins, Colorado 

ABSTRACT 

Channel widening by mass-wasting pmcesses is an important mechanism of channel adjustment in alluvial stream% 
At present (1990), computerized alluvial channel model generally ignore bank failure mechanisms. A general frame 
work for several mass wasting algorithms is described here. The algorithms are. directly incorporated into the 
BRI-STARS alluvial chaonel model. The modified model evaluates several possible failure mechanisms and selects 
the mass-wasting process with the minimum factor of safety. If this value is less than 1.0, the algorithm simulates 
baok failure and updates the channel cross section according to the properties of the failed material and the 
hydraulics during the given time step. Modifications to the analysis of wedge-type failures of stream banks a~. also 
discussed. The modifications include: (1) the destabilizing effect of excess pore pressure s, (2) the stabilizing effect 
of confining pressures at tbe bank toe, and (3) relaxation of the assumption that a failure must intersect the bank 
toe. Continuity of failed bank material is achieved by conceptually transforming it to bed material, bed materiel 
load, or wash load during the time step following failure. In total, these modifications offer a stronger physical 
basis for the analysis of mass bank failures and permit a numerical solution for an important process in adjusting 
alluvial channels. 

INTRODUCTION AND PURF’OSR 

Existing alluvialshannel models typically assume that channel banks are rigid, or adjust their geometry to minimize. 
stream energy dissipation (Fan, 1988). ‘I% ese approaches do not account for an important process that may domi- 
nate alluvial channel adjustment: mass wasting. Many studies have shown that major channel widening occurs by 
mass bank failures, rather than by particle-by-particle erosion of the channel banks (Daniels, 1960; Theme and 
others, 1981, Simon and Hupp, 1986; Simon, 19894. Commonly, mass wasting and particle-by-particle erosion 
act in concert; fluvial erosion scours the toe of the bank, and mass failure follows. This process is particularly 
important on the outside of meander bends. 

Channel-bed processes are often modeled by numerically solving determioistic equations of hydraulics and sediment 
transport. A similar approach, based on rigorous physical principles, has rarely been applied to mcdeliig bank pm- 
cases in alluvial channels. Notable exceptions include shulies of riverbank stability by Alonso and Combs (1986), 
Osmao and Theme (1988), and Theme and Osman (1988). Given the lack of bank-failure algorithms in process- 
oriented alluvial channel models, the U.S. Geological Survey designed a study to: (1) develop a set of physically 
based mass-wasting algorithms to model channel-widening processes in alluvial channels under a variety of channel 
geometries and material strengths, and (2) incorporate. the algorithms into an existing alluvial channel model. This 
paper reports results of this study to date.. 

BACKGROUND AND SCOPE 

To estimate rates of bank retreat by mass-wasting processes, Pizmto (1989) pmposed a model using simple planar 
grain flow of coarse, non-cohesive bank sediments at the angle of repose. Alonso and Combs (1986), and Osman 
and Theme (1988) modeled wedge-type failure of cohesive channel banks. Both these studies assume failure 
through the bank toe, and neither considers the stabilizing effects of confining pressure provided by the water in 
the channel or the destabilizing effect of excess pore pressures during rapid drawdown (on the recessional limb of 
storm hydrogmphs). The shldy by Osman and Theme (1988) repr@fmts an important contribution because it is one 
of the first detailed treatments that combine the effects of fluvial erosion and bank stability in the context of 
analyzing bank retreat. 
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Several studies have. provided a general framework for analyzing the relative role of maswvasting processes over 
the course of a major fluvial-adjustment cycle. In Studies of streams greatly destabilized by channelization, Simon 
(1989a, 1989b) related factors of safety (FS), probability of failure, and specific bank-failure mechanisms (planar 
or rotational) to six-stage models of bank-slope development and channel evolution. Work by Tbome and others 
(1981) in channelized streams of northern Mississippi gave detailed accounts of the magnitude and spatial scale of 
mass wasting. Combined with standard slope-stability equations&se earlier studies offer a starting point for 
incorporating mass-wasting algorithms into a deterministic alluvial channel model. 

The focus of tbis paper is on the general operating framework for mass wasting algorithms within an existing allu- 
vial channel model. Tbc mass-wasting algorithms reported here consider only planar failures of homogeneous 
channel banks with relatively simple geometries. The framework developed here can be. extended to more complex 
channel geometry and stratigraphy, as well as rotational failure mechanisms. Extending the approach to more 
complex situations will permit its application over a wide range of temporal and spatial scales. 

THE PROCESSES Ah’D THE MODEL 

Mass- Wasting Processes on Allwial-Channel Banks 

Bank failures that occur along alluvial channels include the following: 
(1) wedge or slab failure with a steep to vertical planar failure surface, often caused by fluvial erosion or 

popaut failure at tbe bank toe; 
(2) shallow (relative to length of failure plane) planar failure parallel to ground surface., generally in 

materials of limited cohesion (infinite-slope model); 
(3) rotational failure, occurring typically in high, low-angle banks of cohesive materials; and 
(4) pap-out failure, caused by seepage forces where. the pressure gradient is steep, generally near the bank 

toe. 
only wedge and shallow planar failures are given detailed treatment in this paper. 

The stability of riverbanks can be analyzed in a number of ways depemiiig on the assumed shape of the failure 
surface, the composition and stratigraphy of the channels banks, and the form of tbe desired solution. In a dynamic 
computer model, hvo types of solutions are computed: critical conditions and factor of safety (FS). Critical 
conditions of the channel bank (bank height and angle) are used to initiate iterative mass-wasting subroutines. FS 
is used to determine whether a given bank fails or remains stable.. The preferred mode of failure is a fimction of 
(1) the components of shear strength that combine to offer re.sistance. to failure and (2) the fluvial processes (such 
as scour and degradation) that influence channel geometry during a given time step. Banks of equal total strength 
may not fail in similar ways owing to differences in cohesive and frictional strengths, bank profiles, and pore 
pressure distributions. 

Selection of an Allwial Channel Model 

Selection of an alluvial channel model was based on applicability to a wide range of alluvial conditions and the detail 
and accuracy of model results relative to data input and calibration requirements. After reviewing several models, 
the ‘Bridge Stream Tube Model for Alluvial River Simulation’ (BRI-STARS) was selected (Molinas, 1989). This 
model provides essentially two-dimensional (2-D) results without the excessive data requirements of true 2-D 
models. BRI-STARS is a stream tube computer model used to simulate the routing of water and sediment through 
alluvial channels. The model is composed of three major componentsz (1) backwater computations, (2) stream tube 
computations, and (3) sediment routing computations (fig. 1). Stream tubes serve to divide the channel into a 
preselected number of flow regions. The bed elevation is permitted to move vertically in each tube as a function 
of the sediment transport conditions in that tube. During a given time step, one stream tube. may simulate erosion, 
and another may simulate deposition. 
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GENERAL DESCRIPTION OF THE MODIFIED MODEL 

Atiition of Mass-Wasting Subroutine-General 

In its simplest form, modification of the existing BRI-STARS model to accommodate mass-wasting algorithms 
entails: (1) modifying the data input modules to accept data on physical properties of the cbmmel banks, notably 
stratigraphy, shear strength, and particle-size distribution; (2) the additionof a fourth major component or subroutine 
that contains the bank-failure algorithms and rule sets, and (3) tb e establishment of a 2-D, soil-data matrix to track 
soil data and levels of the phreatic surface (or pore pressure. ratio) in the channel banks. This sub-routine, which 
includes the computational procedures to simulate bank failures, is added to the end of the existing flow chart shown 
in figure 1. 

For each time step, the model will accept input data, rull all 
hydraulic and sediment transport computations, adjust the geometry 
of the cross sections, and then loop to the mass-wasting submutine. 
to test for the stability of the channel banks. If uo failure is 
indicated by the algorithms, the model advanc-% to the next time step 
and hydraulic computations begin again. If bank failure of some 
type is indicated, the model simulates the bank failure and either 
deposits the material downslope according to its physical pmljerties 
and the geometry of the. bank, or treats the failed material as a lateral 
inflow of sediment during the next time step (fig. 2). Both channel 
geometry and the soil-data matrix are then adjusted accordingly. 

Continuity of the failed material is a paramount consideration in the 
development of tbis model. The. flowchart in figure 2a shows the 
disposition of failed material relative to its physical properties and 
tbe hydraulic &aractaistics during time steps ‘j’ and ‘j + 1’. By 
allowing a given volume of sediment to become bank material, bed 
mat&al, or bed-mated load during a specific time step, the model 
can transfer this material between the mass-wasting algorithms and 
the sediment-transport equations by simply updating the 2-D soil-data 
matrix. Thus, sediment that is bank material during time step ‘j’ and 
is involved in mass failure at the end of time step ‘j’, may become 
bank material, bed material, wash load, or bed-material load during 
time step ‘j + 1’ (fig. 2b). 

Figure 1. Flow chart for the existing 
BRI-STARS model showing operation 
during timestep t = j. (Modified from 
Molinas, 1989, used with permission). 

In most instances, a potential user will not have information 
concerning the dynamic nahre of the phratic surface and must use 
a pore pressure ratio (Skempton, 1954) to account for excess pore 
pressures. The most critical condition for channel banks is bank 
saturation with extremely low flows in (he channel, resulting in a 
maximum pore-pressure ratio of 0.5 (Hug, 1983). Use of B pore 
pressure ratio of 0.5 will assure the. user that the most critical case 
is considered (Simon, 1989b). However, values less than 0.5 can be 
used as well as empirical measurements of the height of the pbreatic 

surface. Values of the pore pressure ratio for other than the most critical conditions are obtained from stability charts 
that account for the relation behveen the elevation of the water surface, and the elevation of the assumed pbreatic 
surface (Morgenstem, 1963). 

8-24 



(A) (B) 

Figure 2. (A) Flow chart showing disposition of failed material during timestep t = j; Material is 
distributed according to its cohesion (~‘1, size distribution, and the shear stress ltau) on the channel 
bed. Tau, is the critical shear stress needed to move material greater than 0.062 mm in equivalent 
diameter. IB) Conceptual representation of a given volume of sediment IV,) undergoing 
transformation during timestep t = j from bank material to either bed deposition W,). wash load IV,) 
or bed-material load W,J in the next timestep. 

RULE SETS AND DETAILS OF MASS-WASTING ALGORITHMS 

Rule Sets 

As a preface to the individual computational algorithms, the model calculates possible instabilities with worst-case 
conditions of: (1) minimum values of cohesion (c’) and friction angle (8’); and (2) maximum values of bank angle 
(i), saturated unit weight (U), and bank height (H) to solve for the critical (maximum-stable) height of the channel 
banks (HJ. Confining pressure afforded by flow in the channel is assumed to be zero (extremely low flow) to 
simulate the loss of support at the toe of the bank. A dimensionless stability number (NJ equation is used to ascertain 
the most critical bank condition in the study reach (Carson and Kirkby, 1972): 

where U = saturated unit weight, 
NS = dimensionless stability number obtained from published stability charts (Chen, 197.5), and 

c’, n’, and i are as previously defined. 
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For P planar failure surface equation 1 becomw (Lohw and Handy, 1968): 

A lower N, value (indicating lower stability) is obtained if a curved failure. surface is used instead of a planar one. 
The plane-slip analysis can, therefore, lead to overestimates of slope stability with errors increasing as slope angle 
decreases (Taylor, 1948). Dimensionless stability charts for log-spiral (curved) failures through the toe (Chen, 
1975), are a reliable means for assessing general bank stability and critical conditions (Theme and others, 1981; 
Simon, 1989b). If the bank configuration for a given time step exceeds the critical conditions for the specified 
material strength @I 2 HJ, the mass-wasting algorithms are initiated for that time step. 

‘Ike initial test for stability of the stream banks, described above, represents the begimkg of the mass-wasting 
subroutine. Individual algorithms that drive the different failure mechanisms in the subroutine are shown in 
figure 3. The. model evaluates different possible failure mechanisms, and then selects the process with the minimum 
FS. Wedge failure is initially investigated before rotational failure (fig. 3). Planar failures tend to be more 

critical early in the de&&ion process (Skimpton, 
1953), while rotational failures become more critical 
in cohesive materials after maximum amounts of 
degradation have occurred (Simon 1989b). Ulti- 
mately, the mass-wasting subroutine will adjust the 
channel bank following a wedge failure and then, 
using the updated bank profile, test for the stability of 
the bank for rotational failures. In this way, the effect 
of removing the load represented by tbe wedge 
failure, will be incorpa&d into the analysis (fig. 3). 

Wedge-type failures have been used to simulate bank 
erosion in alluvial channels by Alonso and Combs 
(1986), and Theme and Osman (1988). Both we 
similar approaches and predict failure of an unstable 
channel bank at an angle B = (i + 8’)/2. Standard 
wedge-type failure analysis is also used in this study, 
but with three important changes: 

(1) incorpomting the effects of pore-water 
pressures in the analysis, using either a 
phreatic surface or a pore-pressure ratio, 

(2) using a search procedure. to identify the 
lowest FS, a failure can intersect the bank 
surface. at any location; and 

(3) accomlting for confining pressures exerted 
on the bank toe by the water in the 
channel. DISPommN I z7xi%K$ z These modifications represent a departure from the HmRuluc 

S”WfOtJTNE conventional analysis of wedge-type failures along 
stream banks. In particular, the approach used hem 

Figure 3. Flow chart showing sequence of relaxes the assumption that the failure plane must pass 
algorithms in the mass-wasting subroutine during through the toe of the bank. This approach is justified 
timestep t = j. c’ is cohesion, H, is critical bank theoretically by the stabilizing effect of confining 
height. and FS is the factor of safety. pressures on the bank toe, and empirically by 
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widespread observations of planar slips following the mceeeiw of storm hydmgmpbs (Simon, 1989b). Ample 
empirical evidence indicates thet mass failures ten occur well above the bank toe, and above tbe water surface 
(Theme and others, 1981; Simon and Hupp, 1986). 

The three modifications are incorpor&d into the standard wedge failure analysis given by Hung (1983): 

where w, = weight of the failure block, 
B = angle of the failure plane, and 
1” = pore pressure ratio (if saturated, r, = 0.5). 

Tension cracks will be accounted for by using standard approaches (Lohna and Handy, 1968; Thome and others, 
1981). 

If tbe location of the pbreatic surface is known, pore pre.ssure can be incorporated directly into tbe analysis (Hung, 
1983). Otherwise, estimation of a pore-pressure ratio (rJ is based on tbe degree of bank saturation and the level 
of surface-water stage. High surface-water stages can result in values for rv greater then 0.5 for fully saturated, 
partly submerged failure blocks (fig. 4). 

Figure 4. Representation of analysis of wedge-type 
failure showing search for potential failure plane, 
and the incorporation of surface-water confining 
pressure. Failure geometry is showin in terms of 
bank angle (0, failure plane angle WI, and the 
elevations of the top of bank (Y,), the water 
surface (y,), the intersection of the failure surface 
with the toe ly,), and the bank toe IYJ. U, is 
saturated soil unit weight, and U, is the unit 
weight of water. 

The search procedure takes 10 equal increments of bank height (H), projects them to the bank surface, and from 
each point, projects a potential failure plane (at angle B) through the flood-plain surface. After locating B minimum 
FS, the search procedure then divides the original increment of H (0.1 IQ, by 10 again, and makes five incremental 
searches above, and five incremental searches below the initiat minimum FS. 

Surface water exerts * contining pressure force (Fd on a partially submerged failure block (fig. 4). Incorporating 
F, into equation 3 yields: 
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where L = the length of the failure plane. 

The effects of confining pressure are to (1) increase the. normal, resisting force, and (2) to decrease the driving 
force parallel to the. failure plane. Clearly, these adjustments will tend to decrease the frequency of modeled 
failures during moderate channel flows (fig. 4). 

Shallow (InJWte Slope) Failures 

The. infinite slope m&cd is generally used to perform stability analyses on materials of low cohesion where the 
failure. is depth is small relative to its length, and where seepage parallel to the slope can be assumed. 
This is often true. in accreted bank sediments. If c’= 0.0, the FS for a slidiig mass is given by: 

(51 

where U, = unit weight of water, and U.,/ U = r, (Skempton and Delory, 1957). 

For FS C 1.0, imminent failure is predicted at angle B (substituted for ‘i’ in equation 5) as a function of the degree 
of sah&%n (rJ of the slope. Tbe amount of bank retreat from such a failure is calculated from where the failure 
plane intersects the flood-plain surface. 

SUMMARY AND CONCLUSIONS 

Algorithms that describe mass-wasting processes can be logically assimilated into the framework of an existing 
alluvial channel model. The mass-wasting algorithms are placed after the sediment transport subroutine and a 
dimensionless stability equation is used to initiate the bank failure computations. With data about the characteristics 
of the bank material, channel geometry, and the ongoing fluvial processes, the model determines the most probable 
mode of failure based on comparison of two or more factors of safety. This paper focuses on planar failures in 
banks of homogeneous material and simple geometry. However, the framework developed here can be expanded 
to incorporate more complex stmtigraphy, geometry, and failure mechanisms. 

Proposed modifications to modeling planar failures offer a stronger physical basis for analysis of these types of 
failufes. These modifications include incorporation of pore and surface-water pressures and relaxation of 
assumptions regarding the location of the failure plane. The flowchart and idealized representation showing the 
disposition of failed bank material (figs, 2a and 2b) identifies the method for maintaining continuity of the failed 
material from one time step to the next. 
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NUMERICAL MODELING OF UNSTEADY SEDIMENT-LADEN FLOW 

By Chintu Lai, Research Hydrologist, U.S. Geological Survey, Reston, Virginia. 

ABSTRACT 

As continuing work in numerical modeling of unsteady alluvial-channel flow, three advanced mul- 
timode method-of-characteristics (MMOC) models are studied as to their mathematical develop- 
ment, algorithm formulation, and other numerical and modeling aspects. A dimensionless model, 
ND3CMB, is useful in systematic analysis of model characteristics and parameters, serves for gen- 
eral and unified comparison of flows, and frees variables in the model from numerical dependence 
upon some dimensional system. An extended model, XEUFMB, relaxes some of the restrictive as- 
sumptions and incorporates additional nonhomogeneous terms, such as lateral inflows and nonpris- 
matic channel sections. A comprehensive model, XSUFMB, which includes all the above features 
of XEUFMB, is designed to handle flow reversal. The added features in those advanced models are 
expected to enhance the model capability and applicability in simulating unsteady, sediment-laden 
flow. 

INTRODUCTION 

Numerical modeling of unsteady, sediment-laden flow in rivers and estuaries is an important and 
practical branch of general computational open-channel hydraulics. Comprehensive and exten- 
sive studies on numerical modeling of unsteady flows in fixed-bed open channels have been made 
since the beginning of the computer era (Baltzer and Lai, 1968; Lai,1986; 1988). However, simi- 
lar studies in movable-bed open channels did not start until much later. Recently, a new series of 
alluvial-channel flow models based on the multimode method of characteristics (MMOC) have been 
developed. These models (collectively called ONED3X) were outlined in a previous report (Lai. 
1989), among which the basic model, called X3UFMB, was described in some detail, accompanied 
by a prototype example. 

ils research continues in this field. advanced numerical models are being implemented and sim- 
ulation techniques are being investigated. In this paper a few such models are discussed as to their 
mathematical development, algorithmic formulation, applications of model features, and model as- 
sesment. A dimensionless model, ND3CMB, is useful in systematic analyses of model parameters 
and characteristics, and serves suitably for general and unified comparison of flows. An extended 
model, XEUFMB, relaxes some of the restrictive assumptions made in the basic model, X3UFMB, 
and incorporates such terms as lateral inflows and nonprismatic channels. The model XSUFMB, 
in addition to possessing the aforementioned features, has the capability to handle flow reversal. It 
is hoped that these added attributes enhance the model capability and applicability in simulating 
unsteady, sediment-laden flow. 

REVIEW OF MODEL DEVELOPMENT 

With the basic assumptions of 1-D flow, unsteady open-channel flow with a movable bed was 
represented by three partial differential equations (PDE), the equations of continuity for sediment- 
laden flow and for sediment discharge, and the equation of motion for sediment-laden flow. The 
sediment concentration, c., or the sediment carrying capacity of streamflow, was assumed to depend 
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on the flow velocity, u (where ‘u > 0), and the flow depth, h, i.e., c, = c,(u,~) = c.[zl(s,t), h(s,t)). 
In all the previous model developments by Lai(e.g., 1986; 1989; 1991), a simple power formula, 
cS = Iiu’“h”, was used, where 1~’ is a constant and m and n ace exponents. With the substitution 
of this expression in the equation of continuity for sediment discharge, the following three governing 
equaions, applicable to flow in a wide rectangular channel of uniform width, can be written: 

J, = ht + uh, + hu, t 6 = 0 (1) 
JQ = ‘l!ht t *uh, t whu, t Rhu, t p’(t (2) 
Jz = shz t ut t 11% tgcz t g(s,-S,)f:, (3) 

in which z = longitudinal distance; t = time; C = thickness of sediment layer; p’ = volume of sedi- 
ment in a unit volume of sediment layer; 9 = acceleration of gravity; Sf = friction slope; and So = 
fixed-bed slope. Some coefficients appearing here ace defined as: q = e, +$h, $ = &,/ah = nc,/h; 
Q = c, f WU, w = &,/&I = mc,/u. It is to be noted that the concept of one dimensional analysis 
requires that, for the basic model as well as the following three, the sediment deposition and scour 
take place uniformly access the width. This will be less restrictive to deposition than to scow, 
which tends to be more local. 

The three PDE’s, equations 1 to 3, were then transformed into the following set of chacactecis- 
tic equations: i.e., three compatibility equations (Lai, 1986; 1991) 

s.z!+T.Dzl+p.D(+F.=O 
’ Dt ’ Dt ‘Dt ’ ’ 

in three distinct characteristic directions specified by 

i = 1,2,3 

Figure 1. Multimode method of characteristics for three characteristics. 
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in which, Si = (\Y - p’)Xi/U, Ti = Si(Xi - 21)/g t oh, 
Pi = S; - ‘J! f p’, and Fi = S,(Xi - %)(Sf - S,). (‘5) 

Numerical integrations of equations 4 along three families of characteristic curves (eqs. 5) with 
some specific boundary conditions lead to a numerical modeling of the corresponding movable-bed 
channel flow. In general, such unsteady flows are characterized by two fast propagating shallow- 
water waves (Characteristics Ci and Cs, having dz/dt = X1 and Xe) and one slowly moving bed- 
deformation wave (Characteristics Cs or Csg, having ds/dt = X3 or A,) (see fig. 1). The MMOC 
provides an effective and efficient numerical solution mode commensurate with the special nature 
of each constituent characteristic. A typical layout of the MMOC approach that inciudes four 
numerical-solution modes is illustrated in figure 1, for which the following definitions are given: 
Ax, At = distance and time increments; M = depth of unit computational domain in number 
of At steps (M = 4 in the illustration); x,[ = spatial and temporal interpolation factors; and 
C, = 1X1/r = /%I/%, Courant number; and % = reachback number, the number of integral 
At’s a characteristic C; (e.g., Cs) passes through between point P and point i (e.g., pt. 3). Four 
numerical-solution modes may be categorized as: 
Implicit mode m = 0, M 2 1, c, > 1 
Classical mode 62 = 1, M = 1, c, < 1 
Temporal reachback mode rh 2 1, M > k, c, < 1 
Spatial reachback mode m = M, M > 1, c, < 1 

DIMENSIONLESS MODEL: ND3CMB 

Use of dimensionless equations has many advantages in flow analysis, computation, and comparison. 
Although the selection of base or normalizing quantities and the combination of dimensionless 
numbers lead to a variety of dimensionless forms and equations, the following set is considered to 
be practical and advantageous from programming and implementation viewpoints: 

u. = u/c, = F, d. = x/L,, t. = tJT, h, = h/h, = (c/q,)'= cz. 
(So), = SO/SC, (sf)*= Sf/Sc, C. = Cl& P: = ~'1'2s 
(c,).= c,/C, = $$;thF = 2"%&"h: = Ii,urh: 

(7) 

Only two base quantities are to be selected in this set: h, = the flow depth for a typical normal 
flow or average flow depth; T = base time interval? such as At, data collection interval, and the 
like. Other base quantities are to be derived from the~above two: c0 = fi = base speed (where 
c = m is critical speed); L = c,T = base length; S, = critical siope; C, = base concentration. is 
the sediment concentration of the flow at F = 0.5, depth = h,. 

From the above definitions, the following set of dimensionless equations corresponding to equa- 
tions 1, 2, and 3 can be obtained (the asterisks are dropped for simplicity): 

J1 = ht + uh, t huz + Ct zz 0 (8) 
Jz = !Fht + ‘Z!uh, f whu, f Rhu, f p’& z? 0 (9) 
J3 = hz t ut t uuz t cc t SA(Sf -So) = 0. (10) 

Except the slope term, the last term in equation 10, in which 5’: = LS,/h,, the above equation 
set is identical with equations 1 to 3, if g is set to unity in the latter. However, the slope term in 
equation 10, with Sf in particular, requires a special care in its treatment. 
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A few previous dimensionless forms presented by Lai(1989) or Lyn(1987) had some scale factors in 
the equation sets involved, such as u,p, and -y, and thus, are particularly useful in theoretical dis- 
cussions. The above,form, on the other hand, has a special advantage in implementation, because 
the computer programs developed for the basic model (X3UFMB) can be used almost directly. 
With this feature, most of the assumptions, qualifications and characteristics attendant with the 
basic model are also directly transferable. The model scaling can be handled adequately through 
adjustment of AZ, At, and h4, as u,S and 7 are also functions of these parameters. However, 
careful I/O treatments and variable/parameter normalizations are still needed. 

As a model test, a series of numerical experiments were conducted using a 20 cm wide, 22 m 
long laboratory flume. The channel bottom was covered by a 1 cm thick layer of uniform sand 
gram, having porosity p = 0.4 (i.e., p’ = 0.6). The parameter values used for the concentration 
formula c, = Ku”‘h” were K = 0.00145,m = 4, and n = -1. A series of “experimental runs” 
was made on the computer model ND3CMB. For each run, the simulation was started with the 
initial uniform flow 5 cm deep, to which a sediment concentration of four times the carrying ca- 
pacity of the initial flow was introduced at the upstream end. The two base quantities used for 
variable/parameter normalization were: h, = 0.057~1, T = 309. 

These simulations were generally of the form of steady water flow with unsteady sediment discharge. 
A few parameters such as S,, AZ, and M, as well as the boundary conditions, were systematically 
changed for the model studies. Some model characteristics observed were: (a) The model performed 
satisfactorily in the low S, range, but began deteriorating as S, increased, indicating perhaps a 
more stringent mass conservation is needed for a steep channel (Sikonia, 1989); (b) the choice of 
boundary conditions also significantly affect~the model behavior (Lai et al., 1989); and (c) sediment 
transport toward downstream, when the sediment was introduced from upstream, was extremely 
slow (Chang and Wang, 1972; Lyn, 1987). Figure 2 illustrates some simulation results. Details of 
the modeling studies will be documented separately. 

h. 
‘- I c ’ / i ’ i 1 I i 

0 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.9 1.0 1.1 

DISTANCE X. 

Figure 2. Time variation of bed profile for a small rectangular flume depicted using 
dimensionless variables. 
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EXTENDED MODEL XEUFMB 

By relaxing some basic assumptions, and by modifying or adding terms in the basic equation set 
(equations 1 to 3), extended models can be developed. A few such equation sets have been presented 
by Lai(l989). Among these, the following form seems to be advantageous for model building, again 
from implementation viewpoint, because of its proximity to the form of equations used in the basic 
model (cf. eqs. 1 to 3). The equation set is now valid for an arbitrary cross section, and allows 
lateral inflow of sediment-laden water. In particular, the form is valid for a rectangular channel, 
whose width can be variable and need not be wide. 

&= ht t uhz t au, t ct 
Jz = rirh, t ‘&da, t wHut t QHu, t P’<~ 

- 3 t ;A;=0 (11) 
e “Ah = 0 (12) 

53 = ghz + ut t +Ju* tgcz ;a :: g(S,%,j=O, (13) 

in which A = A(z,h) and B = B(z,h) are the cross-sectional area and the top width of channel, 
respectively, ~,q* = lateral inflow of sediment-laden water and sediment, A = A/B = hydraulic 
(or average) depth, A,h = glh is the change of cross-sectional area in the z direction with depth 
h held constant (A: = 0 for a prismatic channel), and 2) = u - u’, where u’ is the lateral inflow 
velocity component in the z-direction. 3, slightly different from %J, is defined as 6 = QH t c,. 

The above set, equations 11 to 13, differs from the set of equations 1 to 3, primarily in nonho- 
mogeneous terms, which are due to the introduction of lateral-inflow and nonprismatic-channel 
effects. Equations 11 to 13 can likewise be transformed to characteristic equations in the same 
form its equations 4 and 5, with a much expanded Fi term, 

fi = S;(X; - u)(S~ - 5’0) t (Si - G t c,)~A: + (Xi - u); - 1 ] . cq} ; , (14) + q - 

where e, = Q./q, and E = JsH. 

An equation set using Q (discharge) and 2 (stage) as dependent variables is said to be in a 
conservation form, and may be preferred by some users for better mass conservation. Other mass 
conservatimi measures (e.g., Sikonia, 1989), if properly considered, might also improve the model 
accordingly. Because this model XEUFMB is largely superseded by the following model XSUFMB, 
further discussion will not be given here. It is documented here as one of the significant interme- 
diate steps in the model advancement. 

COMPREHENSIVE MODEL: XSUFMB 

In addition to having all the features and facilities that are available with the XEUFMB model, 
the present model, XSUFMB, also has the capability of treating flow reversal. The case of reverse 
flow in a channel with a movable bed is not so simple as with a fixed bed. To begin with, it is 
appropriate to revisit the concentration formula c, = c,(u,h) = KPh”, which is valid only when 
u > 0. As a matter of fact, concentration is a scalar quantity depending only on flow speed and 
not velocity-flow direction is immaterial. Thus, in an alternate-direction flow (u > 0, u < 0), the 
simple power formula will make sense only if it is rewritten as c, = KV”h” where V = 1~1. The 
partial derivatives of c, with x and t, then give 
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By using these relations in the equation of continuity for sediment discharge, first for u > 0, in 
which case V = u, then for u < 0, in which case V = -u, three partial differential equations 
identical to equations 11 to 13 can be derived. 

Secondly, for treatment of the St term, the identical step used in the fixed-bed case is valid. 
That is, replace uz by u/u1 in the expression for Sf. Thirdly, a special computer algorithm has to 
be formulated for treating the unsymmetrical arrangement of boundary conditions. At the moment 
of flow reversal, the boundary conditions at the upstream end and at the downstream end must 
be interchanged. This means that one boundary condition at the upstream end and two at the 
downstream end must be used for the reverse flow, as against two upstream and one downstream 
for the normal-direction flow. The computer algorithm to implement the above concept is, in fact, 
much more involved than described. Worse yet, the flow does not reverse simultaneously over the 
entire reach; for some reaches the flow reverses only at the lower part of the reach. 

The algorithm to treat reverse flow as described above was incorporated in the system, equa- 
tions 11 to 13, which constitute the model XSUFMB. Because the algorithm to examine a proper 
alignment of the three characteristics meeting at point P on the advanced time level (i.e., two 
characteristics on the left side and one on the right, or vice versa) is applied grid point by grid 
point, including the boundary points, the concern as to nonsimultaneous or partial flow reversal 
may not be relevant. However, there still remains complexity associated with other aspects of flow 
reversal, which calls for additional considerations. 

Figure 3 shows some simulation results of a Delaware River reach between Torresdaie (upstream) 
and Del&, using the XSUFMB model. The reach has alength of 9.14 km (5.68 mi) (gage 1, Gl, is 
at the upstream end; gage 2, G2, is 3.97 km (2.46 mi) downstream from Gl; and gage 3, G3, is at 
the downstream end) and is normally strongly affected by tides. For the hydrodynamic boundary- 
value data, the time sequence of stage data of August 15 and 16, 1962 (for which a complete tidal 
cycle of measured discharge at Tacony-Paimyra Bridge, 4.20 km (2.92 mi) from Gl, is available) 
(Lai, 1965; Baltzer and Lai, 1968)) at Gl and G3 were used. This period of data was repeated for a 
few cycles to obtain a sufficient length of time for sediment simulation. Combined with these data 
are the designed concentration data: During ebb flow a constant concentration with the strength 
four times the carrying capacity of the initial flow was imposed at the upstream end; during a 
period of flood flow, the maximum concentration during the preceding ebb flow was used as the 
boundary-value concentration at the downstream end. 

The flow-sediment coupled model, XSUFMB, is capable of simulating the stage hydrograph and 
discharge hydrograph satisfactorily; the available measured data (i.e., for the initial 26 hours) were 
for most parts too close to plot in figures 3a and 3b (A few exceptions were noted on fig. 3b). 
Figure 3c shows substantial sediment deposition at the upstream end. Very little sediment was 
carried into the interior nodal points because of the periodic motion of the alternating flow. 

SUMMARY AND CONCLUSIONS 

Three advanced multimode method-of-characteristics (MMOC) models of unsteady alluvial-channel 
flow were studied as to their mathematical development, algorithm formulation, and other model- 
ing aspects. 
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Figure 3. Computer simulation of unsteady alluvial-channel flow in a tidal 
reach of the Delaware River (near Philadelphia, Pa.): (a) Stage 
hydrograph at Gage 2, (b) Discharge hydrograph at Tacony-Palmyra 
Bridge, (c) Time variation of bed-layer thickness at Gage 1. 
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1. A dimensionless model is useful in systematic analysis of model characteristics and parameters, 
and serves for general and unified comparison of flows. A dimensionless model, named ND3CMB, 
has been developed, and is based on a set of governing partial differential equations that are nearly 
identical in form with the dimensional set used for the basic model X3UFMB. The model ND3CMB 
performed well for the aforementioned objectives. 
2. An extended model, XEUFMB, includes a number of additional nonhomogeneous terms in it, 
thus enhancing model capability and sophistication. However, these terms increase model non- 
linearity, numerical instability, computational difficulty, and programming complexity. Although 
several~successful runs have been made using this model, further model investigations are deemed 
necessary and important. 
3. A comprehensive model, XSUFMB, incorporates all the features and capabilities afforded by 
XEUFMB, and in addition, it handles the case of flow reversal. The flow reversal still remains a 
complex technical problem, and warrants further research and investigation. 

REFERENCES 

Baltzer, R. A., and Lai, C., 1968, Computer simulation of unsteady flows in waterways. J. Hy- 
draulics Div., Amer. Sot. Civil Engr., 94(HY4), 1083-1117. 

Chang, F. F. M., and Wang, T. W., 1972, Scour and lill in the Missouri River as related to the 
water resources planning. Completion Report for Project No. B-008-SDAK, South Dakota 
State University, Brookings, SD. 

Lai, C., 1965, Flows of homogeneous density in tidal reaches, solution by the method of charac- 
teristics. U.S. Geological Survey Open-File Report 65-93, 58 p. 

Lai, C., 1986, Numerical modeling of unsteady open-channel flow. Advances in Aydroscience, 
V. T. Chow and B. C. Yen, eds., V.14, Academic Press, Orlando, FL. 

Lai, C., 1988, Comprehensive method of characteristics models for flow simulation. J. Hydraulic 
Engrg., Amer. Sot. Civil Engr., 114(g), 1074-1097. 

Lai, C., 1989, A numerical scale model for simulating unsteady-alluvial channel flow. Tech. 
Rept. prepared for Sedimentation &mm., Interagency Advis. Comm. on Water Data, 72 p. 
-Also in .Tdue Selected Computer Stream Sedimentation Models Developed in the United 
States. ed. by S. S. Fan, Chmn., Interagency Ad Hoc Sedimentation Work Group, Publ. by 
Fed. Energy Reg. &mm., 179-260. 

Lai, C., 1991, Modeling alluvial-channel flow by multimode characteristics method. J. Engrg. 
Mechanics, Amer. Sot. Civil Engr., 117(l), 32-53. 

Lai, C., Schaffranek, R. W., and Baltzer, R. A., 1989, Frictional resistance treatment in unsteady 
open-channel flow simulation. Proc., International Conf. on Channel Flow and Catchment 
Runoff, Centennial of Manning’s Formula and Kuichling’s Rational Formula, May 22-26, 
1989, Univ. of Virginia, Charlottesville, VA, 688-698. 

Lyn, D. A., 1987, Unsteady sediment-transport modeling. J. Hydraulic Engrg., Amer. Sot. Civil 
Engr., 113(l), l-15. 

Sikonia, W. G., 1989, Mass-conserving method of characteristics for streamflow modeling. U.S. 
Geological Survey Open-File Report 89-414, 75 p. 

a-37 



USE OF 2-D RYDRODYNAMIC 
AND 1-D SRlXM.RNT MODELS 

By James C. Thompson, Project Engineer, David T. Williams, Chief Executive Oflicer, and Jeffrey B. 
Bradley, President, WEST Consultants, Inc., Carlsbad, California 

ARSTRACT 

A small run-of-the-river recreational dam on the Arkansas River has experienced significant sediment 
deposition since it’s completion in the early 1980’s. An integrated modeling approach using a two- 
dimensional (2-D) bydmdynamic model, FESWMSdDH and a one-dimensional (1-D) sediment 
transport model, HEC-6 helped to evaluate alternative mitigation measures. The alternatives included 
major dredging, spot dredging, construction of smaller self-maintaining channel using river training 
structures or small islands, and combinations of the aforementioned. 

INTRODUCTION 

Zink Dam is a small recreational reservoir on the Arkansas River in Tulsa, Oklahoma. The dam, 
constructed in 1983, is an overflow structure of approximately twenty foot height with three small 
gates. It is approximately twenty miles downstream of Keystone Dam, a U.S. Army Corps of Engineer 
(COE) structure. Sediment sources were cutoff above&y&one aiter it’s oonstmction in 1963, but 
significant bed and bank sediments still remain as sources. Since the construction of Zink Dam, the 
pool has filled with sediment twice, the first time gradually over the time period 1983 - 1986. The 
flood of 1986 flood, which exceeded the 100 year flood event, flushed the reservoir. Since that time, 
again it has refilled. It is the objective of the Tulsa River Parks Authority to maintain su&ient depth 
in the pool to enhance boating and other recreational activities. This study is the culmination of an 
alternatives analysis to try to obtain that goal. 

HECB, Scour and Deposition in Rivers and Reservoirs, is a 1-D sediment transport model originally 
developed by W.A Thomas of the COE. The code used in this study was the new release by the HEC 
for which WEST Consultants wrote the Users Manual. The water surface and velocity field 
determined by FESWMS2DH were integrated with HEC-6 to evaluate several alternatives in order 
to determine a solution for the Zink Dam sedimentation problem. 

HEC-6 MODEL DEVELOPMENT FOR CALIBRATION 

HECB uses the same fundamental hydraulic relationships as the well known HEC-2 water surface 
profile model. The model was originally developed for use on the Ozark and Arkansas Rivers. 
Because it is a 1-D model, it predicts only the average bed conditions across a cross section and not 
the localized scour or deposition. This means that the actual cross section may have scour in one place 
and deposition in another but HEC-6 will only predict the net scour or deposition. 

HEC-6 model calibration began with the development of a model which reflected the streambed in 
1963. The calibration period was from 1963 to 1977, utilizing the hydrology for that time period. 
Hydraulic and sediment parameters were adjusted until the bed elevation change obtained from the 
model reflected the observed bed elevation change from 1963 to 1977. The observed annual sediment 
yields were also used in the calibration phase. In 1963, 1977 and 1988, the COE surveyed 12 
sedimentation ranges (called degradation ranges) between Keystone Dam and Zink Dam. Average bed 
elevation changes for these time periods were computed. Since tbe HEC-6 model simulation required 
a 1963 geometry, the bed elevation changes from the 1963 - 1977 time period were subtracted from 
the cross sections of the 1977 HEC-2 Flood Insurance Study geometry to produce a best estimate of 
the actual geometric condition for 1963. This was done for cross sections from River Mile 523.8 
(downstream limit of the degradation ranges) to 538.67. 
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The HECB model calibration required the river hydrology for the 1963 -1977 time period. Mean daily 
discharges ware obtained from WATSTORE hydrology files compiled by the USGS. for the Tulsa 
Gage at the ll* Street bridge (River Mile 523.7). A computer file containing these mean daily 
discharges was obtained from the COE. A proprietary program was used to convert the mean daily 
flows to an input format compatible with HEC-6. The results of the HEC-2 model for the 1977 
conditions provided by the COE were used as guides for the hydraulic calibration of HEC-6 model. 
For the time period 1963 to 1983, the natural rating (pre-impoundment) curve at the Zink Dam site 
was obtained from the COE HEC-2 model. The impoundment of Zink Dam occurred in 1983 and the 
rating curve from the COE 1986 HEC-2 model, which included the Zink Dam geometry, was used to 
define the downstream boundary for 1983 to 1988. This HEC-2 model did not take into consideration 
hydraulic submergence losses at the dam or the use of the low flow gates at Zmk Dam. A rating curve 
at the dam was assumed which began at elevation 612 feet (low flow gates are open) at very low flows 
and at elevation 618.5 (1.5 feet above the weir crest) at 10,000 cubic feet per second (cfs). Estimated 
submergence losses were also added to the HEC-2 rating curve for higher flows. 

The bed sediment gradations for the 1963 conditions were not known. It was assumed that bed 
gradations taken in October 1989 just upstream of Zink Dam were indicative of the 1963 conditions 
for all the cross sections and were initially used in HEC-6. These gradations were then adjusted in 
the calibration phase. The D, (diameter of particles finer than 50% by weight) of the final bed 
gradation used was 1 mm. Since the D, of the bed ranged from 5 mm to 0.5 mm and the Arkansas 
River is a moderately large river with moderate slopes,,the Ya& stream power sediment transport 
relation, an option in HEC-6, was selected for sediment transport prediction. Keystone Dam has a 
very high sediment trap efficiency which led to the assumption that no sediment was exiting it. 

Figure 1 shows the bed elevation changes for the HEC-6 simulations for periods 1963 to 1977, which 
are compared to the measured changes from the degradation ranges. The general pattern of the HEC- 
6 simulations follows the degradation range pattern with only a few exceptions. These exceptions Were 
not deemed excessive and would not affect the overall results. 

523 525 527 529 631 5.33 535 537 539 

RNER MU 
0 ,977 OR - MC-4 lS63-7? v ,953 OR 

Figure 1. HECB Calibration Results 
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HRC-6 MODRL VERIFICATION 

Once a model has been calibrated, it must be verified (confirmed). The verification phase must use 
data m used in the calibration phase and should not require any significant adjustment of the 
parameters. For the conlirmation test, the HEC-6 model was run from 1977 to 1988 and the resulting 
bed elevation change was compared to the observed bed elevation change for that period. 

Figure 2 shows the HEC-6 bed elevation changes when the model is continued from 1977 to 1988 
(verification period). The bed elevation changes are for the period 1963 to 1988 and are compared to 
the changes obtained from the degradation ranges. As in the calibration phase, the HEC-6 general 
pattern and relative magnitude of bed elevation changes appear to be consistent with the degradation 
range changes. No dependable bed gradations were available for all locations throughout the area or 
for the various calibration or verification time periods. As a result, the HEC-6 predicted bed 
gradations could not be verified; however, the 1963 to 1986 simulation predicted coarser gradations 
(Da, ranging from 2 mm to 4 mm), as expected, than originally input for the 1963 conditions. 

Figure 2. HEC-6 Verification Results 

EEC-9 MODEL DEVELOPMENT FOR 1998 BASELINE CONDITIONS 

This section deals with a detailed analysis of the baseline conditions for the reach from the llth Street 
bridge to Zink Dam. Much of the information obtained in the verified model is used in the baseline 
conditions model. Detailed geometry of the Zink Reservoir area was not available for the 1988 
(current) conditions. From the contour maps and recent aerial photographs, detailed geometry was 
developed and entered in an HECB model. This model extends from Zink Dam (just downstream of 
RM 522.04) to the lle’ street bridge at RM 523.69. The representative future hydrology was assumed 
to be the same as the historic hydrologic period of 1963 to 1988 at the Tulsa gage was used to simulate 
the period from 1989 to 2014. 
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The roughness coefficients used in the calibration/verification phases were used for the base condition. 
The 1963 to 1988 simulation indicated that the bed gradation coarsened such that the D, of the bed 
increased from the 1963 input values of 1 nun to between 2 mu and 4 mm. A D, of 3.3 mm was 
adopted as representative of the reach as shown in Figure 4 for 1988 conditions. The shape of the 
gradation curve was the same as that of the initial gradation. At the end of the 1963 to 1988 HEC-6 
verification simulation, a series of short duration discharges of increasing magnitude were entered in 
the hydrology. The resulting sediment transport and sediment load gradation at RM 522.67 (upstream 
end of Zink Reservoir) for each discharge was used as the inilowing sediment load and gradation to 
the base condition model. 

Baseline condition simulations are based upon the premise that the existing operation of Zink Dam 
will continue and constitute a “do nothing” condition. Bed elevation changes for the 1989 to 2014 
simulations showed that the upper portion of the reservoir area is self maintaining and is not 
significantly scouring or depositing. However, the lower portion, below RM 522.9, is still depositing 
sediment in addition to the deposition that had occurred prior to 1988. Since HEC-6 is a 1-D sediment 
model, the actual deposition may be higher at one location than another along the cross section; 
however, the net deposition should be close to the HEC-6 results. 

The 1989 to 2014 simulation showed that the sediment load entering RM 523.67 is 239 acre-feet 
(486,000 cu. yd.) per year, slightly higher that the verification simulation. Cfthis, approximately 10.8 
acre-feet (22,000 cu. yd.) per year is being trapped between RM 523.67 and Ziik Dam. Again, this is 
in addition what may have been trapped prior to 1988. 

The apparent equilibrium between RM 523.67 and RM 522.9 is interesting because this area has had 
depositional problems. The 1988 conditions contain the two islands on the west side of the river which 
help to keep the sediment at the more efficient east side of the river. Deposition at a bend generally 
occurs at the curve’s inside (west side), indicating that secondary and “vertical roller” currents are the 
main driving force of the sediment deposited in these areas. The primary currents, as shown by the 
HEC-6 results, are sufficient to keep most of the sediment moving downstream. Because of this, a 
general constriction of the river in this area will not significantly reduce the local deposition on the 
west side of the river since this action affects only the primary currents, not the secondary currents 
causing the deposition. A more promising alternative is a spur dike that would deflect the secondary 
flows away from the amphitheater and the boat ramp. Analysis of secondary currents cannot be 
performed by a 1-D model such as HEC-6. A 2-D hydrodynamic model is required to analyze 
secondary currents for existing and any proposed conditions. 

TWO-DIMENSIONAL ANALYSIS USING FESWMS-2DH 

FESWMS2DH, Finite Element Surface-Water Modeling System: Two-Dimensional Flow in a 
Horizontal Plane, was used to determine the flow velocities and water surface elevation for existing 
conditions and the alternative spur die configurations. While 1-D models, such as HEC-2, solve for 
a single water surface and an average velocity at each cross section, 2-D depth-averaged models allow 
the water surface to vary from bank to bank and allow the velocity to follow any horizontal direction. 
A 2-D analysis is particularly useful when evaluating the velocity field and the water surface variation 
under complex hydraulic conditions since local velocities and water surface elevations can be resolved. 
FESWMS2DH was developed for the U.S. Federal Highway Administration by the Water Resources 
Division of the U.S. Geological Survey. The modeling system is able to simulate complex flow 
conditions which are essentially 2-D in the horizontal plane. The governing equations are the 
primitive form of the shallow water equations where two equations describe the conservation of 
momentum and one equation describes the conservation ofmass. Frictional losses were modeled using 
Manning’s equation. Turbulent effects were modeled using the Boussinesq eddy viscosity concept. 
Wind stress and the Coriolis force were not considered for this simulation. The resulting system of 
differential equations are solved by a Galerkin finite element method as described by Froehlich (19891. 
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The FESWMS existing conditions model extended from Zmk Dam, upstream to the llti Street Bridge. 
The geometry for the 2-D model was developed from contour maps, aerial photographs, site 
photographs and HEC-2 cross sectional data. The fmite element network near the spur dikes is shown 
in Figure 3. The network was designed to reflect the existing conditions under a range of flows while 
allowing the effects of alternative spur dike configuration to be simulated. The finite element method 
allows a more detailed, hence inore accurate, network to be used at areas of particular interest, such 
as near the existing islands and near the amphitheater. Special efforts were made to accurately 
reflect the hydraulic effects of existing bank lines, channel elevations, islands, bridges, the 
amphitheater, overbanks and other significant features. The entire network contains 1679 nodes and 
525 elements. Elements which were dry due to low flow, islands, or spur dike configuration were not 
included, as such the network was customized for each flow rate and each alternative. 

Figure 3. Finite Element Network Near Spur Dikes 

The Manning’s roughness coefficients, ‘n’, for the FESWMS model were essentially the same as for the 
HEC-6 model but were allowed to vary slightly with depth. Throughout most of the network the ‘n’ 
was varied through 0.033 for depths less than 10 feet to 0.027 for depths greater than 20 feet. The 
roughness coefficient along the overbanks and through the 21* Street Bridge was increased slightly 
to reflect greater frictional losses. The total flow rate was specified as the upstream boundary 
condition and the water surface was specified as the downstream natural boundary condition. The 
downstream boundary elevations of the two-dimensional model were developed from the HEC-2 model 
and were essentially equal to the elevations used by the HEC-6 model. A slip condition was used at 
all lateral boundaries. A zero order turbulence model was used to determine the appropriate eddy 
viscosity. The model determines the eddy viscosity as a function of the shear velocity and depth so 
that value of the eddy viscosity reflected the local hydraulic conditions. 
viscosity were in the order of 10 ft% to 20 ft,%,. 

Typical values of the eddy 

A wide range of flow rates were simulated by the 2-D model, from 25,000 cfs (one-half the 2-year flow 
rate) to 305,000 cfs (the peak flow rate of the 1986 flood). This paper presents the results of an 
analysis of existing and alternative conditions at a flow rate of 50,000 cfs in particular since this flow 
rate is representative of channel forming conditions. 

A complete 2-D analysis generates a tremendous amount of spatially related data and it is best to 
present results graphically. 
of a 50,000 cfs. 

Figure 4 shows the flow pattern under existing conditions at a flow rate 
Figure 5 shows the flow pattern at the same flow rate with the three spur dike 

alternative. The area shown in the velocity field plot extends from the llti Street Bridge downstream 
to the boat ramp. 
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Figure 4. Velocity Vectors for Base Conditions, Q = 50,000 cfs 

Figure 6. Velocity Vectors for 3 Spur Dike Alternative, Q = 60,000 cfs 



The magnitude and direction of the velocity at each node is represented by the length and direction 
of the arrow or vector. Closely spaced vectors indicate closely spaced nodes and do not necesstily 
indicate high velocities. At a flow rate of 50,000 under existing conditions, the maximum velocity in 
the channel is approximately 8 ft/s. The velocity vector plot indicates that low velocity flow cross 
between the islands, that slow recirculating flow occurs near the amphitheater and that slow flow 
occurs near the boat ramp. The moderate water velocities along the west bank upstream of the 
amphitheater bring the sediment to the entrance and the slower velocities at the entrance allows the 
sediment to deposit. Fine sediment diSuses into basin is distributed by the circulation pattern in the 
basin. The lower velocity at the entrance to the amphitheater extend a few hundred feet downstream, 
where deposition near the boat ramp occurs. 

Before the HEC-6 model had been fully developed, it was thought that the cause of deposition near 
the amphitheater entrance was due to the lack of sediment transport capability of the main channel. 
As a result, a three spur dikes alternative was formulated with the first and second spur dikes 
connected to the existing islands and the third dike would be constructed near the amphitheater basin. 
The philosophy of this configuration was to keep the flow and sediment along the east side of the river 
where the flow has greater sediment transport capacity. The third dike would serve this purpose and 
keep the secondary currents from the basin entrance. 

The velocity vectors shown in Figure 5 indicate that some recirculation would occur near the proposed 
spur dikes. Slow recirculating flow would occur near the amphitheater basin. Fine tuning the 
geometry of the spur dike would allow continuous flushing of this basin and reduce the potential for 
deposition. The results indicated that at 50,000 cfs the three spur dike option would increase the 
water surface elevation locally by 1.0 feet along the east bank and 1.4 feet along the west bank. The 
increase in the water surface due to the spur dikes decreases at higher flows as the spur dikes are 
overtopped. The maximum velocity in the channel near the downstream spur dike would increase to 
about 10 ft/s which would increase the sediment carrying capacity of the channel through the 
constricted reach. 

The HEC-6 results have shown that the reach between the llth and 21” Street bridges is capable of 
transporting the inflowing sediment although deposition still occurs along the inside of the bend. All 
three spur dikes may not be essential since the proposed dike near amphitheater has the greatest 
impact and may be sufficient to reduce deposition. The results of the 2-D analysis of each dike/island 
alternatives were used to calibrate the hydraulics of the HEC-6 model for sediment analysis of the 
proposed alternatives. 

HEC-6 ANALYSES OF ALTERNATIVES FOR TRE LOWER REACH 

The Tulsa River Parks Authority is interested in keeping enough water depth (approximately 2 feet) 
in the reservoir area for recreational purposes. With relatively small quantities of spot dredging, the 
upper reservoir area, according to the HEC-6 results, should not have any trouble maintaining such 
a main flow area depth which is generally at the outside of the bend. However, the lower part of the 
reservoir does have deposition problems and would not maintain a 2 foot water depth for low flows. 
Two alternatives were formulated for the lower reservoir area; dredging and maintenance of a 500 foot 
wide channel, and the same alternative with the construction of islands or spur dikes. 

The HEC-6 model was adjusted to initially dredge a 500 foot wide channel from Zink Dam to RM 
523.73 on the outside bend. For the 1989 to 2014 simulation, the program was then instructed to 
dredge the channel with a 1 foot overdepth whenever the water depth became less than 2 feet. The 
initial dredging required to reach an acceptable level is estimated to be 74,300 cubic yards with an 
average annual dredging requirement of 21,300 cubic yards. There are periods where no dredging is 
required due to a lack of sediment carrying flows or large flows which essentially clean the channel: 
An example of the large flow condition is the year 2012 which contains the equivalent of the 1986 
flood. The years 2013 and 2014 did not require any dredging because of the cleansing effect caused 
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by the 2012 (1986) flood. The lack of dredging requirements from 1994 to 2001 (equivalent to 1968 
to 1975) were reflective of a moderately low water yield period and resulting lack of sediment inflow. 

Another alternative involved the same conditions as described above in addition to a 300 foot 
encroachment from the east bank by either spur dikes or islands. The encroachment would extend 
from Zink Dam to RM 522.73 with its elevation set 1 foot higher than the water surface elevations for 
a 50,000 cfs discharge. ‘I’he encroachment would be inundated (probability frequency basis) of every 
1 to 2 years. Again, this option assumes an initial dredging volume of 74,300 cubic yards. The results 
showed that the average annual dredging requirement would then be reduced to 11,200 cubic yards. 

If no action is taken, sediment will continue to fill the pool between Zink Dam and the 21’L Street 
Bridge. The baseline HEC-6 model indicates bed aggradation downstream of the 21” Street Bridge. 
Upstream of the 21” Bridge, the channel is in quasi-equilibrium, i.e., there is no net deposition or 
erosion. HRC-6 only evaluates average cross-sectional bed change and cannot resolve local deposition. 
Deposition due to secondary currents along the inside of the bend, can be observed near the 
amphitheater and the boat ramp. We foresee a similar magnitude problem as has been experienced 
in the past several years above 21” street in the no action scenario. Deposition will continue along 
the inside of the bend. Since primary currents on the east side or outside of the bend are sufficient 
to keep most material moving, a general constriction in this reach will not significantly reduce 
deposition. A more promising alternative is a spur dike that will defect the secondary flows away from 
the amphitheater and boat ramp. The existing two islands could remain as they are today. Average 
annual sand bed material delivery to Zink Dam is estimated at 396,000 cubic yards. The dredging 
required to keep the channel clean is less than this value,~with no other action, because large storms 
(1986) will flush the reservoir. The expected dredging requirement would exceed 200,000 cubic yards. 

Significant deposition has occurred downstream of the 21” Street Bridge. HEC-6 analysis indicates 
this area will continue to aggrade until the reservoir is filled through this reach with the occasional 
infrequent flood such as the 1986 event flushing deposited material from the pool. 

Two sub-alternatives were investigated to alleviate depositional problems in the lower reach, a 
dredging option to maintain a 500 foot wide channel in which a a-foot flow depth would be maintained, 
and the same option with spur dikes/islands constricting. 

Spot dredging alone could only, at best, maintain the opening to the amphitheater and with the River 
Parks present equipment (mudcat). Spot dredging is viable if used in conjunction with the spur dike 
option above 21” Street. The spur dike should reduce deposition due to secondary currents, combined 
with spot dredging at the boat ramp and amphitheater,could become a very viable option for the upper 
reach. The mudcat dredge may still be insuilicient to handle spot dredging. 

The combined option is the one that will best mitigate sediment depositional problems. Whether the 
economics are viable is something that the River Parks Authority must decide. ‘l’he most optimal 
solution would include a spur dike with local dredging above the 21” Street Bridge. Downstream it 
would include either the dredging alternative or the combined dredginp/spur dike option. 

REFERENCES 

Froehlich, D.C., “Finite Element Surface-Water Modeling System: Two-Dimensional Flow in a 
Horizontal Plane,” Vol. I. Users Manual, Federal Highway Administration, Publication No. FHWA- 
RD-88-177, April 1989. 

U.S. Army Corps of Engineers Water Resources Support Center, “HEC-6 Scour and Deposition in 
Rivers and Reservoirs Users Manual,” Hydrologic Engineering Center, Davis, California 1977. 

0-45 



SIMULATION OF BED TOPOGRAPHY IN A MEANDERING RIVER 

by Howard H. Chang, San Diego State Univ., San Diego, CA 

ABSTRACT 

River channels are seldom straight over a length of a few channel widths. Bed 
topography associated with channel curvature often needs to be determined since any design 
for bank protection must be extended beyond the potential scour in order to prevent 
undercutting. The curvature-induced scour should also be tied in with aggradation and 
degradation invoked by any imbalance in sediment transport. 

The FLUVIAL model (Chang, 1985) was developed to simulate channel-bed scour and 
fill together with changes induced by the curvature effect. The field data from the Fall 
River in Colorado was selected as a test case to evaluate the applicability of the FLUVIAL 
model for predicting the bed topography in curved channels with an erodible bed. The data 
set, at the same time, provides a means of calibrating the model. Field measurements of 
bend flow hydraulics and sediment characteristics in the Fall River were made at about the 
bankfull discharge by Thome et al. (1985). The river channel in the study reach is highly 
sinuous (sinuosity 2.2) with,stable banks of meander belt silts and clay. 

Both transverse flow and cross-stream flow were observed in the measurement. The 
former refers to the velocity component normal to the primary flow. The latter is the 
velocity component perpendicular to the tangential direction of the river channel, resulting 
form the angular difference between discharge centerline and channel centerline. Because 
of the cross-stream flow, the transverse flow develops only in the deeper region of the 
curved section and it does not develop in the shalloti region near the concave bank. By 
taking this flow pattern into consideration, general agreement between the simulation and 
measurement was obtained. The bed topography of the Fall river is a reflection of the flow 
pattern, characterized by the transverse bed slope in bends. Such bed pattern changes with 
the flow pattern which undergoes continuous growth and decay. 

INTRODUCTION 

River bank protection must be designed to contain the design discharge and withstand 
the velocity. It must also be extended beyond the potential scour to prevent undermining. 
Therefore, one needs to determine the channel bed scour in the design for channeiization. 
Since river channels are hardly straight for a very long distance, channel bed changes are 
induced by the curvature effect in addition to aggradation and degradation. 

The FLUVIAL model (Chang, 1985) was developed to simulate channel bed scour, 
considering the effects of aggradation, degradation and channel curvature. The Fall River 
was selected as a test case to evaluate the applicability of the FLUVIAL model for 
predicting the bed topography in curved channels with an erodible bed. The data set, at the 
same time, provides a means of calibrating the model since certain algorithms in the model 
require experimental calibration. 
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The Fall River is located in the Rocky Mountain National Park, Colorado. Field 
measurements of bend flow hydraulics and sediment characteristics were made at about the 
bankfull discharge by Thorne et al. (1985). The river channel in the study reach as shown 
in Fig. 1 is highly sinuous (sinuosity 2.2) with stable banks of meander belt silts and clay. 
The bankfull discharge is about 4 cubic meters per second on the basis of measurements. 
The channel slope is about 1 percent and the bed material is coarse sand moving in ripples 
and dunes. The average bed load transport rate was measured using the Helley-Smith 
sampler to be about 1.5 kg/set. The confidence interval for this bed load is + 50 %. The 
suspended load in the river is believed to be small because of the low velocity and coarse 
material. 

DATA PREPARATION 

Input data were prepared based upon the information contained in the Thome et al. 
report. Such data include the cross-sectional geometry, spacing between cross sections, and 
radius of curvature at each cross section. The radii of curvature are measured at the 
channel centerline as required by the model. The m&sured sediment size distribution and 
water discharge were also used as the input in the simulation study. The water-surface 
elevation at the downstream section (section 9) was used as an input parameter while water- 
surface elevations of other sections were computed at each time step. 

MECHANICS OF BEND FLOW 

Sediment transport and bed topography in meander bends are related to the mechanics 
of flow. The characteristic flow pattern in meander bends pertaining to this study is 
described first and then employed to discuss the simulation results. In this discussion, the 
following three types of flow are considered: (1) the primary flow that is in the downstream 
direction, (2) the secondary flow that is normal to the primary flow and related to the flow 
curvature, also known as spiral flow or helical motion, and (3) the cross-stream flow 
resulting from the angular difference between the discharge centerline and channel 
centerline. The discharge centerline is defined as a line drawn on the plan view of a channel 
which has equal discharge of primary flow on both sides. 

Much of the current bend theory has been called into question by Dietrich, et al. (1979) 
and by Thome and Rais (1983) as they have found significant net cross-stream discharge in 
natural meanders. In the upstream vicinity of a bend apex, such as Sec. A-A in Fig. 2, the 
cross-stream discharge is typicahy 10% of the primary flow. This observation reveals a 
phenomenon which should be related to the development of secondary flow. 

The process that characterizes the flow through meander bends is the streamwise 
variation of the secondary flow to which so many phenomena of river meanders are related. 
Bed topography are related to the streamwise growth and decay of secondary flow and its 
interaction with the cross-stream flow. The changing curvature of the flow path (discharge 
centerline) and its phase lag with the channel path (channel centerline) (see Fig. .2) have 
important effects on meander morphology. This changing flow curvature is in some way 
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related to the variation in secondary flow. 

Fig. 1. Topography of Fall River with Cross-Section Lines 

Fig. 2. Schematic of Meander Bend Showing Channel Path (Channel Centerline) 
and Flow Path (Discharge Centerline) 
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FOUNDATIONS OF MODELING FOR FALL RIVER 

Physical and mathematical foundation of the FLUVIAL model are described by Chang 
(1985). Certain modeling features pertaining to this study are described herein, including 
the upstream boundary condition for sediment inflow, streamwise variation of secondary 
flow, and computation of transverse sediment transport. 

Upstream Boundary Condition for Sediment Inflow - The rate of sediment inflow into the 
study reach is provided by the upstream boundary condition for sediment. It is assumed that 
the river channel remains unchanged above the study reach and sediment inflow rate is 
computed at the upstream section at each time step just like they are computed at other 
cross sections. 

Streamwise Variation of Secondary Plow - The strength of secondary flow, or the flow 
curvature, varies in the streamwise direction. The variation is described by the momentum 
equation which in its simplified form (Chang, 1984) is 

I II III IV 

dv u gs, a av 
-=-e----E- 

0 
(1) 

dr r, u a2 a.7 

in which v = transverse velocity of secondary flow at water surface, s = curvilinear 
coordinate along the flow path, u = primary velocity at water surface, r, = channel radius 
of curvature, S, = transverse water-surface slope, z = vertical coordinate, and B = eddy 
viscosity. The strength of secondary flow can be represented by the transverse surface 
velocity since transverse velocity profiles are similar. This equation shows that the 
streamwise variation of secondary flow or flow curvature (term I) is under the influence of 
the centrifugal acceleration from the channel curvature (term II), the transverse-water 
surface slope (term III), and the internal turbulent shear (term IV). The internal shear is 
the resistance that the flow has to overcome in changing it curvature. The secondary flow 
grows when the centrifugal force is greater than the resistance from the transverse water- 
surface slope and the internal shear; and it decays otherwise. Because of such resistance 
and inertia, the flow curvature does not adjust immediately to the channel curvature. This 
process may be considered as the delayed response of flow curvature to channel curvature 
(DeVriend and Struiksma, 1983) and it is responsible for the phase lag depicted 
schematically in Fig. 2. Phase lag is the distance the channel apex lags behind the flow 
apex. 

Computation of Transverse Sediment Transport - Sediment transport, in the presence of 
transverse’ flow, has a component in the transverse direction. Sediment movement in the 
transverse direction contributes to the adjustment of transverse bed profile. In an unsteady 
flow, the transverse bed profile varies with time, and it is constantly adjusted toward 
equilibrium through scour and deposition. The transverse sediment rate is computed from 
the stream&e transport and the angle of deviation of bottom currents from the downstream 
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direction using the method developed by Kikkawa et al. (1976) and Ikeda (1982). 

TEST AND CALIBRATION 

The Fall River at the time ,of measurement is assumed to be in a state of dynamic 
equilibrium. Calibration of the FLUVIAL model based upon the Fall River data consisted 
of the following steps. 

1. Determine the roughness coefficient using the measured discharge and water surface 
profile. Different n values were used and the value that provides the match in water-surface 
profile is 0.036. This value was selected for use in the simulation. 

2. Select sediment transport equation based on the measured sediment rate. Sediment 
transport equations developed for the sand bed were tested in trial runs. The computed 
sediment rate was compared with the measured value of 1.5 kg/set (with a 50 % confidence 
interval). The Engelund-Hansen equation was selected since its predicts a sediment rate 
of 1.2 kg/set (0.3 ppm by weight). The sediment load is believed to be essentially bed load 
because of the coarse sediment size and low velocity. 

SIMULATION RESULTS 

Output from the FLUVIAL simulation are presented graphically in Fig. 3. The 
simulation is for a duration of 20 days which is considered long enough for the channel to 
adjust to an equilibrium configuration. The cross-sectional profile simulated at the end of 
10 days and 20 days are plotted with the initial profile for each cross section, as shown in 
the figure. 

The initial profile used in the simulation was measured in the field study at the bankfull 
discharge. Since the discharge was steady for a considerable length of time, the channel 
profiles may be assumed to be in a state of equilibrium. Therefore, the simulation should 
produce cross-sectional profiles comparable to the measured ones. 

Comparisons of the measured (initial) and simulated (after 10 and 20 days) cross- 
sectional profiles are given in the Fig. 3. While there is general agreement, there are also 
variations between the measured and simulated profiles. The results are discussed in the 
following: 

1. The transverse bed profiles is very pronounced for those sections within a meander bend. 
Such transverse slope is generally less pronounced or missing in a straight reach. 

2. The transverse bed profile changes along the channel. It grows with the secondary 
currents as the flow enters a bend, it reaches a maximum near the bend exit, and it decays 
after leaving the bend exit. 

3. The difference between the simulated and measured profiles may be significant near the 
convex bank, see, e.g., section 1. This discrepancy is explained below. The FLUVIAL 
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model considers the primary flow and the secondary currents. Each cross section used in 
the FLUVJAL simulation needs to be perpendicular to the primary flow. Because of the 
angular difference between the channel centerline and discharge centerline described in the 
foregoing, a cross section perpendicular to the channel centerline is not necessarily 
perpendicular to the primary flow direction. Also, a cross section perpendicular to the 
primary flow direction in a bend is usually somewhat curved instead of being straight. The 
cross sectional profile simulated using the FLUVIAL model is supposed to be for such a 
cross section. Since the cross sections used are defined by straight lines not totally 
perpendicular to the primary flow direction, this in part accounts for the discrepancy. 

4. Other causes for the variation may be attributed to the heterogeneity in bed material, 
bank vegetation, and so on. The bed form may have also contributed to the difference 
between the measured and simulated bed profiles. 

SUMMARY AND CONCLUSIONS 

1. The bed topography of the Fall river is a reflection of the flow pattern characterized by 
the transverse bed slope in bends. Such bed pattern changes with the flow pattern which 
undergoes continuous growth nd decay. The transverse bed slope and bed scour reach the 
maximum near the exit of a bend. 

2. The scour depth is distinctly associated with channel curvature, and it is an important 
consideration in the design of bank protection which must extend below the potential scour. 

3. There is general agreement between the simulation and measurement. Certain variations 
do exist. A major reason for the discrepancy is due the one-dimensionality of the FLUVJAL 
model. Because of the cross-stream discharge, the cross section used in the study are not 
exactly perpendicular to the flow direction. In order to be exactly perpendicular to the flow 
direction, each cross section in the bend may not be represented by a straight line, but by 
a slightly curved line drawn perpendicular to the primary flow. 
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Fig. 3. Simulated Bed Profiles during Constant Discharge 
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PHYSICAL XODELING OF SEDIMENT TRANSPORT IN CHINA 

By Dou Guoren;Prof.and Director of Nanjing Hydraulic Research Institute, 
Nanjing, China. 

ABSTRACT 

Important progress has been made in the physical modeling of sediment 
transport both theoretically and experimentally in China.and 
sedimentation problems in China’s key engineering projects must be 
solved by conducting physical model studies, although the mathematical 
modeling is also widely used. In this paper, the historical development 
of physical modeling of sediment transport in China is reviewed first, 
and then the similarity theory of total sediment transport including 
hyperconcentration flow developed by the author is presented, land some 
applications of this theory including the models for Gezhouba Water 
Control Project, Three-Gorge Water Control Project; Xiaolangdi Water 
Control Project and Jinzhou .Harbour Engineering Project are described. 

INTRODUCTION 

There are a lot of sediaents transported in China’s rivers, estuaries 
and coastal zones. The sedimentation problems becone the key,problem~ in 
building important water control and harbour engineering projects. 
Before 1960’s, some big projects failed owing to the serious 
sedimentation. Since then, important progress has been made in the 
physical modeling both theoretically, and experimentally, and the 
sedimentation problems of important projects to be constructed in China 
must be solved by conducting physical 
mathematical modeling is also widely used. 

model studies although the 

The sediment particle sizes in many rivers are distributed very widely, 
so there are both bed load and suspended load, and Ian some cases density 
current and hyperconcentration flow may occur. For 
conditi~ons, 

such complicated 
it is necessary to reproduce simultaneously all particles 

(including so called bed-material-load and wash-load) and all forms of 
sediment transport in one model. The similarity theory of designing such 
models developed by the author and some applications of this theory will 
be summarized briefly in this paper. 

HISTORICAL REVIEW 

It is well known that China’s 
rich in 

rivers, estuaries and coastal zones are 
sediment transport, and the success of hydraulic engineering~ 

projects depends to a great extent on the solution of sedimentation 
problems. Therefore, a lot of model investigations have been conducted 
in China. In addition to novable ,bed models, suspended sediment 
transport models were made in 1950s. Because of the complexity of 
conducting model studies with suspended load, the expected results could 
not be obtained at that time. The verification tests, showed that the 
location of scouring and deposition caused by the,suspended load in the 
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models could not be similar to those in the prototype. This decreased 
the faith in conducting physical model studies with suspended load. 
Since then, the model studies of ~this kind had not been carried out in 
China for near ten years. The analysis made by the authour indicated 
that the failure of model studies with suspended load was due to the 
lack of proper similarity theory, and that the theoretical basis on 
which those models were designed needed to be improved. 
196Os, the suspended sediment transport 

By the end of 
model study was made again by 

the author to study the serious sedimentation in Qingshan Canal caused 
by suspended load and density current, and good results were obtained. 
Based on this model investigation, the similarity laws for suspended 
load were developed, a~nd according to these laws another model was made 
in 1971 to solve the sedimentation problems caused,by suspended load in 
the dam site of Gezhouba Water Control Project. The suspended load and 
density current were reproduced very well. However, in this model, the 
transport of bed load could not be considered yet. As mentioned above,in 
many rivers, such as the Yangtze River, there are both suspended load 
and bed load. So, in order to study the bed load transport, another 
model was made to predict the location and quantity of deposition caused 
by the bed load. However, it was difficult to analyze the results 
obtained from the two models. It was obvious that the sedimentation 
problems in the dam site of Gezhouba Project could not be solved 
properly by using the two models. It was necessary to reproduce 
simultaneously all forms of sediment transport in one model. The main 
difficulty to design models with total sediment transport is that the 
time scale for the model only with suspended load transport is strongly 
different from that for the model only with bed load transport. The 
analysis indicated that the difference in time scales of bed deformation 
was caused by that for the model with suspended load, the similarity 
criterion of initial movement velocity was not considered, meanwhile, 
for the model with bed load, the similarity criterion of settling 
velocity was not considered. If both similarity criteria were satisfied, 
the difference in time scales of bed deformation could disappear. In 
1973, a similarity theory of total sediment transport modeling was 
developed by the author, according to which all particles and all forms~ 
of sediment transport can be reproduced simultaneously in one model. 
Such.a model with total sediment transport was made in the same year for 
the Gezhouba Water Control Project. The success in conducting this model 
study not only led to ~the successful solution of sedimentation problems 
in the Gezhouba Project, but also encouraged engineers to use the 
physical models to solve sedimentation problems in various condition. 
Since then, a large number of models of this kind have been made in 
,China to solve various sediment problems~in rivers, estuaries and 
coastal zones. One of them is the model for the Three-Gorge Water 
Control Project. A 800-meter long model with total sediment transport 
was made in 1986 to study the sedimentation problems in the fluctuating 
backwater region of this Project, and some important results have been 
obtained by this model. By the end of 198Os, the physical modeling of 
hyperconcentration flow had been studied in connection with the 
construction of the Xiaolangdi Water Control Project on the Yellow 
River. The similarity laws of hyperconcentration flow were obtained by 
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the author in 1989, and according to these laws, a new physical model 
has been made in 1990 to further study the sedimentation problems near 
the dam site of the Xiaolangdi Project. Among the sediment transport 
models for estuaries and coastal zones. the model ~studies on the 
sedimentation problems of Dandong habour and Jinzhou habour can be 
mentioned. The sediment transport caused by the tidal currents was 
reproduced very well, and the predictions aade by these models have been 
proved by the measurements in nature. The further study in this field is 
to study the similarity laws according to which the sediment transport 
under the combined actions of tidal currents and waves can be reproduced 
in the model. 

SIH~ILARITY THEORY OF SEDIHENT TRANSPORT MODEL 

The main points of the similarity theory developed by the author in 
1970s and widely used in China for designing total~sediment transport 
model are as follows. The flow in the model and in the prototype will be 
similar if the similarity of. Froude number and resistance can be 
satisfied simultaneously,i.e. 

* ( ;f ) + f 
AI. 

hv =A" f hco= ht.--, 
hV 

where hv, hm A co AL scales of velocity, 
,dimensionless Chezi’s coeffikent andafzngth, respectively. 

depth, 

The similarity scales oft suspended load are determined by the 
two-dimentional nonequilibrium sediment transport equations developed by 
the author(1963). and they are 

h H Al.0 AL 
hw =Av -, As =A s, , A,,= 

AL. hv As 
(2) 

where Aw , As , h s*, are the scales of particle settling velocity, 
sediment concentration and sediment carrying capacity, 
AY.. 

respectively. 
is the scale of dry specific weight, A tl is the time scale of 

scouring and deposition caused by suspended load. The sediment carrying 
capacity can be determined bye the author’s formula(1989). In addition to 
(Z), the initial suspension similarity should also be satisfied for 
suspended load 

Av f =hv (2’) 

where V= is the velocity of initial suspension, which can be determined 
by the author’s formula(1977). In order to meet the similarity 
requirement of density flow, the scale of sediment concentration should 
be determined by 

hYz+ 
As = (2”) 

A (Y. -Y) 
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where Y ,, and Y are the specific weights of sediment particles and 
water, respectively. 

The similarity scales of bed load are determined by the bed load 
discharge formula and the equation of bed deformation obtained by the 
author (1977,1989), and they are 

hy, A4 v hyo AH AL 
hq. = 

A( Ya 
) hv =A Vh , A,,= 

--r> Afo hw 
(3) 

hqs 

where h q S and A vk are the scales of bed load discharge and initial 
movement velocity,respectively; h TV is the tine scale of scouring and 
deposition caused by bed load. It is not difficult to find out that if 
all of the scale relations mentioned above are adopted, the time scales 
for suspended load and bed load will be approximate or equal, and 
therefore it is possible to reproduce simultaneously both suspended load 
and bed load in one model. it is worth pointing out that the success of 
conducting such model investigations depends also on the ability to 
maintain the required grain-size distribution of suspended load in the 
model flow. 

For hyperconcentration flow, the following similarity requirements 
should be added 

.A s = ?I s mar. , hr. =x7, (4) 

where As ,,,-- is the scale of the possible maximum concentration of 
sediments, hrgand hr, are the scales of the Bingham shear stress 
and the bed shear stress,respectively. The formulas ‘obtained by the 
author for determining s,,, and 7 B are 

2 Y. 
s mar. = (4’ ) 

where pi is the percentage of particles with diameter di ; 6 is the 
thickness of water film (=0.21 . IO-‘cm); 6 o is a coefficient 
determined by experiments ( for sediments iti the Lower Yellow River 
6 0 ~156 110” kg/ cm2 , for bakelite powder6 D =47 + lo3 kg/ cm2 );y ’ 
and y are the specific weights of turbid and pure water. It is not 
difficult to prove that the Reynolds number of Binghaa fluid flow with 
higher value in the model will be equal to that in the prototype, if the 
similarity relations (1) and (4) are satisfied. 

8-57 



Whether a model can or not meet the above similarity requirements 
depends on the model sediments selected; which should have a wide range 
of particle sizes and good hydraulic properties and whose physical and 
chemical properties are to be comparatively stable. Various materials, 
such as natural silt, talcum powder, coal powder, coal-ashes, wood 
flour, granular polydiehlorstyrene and bakelite, were used as the model 
sediment, and it is found that the best of them is the granular 
bakelite. 

APPLICATIOIVS OF THE SIWILARITY THEORY 

Since the beginning of 1970s. more than 40 physical models with sediment 
transport have been made in China. The majority of them were designed 
according to the similarity~ theory developed by the author. Here, only 
some typical model studies will be mentioned briefly (see Tab.1). 

Tab.1 

scales 
Rodels AL A" hv hw A Vk ht AS 

Gezhouba, 
dam site ( 200 100 10 5 10 20 0.46 

Three-Gorge, 
backwater 250 100 10 4 10 25 0.51 
region 

Xiaolangdi, 
Dam site 80. 80 8.94 4.20 8.94 8.94 1.09 

Jinzhoti Port' 800 100 10 1.25 10 80 0.5 

AtI 
A tz 

96 

120 

36 

224 .~ 

Gezhouba Model 

The Gezhouba water Control Project is located on.the Yangtze River near 
Yichang city. The morphology of the river reach in the vicinity of the 
dam site of this project is very complicated. ~The average yearly 
quantities of suspended load and bed load are 520 million tons and 8 
million tons respectively, including nearly one million tons of gravels, 
the diameter of which is. nore~than 1Omm. Therefore, the sedimentation 
problem was a key problem for the Gezhouba Project. The model studies on 
this problem were conducted in 1970s. and in the model both suspended 
load and bed load including density current and gravel transport were 
very well reproduced. By using this model, hundreds of '~tests were 
conducted~, and a series of engine.ering measures against sedimentation 
were proposed. All of the proposals were adopted in the construction. 
The Gezhouba -Project has been completed and put into operation, and the 
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engineering measures ,have been proved~ very effective, and the normal 
operation of power generation and navigation ‘has ‘been’ ensur,ed,. The 
sedimentation conditions~ such as the’, ,‘locations and ~‘quantliies of 
deposition and the effectiveness of ‘bashing slu~ices.and tunnels observed 
in the field, after the operation ~of this project’ are in very good 
agreement with .the tiodel~ predictions. 

Three-Gorge Model 

The Three-Gorge- ~Project is to be located on the Yangtze~ river at 
Sandouping, 44km upstream of Yichang. ~The pool ~level~ will vary from‘145m 
to 175m in a year, so ‘the fluctu.ati~ng backwater region is very long, 
about 180km. The channel process’ of this river reach~ ,in the natural 
conditidns is characterized ~by deposi~tion ~inflood~ seasons and scouring 
in dry seasons,, basically reachinr an ~equilibrium of deposition and 
scouring in a year. After completing the project,, the’deposition in the 
flood’seasons will continue to take,~ place, however; the scouring in’the 
dry season can not be realized oving to the fact that the reservoir will 
be impounded at the ~beginning of dry seasons. Therefore, the 
sedimentation problems in the fluctuating, backwater region have to Abe 
studied~ seriously~. For this~ purposes, a 8002meter~ long mode,1 with total 
sed~iment transport has, been made to further study~the sedimentation 
problems and engineering measures to, ensure~~the navigationconditions in 
the whole fluctuating backwater region. The verification te~sts have been 
conducted~, . and the scouring and, deposition processes of the studied 
river reach in a year have been reproduced in’~the:model. Good agreements 
have ~been found between the locations and ~quantities of deposition and 
scouring observed in the whole river reach, a& predicted by the model. 
The comparison shows that the errors of the scouring and deposition 
quantities’ for ali ~locations are less than .30%~. The sedimentation 
conditions after 80-year reservoir operation have been predicted~ by then 
model, and the engineering measures ares being ~~ studied to isprove the 
navigation channel, and the piers of shippings terminals in the whole 
fluctuating backwater region; 

Xiaolangdi Model 

Xiaolangdi Water Control Project isto be located -on the Yellow River 
downstream of the Sanmenxia Project;, The~sediment concentration is very 
high, ranging from lOkg/ m-to 500kg/m3 . Yhen the concentration is more 
than 100kgW , the fluid may be considered as Binghaa fluid, and tbe 
Bingham shear stress land other issuesshould be. taken into ,accoun~t. 
Therefore, in designing the Xiaolangdi,model the hyperconcentration ~flow 
similarity laws mentioncd~above~ havebeenadopted,.~. The verification 
tests .have been conducted, and good,agreements haves been found betieen 

,%he sedimentation conditions observed in the field Andy the’ model 
predictions. By using this model the layout ~of~the project and the 
engineering measures against sil,tation at the Dane site will be,studied. 
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Jinzbou Harbour Model 

Jingzhou,Harbour is located on the northeast part of Jinzhou Bay. In 
order to study the siltation caused by tidal currents in the navigation 
channel~and harbour basin ,to be dredged, a sediment transport model was 
made, in which the tidal ~currents and sed,iment movement were reproduced. 
The verification’ tests were conducted, and the tidal currents and 
concentration distribution in the bay were well reproduced in the model, 
and some engineering measures based on the model studies have been 
proposed to ensure the normal, navigation. The Jinzhou Harbour Project 
has been completed, and the quantity of deposition in the navigation 
channel and harbour basin observed in the field are in good agreement 
with those predicted by the model. 

CONCLDSION 

Great progress has been made in the physical modeling of sediment 
transport both theoretically and experimentally in China. The locations 
and quantities of scouring and deposi,tion in rivers, estuaries and 
coastal zones can be well predicted by the physical model studies. The 
sedimentation problems in China's key engineering projects have been 
solved successfully by conducting physical model studies. The 
development of physical modeling also providesthe basis for developing 
mathematicalmodels of sediment transport in China. 
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DESIGN OF SEDIMENT NODELS 

by Clifford A. Pugh, Head, Hydraulic Equipment Section, and 
Russell A. Dodge, Research Hydraulic Engineer 
U. S. Bureau of Reclamation, Denver, Colorado 

ABSTRACT 

Recent physical model studies at the Bureau of Reclamation's hydraulic laboratory 
requiring scaling of sediment transport rates were designed with a method based 
on the Shields function as modified by Taylor. Taylor developed a dimensionless 
sediment discharge parameter, which provides nesting curves that parallel 
Shields' incipient motion curve at constant values of dimensionless sediment 
discharge. Using this method clearly demonstrates when lightweight materials are 
required or when the sand particle sizes can be adjusted in the model to 
represent the sediment transport rates. A method to adjust the sand particle 
sizes based on settling velocity was developed. This method appears to make the 
correct adjustment to fit the transport curves on the Shields diagram. The 
method was used for modeling the lateral scour of fuse plugs and compared well 
with prototype experience. The method also illustrates the limitations and 
applicability of sediment models. The sediment transport rates may be properly 
scaled in one area of a model and improperly scaled in a different area where the 
Reynolds number is different. 

INTRODUCTION 

Backqround 

Reclamation experience with sediment models started in the early 1950's. Several 
predesign models were conducted for the Missouri River Basin and Middle Rio 
Grande diversions. The sediment used for all these studies was a fine uniform 
sand with a mean diameter of 0.2 mm. Settling velocity is very important in 
determining when a particle will remain at rest or how far it will travel once 
lifted into the flow. The W-percent model sizes were scaled by settling 
velocity according to the Froude law, that is by the square root of the length 
ratio. 

These models were force fed sediment to develop bed slopes sufficient to move 
sediment at rates estimated by sediment bedload equations. Bed slopes that were 
developed this way were generally exaggerated because of friction differences 
between model and prototype. However at diversions, flow splits occur within a 
short reach in the direction of flow, and the structure does not need to be 
distorted. 

Sediment concentration was measured in all the component flows of the models. 
Concentration ratios of the measured delivery rate to the river concentration 
were used to compare the relative amount of sediment in the delivery for 
different trial diversion arrangements. 
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Carlson [1970] summarized these early studies and concluded that physical 
modeling of proposed diversion schemes in close liaison with design engineers 
results in much better sediment control than when studies are not conducted. 

Some of the more recent Reclamation experience has been with steep and fast 
flowing mountain streams where sediment is coarser. Segregation and armoring can 
be important in regard to river and diversion performance. Therefore, as much 
of the range of sediment diameters as possible was represented by settling 
velocity scaling. During these later studies and during a fuse plug model study, 
Reclamation model design methods were reviewed and a more rational model design 
method was developed. The fuse plug model study results (Pugh [1985]) compared 
favorably with the Oxbow field data [1959]. 

MODELING CONSIDERATIONS 

Similitude 

Hydraulic models are used because of the large number of variables involved and 
because of complicated boundary conditions. A physical model is designed in a 
manner such that the flow characteristics of the model simulate in a known manner 
the physical behavior of the prototype. 

A model and prototype must be similar geometrically, kinematically and 
dynamically. Geometric similarity exists when the ratios of all homologous 
dimensions between model and prototype are the same. The geometric scale ratio, 
or length ratio, is denoted by L, which is the ratio LJL,, where the subscripts 
m and p refer to the model and prototype, respectively. Kinematic similarity, 
or similarity of motion, implies that the ratios of velocities and accelerations 
between model and prototype are equal. Dynamic similarity requires that the 
ratios of homologous forces between the model and prototype be the same. 
Possible hydraulic forces are caused by gravity, viscosity, pressure, surface 
tension and elasticity. 

For hydraulic modeling, the more important dimensionless parameters are 
dimensionless ratios formed with respect to inertia: 

Froude number (inertia/gravity)F, = V/(Lg)"' 

Reynolds number (inertia/viscosity)R, = VL/v 

Euler number (inertia/pressure)E, = pV2/Ap 

Whereu = kinematic viscosity 
p = density 
g = acceleration due to gravity 
V = the average velocity 
L = a characteristic length 
Ap = differential pressure. 
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:;T,;;;le relationships for open channel flow based on Froude number are as 

Length = L, 

Area = Lr2 

Volume = Lr3 

Time = L,"' 

Force = Lr3 

Shear = L, 

Velocity = L,"' 

Discharge = Lr5" 

Similitude Deficiencv of Froude Scalinq 

Models involving erosion of noncohesive bed material must simulatetractive shear 
(7), because the tractive shear causes the drag force which overcomes the forces 
holding the particle in place. 

The tractive shear on a particle fluctuates because of the turbulence. The drag 
force and the turbulence are a function of Reynolds number. Therefore, a model 
based on Froude law does not necessarily simulate the tractive forces and the 
erosion accurately. In some models, the sediment sizes must be adjusted to 
compensate for Reynolds number defect. Reynolds number defect (I&) of a Froude 
number model can be determined by the Froude scaled variables being substituted 
in the Reynolds number resulting in: 

R, = Lr312 (1) 
If erosion occurs by chunking action such as cutbank scour or in a controlled 
manner, such as in an impervious core in a fuse plug, a model needs to include 
effects of elastic forces as well as gravity. Taking the ratio of gravity and 
elastic forces results in the structural integrity number M expressed as: 

M = yL/E (2) 

where E is the modulus of elasticity of the chunking material or the core in a 
fuse plug. M must be made the same in the model and prototype. 

Dimensionless Unit Sediment Discharoe 

Vanoni [I9751 used Taylor's data [1971] to show that dimensionless unit sediment 
discharge at low transport rates falls close to Shields curve for threshold of 
movement (fig. 1). To properly simulate sediment discharge, the dimensionless 
unit sediment discharge rate (q,*) must be the same in the model and prototype. 

For a model with a grain Reynolds number (R*) between 5 and 100, the 
dimensionless sediment unit discharge will be too high if the sand grain 
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diameters are scaled geometrically. Therefore, model sediment sizes or specific 
gravity should be adjusted in this range to properly simulate sediment transport. 

By dimensional analysis, it has been shown that noncohesive material has a 
functional relationship which can be expressed as a dimensionless shear stress, 

7* = 7/(r, - y,N, = WJ*d&, d$R> T,/Y,) 

where the grain Reynolds number is, 

(3) 

R* = U*d$v 

The shear velocity can be expressed as: 

(4) 

u* =(7//J)"' (5) 

Where d, = sand grain diameter 
u = kinematic viscosity of water 

= tractive shear 
i = density of water 
R = hydraulics radius 
7s = specific weight of sand 
7, = specific weight of water 

This function, except for the roughness ratio [the ratio of the sand grain 
diameter to the hydraulic radius (d$R)] and the relative specific weight [the 
ratio of the specific weight of sand to the specific weight of water (-r&,)1, 
is the same as the Shields function [1936]. The relative weight term is usually 
dropped on the basis of the same materials, water and natural sand, being used 
in the model as in the prototype. The relative diameter is dropped on the basis 
of relatively deep flow or fine grain sediment bed material. Thus, the equation 
reduces to Shields function. In addition, Shields' data for a large spread in 
particle specific weight fall within the data scatter for sand alone. 

Shields developed a dimensionless diagram relating dimensionless shear to a 
boundary or grain Reynolds number. Shields used this diagram to define threshold 
of movement. This concept has been expanded by others to include transport 
parameters, such as number of particles moving, probability of particles moving, 
and dimensionless sediment discharge. 

Investigators since Shields have verified that Shields' entrainment curve is a 
special transport case, representing nearly zero transport. Gessler [1968] shows 
that the probability of particles moving, used as a nesting parameter, produces 
curves that parallel the Shields curve. Graf and Pazis [1977], using the number 
of particles moving per square foot of bed as a third parameter, produced curves 
that also parallel Shields' curve. Taylor [1971] developed (by dimensional 
analysis) a dimensionless unit sediment discharge parameter: 

q * = q$U*d, s (6) 

where q, is the sediment discharge in volume per transverse flow width and U* is 
the shear velocity. 
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Taylor's analysis; discussed by Vanoni [1975], indicates that using q.* as a 
third parameter with Shields' parameters produces curves of equal q,* that nearly 
parallel Shields' incipient motion curve. Thus, 

q,* = +W*d$v, 7/(-r, - 04) (7) 

These functions can be used by physical modelers to predict transport scaling, 
transport volume and time model defect, possible correction factors and possible 
model adjustments. To use Taylor's function, the data point with coordinates 
[(R*),, (7*),] corresponding to the unit dimensionless discharge, q,*, is located 
on a plot of Shields-Taylor function. A curve is drawn through this point 
parallel to the Shields-Taylor curves. Then a trial model particle size and 
specific gravity combination is found that causes (q*) to lie on the (q,*) 
curve. An increase in trial diameter size causes a sh:ft"of the point downwar!f 
and to the right toward the target (q,*) curve. A change in trial specific 
gravity causes the trial point to move vertically toward the target (q,*) curve. 
If the geometrically scaled model grain diameter is adjusted in size acecording 
to the settling velocity as explained below, the correct adjustment is made to 
cause the value of (q,*)m to approximate the target value of (qs*),,. Exame;e;ho4 
sediment scaling for the fuse plug model study are shown in figure 1. 
study, 12.5-ft- and 25-ft-high prototype fuse plug embankments were simulated at 
scales of 1:25 (tests 1-6) and 1:lO (tests 7 and 8): The prototype and model 
data points and model adjustments are shown in the figure.~ 

/---~5 ‘1. PrototYPr 

-12.5 ft. Prototype 

Shield’s CUPYI for incipient motion 
&-4+.00l 

~qs:‘.oool 

R- -GRAIN l?EIHO‘DS NUYBSR 

Figure 1. - Constant sediment discharge relationships. 

Friction Scalinq 

It is sometimes convenient to use other equivalent relations for U* that are 
easier to work with in terms of field and the model data. These forms are 
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The following relationship in terms of f can be used to determine r*: 

T* = (V'f/&-i4 (r&-r.) 

U* = (gRS)"* = (7/p)"' = V(f/8)"' (8) 

To determine the Darcy-Weisbach friction factor f in an open channel, the 
Reynolds number Re is computed as 4RV/v where R is the hydraulic radius and V is 
the average velocity at the area in.question. To determine f, relative roughness 
is defined as KJ4R where K, is the rugosity. 
equal to 2d 

Kamphius [1974] shows that K, is 

smaller in 7. 
where d,, is the particle size at which 90 percent of the grains are 

iameter. 

(9) 

rtl 
loooor) 

SETTLING VELOClTY OF I 

SAND AND SILT 
I 

IN WATER (-f&j * t.GS ,I 
1-n n \P I 
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Settlina Velocity 

Settling velocity is an important parameter that determines when a partic1.e will 
remain at rest or how far it will travel once lifted into the flow. A diagram 
of settling velocity (w) of sand and silt particles is given in figure 2. For 
particles larger than 1 mm, settling velocity is a function of the particle 
diameter (d) raised to the l/2 power. Also, for particles larger than 1 mm, the 
grain Reynolds number is generally larger than 100, and no adjustment in grain 
diameter is necessary to achieve the prototype value of qs*. This is consistent 
with Froude scaling for velocity as discussed earlier. However, there is a 
defect in Froude velocity scaling for particles less than 1 mm because of fluid 
shear and Reynolds number defect. 

By an increase of the size of a model sediment grain, the settling velocity can 
be corrected to the proper value for Froude scaling. For example, 1:lO scaling 
of a 2-mm prototype sand particle would be 0.2 mm. However, from figure 2, the 
settling velocity would then be 0.02 m/s when it should be 0.049 m/s according 
to Froude scaling. If the particle size is increased from 0.2 to 0.4 mm, the 
settling velocity is corrected to 0.049 m/s, the proper value for Froude scaling. 
This adjustment moves the location of the point plotted on the Shields-Taylor 
curves (fig. 1) close to the target value of the prototype unit dimensionless 
sediment discharge rate. 

Prototvoe Comoarison 

A field test was performed in 1959 (Albrook [1959]) on a 1:2 scale model of the 
8.2~m-high fuse plug used for the Oxbow Project on the Snake River in Idaho. The 
gradation curve for the 4.1~m-high test embankment was very close to the 
prototype gradation simulated in the fuse plug model study conducted at the 
Bureau of Reclamation's hydraulic laboratory in 1985. 

The geometrically scaled sand grain diameters in the model were adjusted in size 
with the settling velocity adjustment correcting for the Reynolds number defect 
(Pugh [1985]). 

The lateral erosion rate predicted by Reclamation's 1:lO scale model for the 
Oxbow field test was 1.66 m/min as compared to 1.71 m/min measured during the 
Oxbow test. The difference of 2.5 percent is well within experimental accuracies 
and seems to confirm the scaling technique. 

CONCLUSIONS 

The model design method described in this paper to simulate sediment transport 
in physical models compensates for the fact that the Reynolds number is generally 
too low to properly simulate sediment transport in a Froude scale model. The 
method uses an adaptation of the Taylor dimensionless unit sediment discharge 
curves to determine the appropriate sediment diameters or adjustment in model 
sediment specific gravity. Adjusting the model sediment size according to 
settling velocity to correct to the proper value for Froude scaling confirms the 
adjustment shown by the Taylor-S~hields curves. Comparisons of sediment erosion 
rates predicted by a fuse plug model using this technique and erosion rates 
measured during a field test on the Oxbow Project support the validity of the 
technique. 
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SEDIMENT STUDIES AT UNION AVENUE DAM - DENVER, COLORADO 

By Cassie C. Klumpp, U.S. Bureau of Reclamation, Denver, Colorado 

ABSTRACT 

The Union Avenue Dam was constructed on the South Platte River in 1985 by 
the U. S. Army Corps of Engineers (COE) to provide a water supply intake for the 
City of Englewood and to control the grade of the South Platte River. Energy is 
dissipated at the base of the dam in a hydraulic jump. This type of energy 
dissipator is hazardous to recreational boaters. 

The Colorado Water Conservation Board (CWCB) investigated the possibility 
of constructing a series of boat chutes at the dam to improve boater safety. 
The CWCB selected Wright Water Engineers to plan the project and requested 
assistance from the U.S. Bureau of Reclamation (Reclamation) to construct a 
physical model of the boat chute in their hydraulic lab. 

Model tests were conducted to provide favorable flow patterns for boating. 
Sediment tests were made in the physical model to observe scour and deposition 
effects near the Englewood water intake upstream of Union Avenue and deposition 
and scour patterns in the pool between boat chute 1 and boat chute 2. A typical 
particle size distribution curve was obtained from the COE near Union Avenue Dam. 
Different sediment transport equations were used to estimate sediment discharge 
near the dam. After the sediment discharge rate was determined in the prototype, 
the sediment sizes were scaled down to model size and a sediment test was 
conducted in the physical model for 2 days. The results of the test were 
analyzed, and it was determined that the the changes in the Union Avenue dam 
would not affect the intake and the sluice. The deposition patterns in the pool 
between the first and second chute will change flow patterns. However, this 
should not adversely affect recreational boating through the series of boat 
chutes. 

INTRODUCTION 

In 1985, the COE constructed a dam 300 feet downstream of Union Avenue 
in Englewood on the South Platte River. The dam serves as a diversion structure 
for a water supply intake for the city of Englewood and also controls the grade 
of the South Platte River for flood control. The reinforced concrete dam is 
18.5 feet high and has a 3 to 1 slope on the downstream face of the spillway. 
The total head drop is 15 feet to the downstream channel. The energy is 
dissipated in a hydraulic jump at the base of the spillway. 

Recreational boating has become popular on the South Platte River in recent 
years ( Samad et. al., 1986; Simmons et. al., 1987). The CWCB (Colorado Water 
Conservation Board) proposed construction of a series of boat chutes, each with 
a drop of 2 to 4 feet, to handle the total head drop of 15 feet. The CWCB 
selected Wright Water Engineers (WWE) to design the boat chutes. A 1 to 18 scale 
model, constructed in the laboratory, includes the Union Avenue dam, city of, 
Englewood intake structure, radial-gate- controlled sluiceway, downstream pool, 
and the second boat chute (figure 1). 
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Figure 1 - Union Avenue Boat Chute Model 

The model includes the river bend upstream of the Englewood dam. The model 
entrance at the baffle to the bridge is a fixed bed. From the bridge to the dam, 
the model riverbed was filled with sediment sized according to the gradation 
determined from scaling the prototype gradation curve. The bedform was shaped 
according to cross sections provided by WWE. Templates were used in the model 
to form the sand according to the field data. 

A series of tests were conducted in the laboratory study the hydraulics of 
boating conditions for discharges ranging between 100 and 1,500 ft3/s. Sediment 
tests were conducted for a typical spring flow of 3,000 ft3/s to observe 
deposition and scour patterns as they affect the Englewood water intake 
structure upstream of Union Avenue dam and deposition and scour patterns in the 
pool between boat chute 1 and boat chute 2. 
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PHYSICAL MODEL 

Hydraulic Similitude 

Hydraulic similitude must exist between model and prototype to obtain 
accurate hydraulic and sediment measurements. Flow was simulated in the model 
by using the Froude number, a dimensionless number that relates inertial force 
to gravity force: 

(1) 

where: 

V = velocity 
L = length, and 
g = acceleration due to gravity 

Based on the Froude number, protytype and model parameters can be determined from 
the following similitude equations: 

T, = L,1'2 = 4 -24 

Q,=(L,)2.5 = 1,375 

(3) 

(4) 

where: 
T, = time ratio 
L, = length ratio 

and Q, = discharge ratio. 

Subscripts p and m refer to the prototype and model, and r is the ratio between 
model and prototype. 
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Sediment Scaling 

Sediment models must simulate shear stress properly because shear stress 
creates the drag force necessary to overcome forces holding a particle in place. 
Shear stress on a particle will fluctuate because of turbulence. Sediment 
erosion is simulated properly in a model by making model and prototype 
dimensionless unit sediment discharge rates equal (q,, = q,,). 

WWE gave Reclamation a typical prototype particle size distribution curve 
of the South Patte River at Oxford Avenue located near Union Avenue Dam. If the 
particle size distribution curve is scaled geometrically according to Froude 
scaling (z. = T,,), then the model unit sediment discharge rate (q .) will be too 
great for grain Reynolds numbers ranging between 5 and 100. Model grain sizes 
must be adjusted to properly simulate sediment transport in this range. 

Sand and silt particles usually settle according to Stokes law. Sand and 
silt particles less than 1 millimeter settle at slower velocities as the 
particles become smaller. In order to adjust the sediment discharge rate in the 
model, particles less than 1 millimeter are increased in size until the settling 
velocity is corrected to the proper velocity consistent with Froude scaling. 
When the model grains sizes are adjusted for settling velocity, the value of 'F* 
decreases while the value of R, increases bringing the model value of unit 
sediment discharge closer to the prototype. The grain size distribution of 
bedload in the South Platte River at Oxford Avenue was simulated in the model. 
Figure 2 shows the prototype and model grain size distributions. 

Figure 2 - Model and prototype grain size distribution for 
bedload. 
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SEDIMENT STUDIES 

Sluicing flows 

The model was operated initially with discharges ranging from 50 to 3,000 
ft3/s. Sand that was olaced uostream of the dam soilled over the low sluice wall 
in'front of the Englewood intakes for various operating conditions. Operating 
the radial gate and the sluiceway moved sand through the intake areas; however, 
some sand deposited near the intakes. The amount of sand deposited depends on 
how much water is going through the intakes and the opening of the radial gate. 
Good sluicing action was achieved when the radial gate was fully opened even when 
the city of Englewood took their maximum water right during the summer months. 
When the radial gate was close to fully open, the model boats were pinned 
against the wall or drawn into the radial gate. This condition was considered 
unacceptable for boating. The city of Englewood presently operates the sluice 
for gate settings from 25 percent to 100 percent. 

To improve sluicing and reduce risk to boaters, the low wall currently in 
front of the intakes was increased in height to the elevation of the water 
intake wall (5296.5 feet). With this change in the sluice, all of the water 
entering the intake area was forced to enter from the upstream of the intake 
greatly increasing the velocity in the intake channel. The velocity originally 
obtained for a 100 percent gate setting was maintained with only a 25 percent 
gate opening. 

Sediment Tests 

Estimates of bedload transport rates were made for a spring flow of 3000 
ft3/s, which has a return period of 10 years (Wright Water Engineers, 1987). 
The particle size distribution curve for the analysis is shown in figure 2. A 
uniform velocity distribution was assumed with a cross-section width of 120 feet. 

A prototype velocity of 7 ft/s was estimated assuming a Manning's n 
roughness of 0.03 for the channel and 0.04 for the overbanks. The estimated 
water surface slope of the channel is 0.003 ft/ft and the D50 of the bedload 
sediment is 3.1 mm. Based on these data, the estimated bedload transport rate 
that was computed from the sediment transport equations varied from 2,500 
tons/day for the Meyer-Peter & Muller equation to 10,000 tons/day for the 
Rottner equation, averaging 3500 tons per day (Stevens and Yang, 1989). Using 
the discharge scale ratio (L,, s), the bedload discharge scaled to approximately 
200 lb/hour or an application rate of 50 lb/ 15 minutes. 

The sediment test was conducted for three days. Initially the test was 
conducted with the existing sluice wall in place at the lower elevation. At a 
radial gate opening of 30 percent, a large deposit of sediment formed in the 
Englewood intake area covering the first three water intakes. At 100 percent 
radial gate opening the first three water intakes were still covered although the 
sediment deposit was reduced. 

The sediment test was continued for three days with a raised solid wall 
in place along the Englewood intake. Sediment was fed into the model upstream 
of the Union Avenue Bridge every 15 minutes. After 3 days, the deposition in the 
pool appeared to be stable. This was verified by taking measurements at 
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specified locations in the pool between boat chute I and boat chute 2. The 
sediment deposition in the pool between the two boat chutes did not change 
significantly for a period of a few hours. 

Two photographs show the pool between boat chute 1 and boat chute 2 before 
and after the sediment test (figure 3 and figure 4). Prior to the sediment test, 
some deposition occurred in the pool at the end of the sluice channel. After the 
test, a large sand bar was deposited downstream of the main dam to the left of 
the boat chute almost to the end of the sluice wall. Another deposit formed 
downstream of the boat chute in the shape of an alluvial fan. Down-stream of the 
sluice gate a deposit formed near the submerged wall that forms part of the 
downstream sluice channel. However, there was no deposition in the area 
immediately downstream of the radial gate, therefore, not affecting the sluicing 
of sediment away from the water intakes upstream of the dam. 

The deposits produced by the sediment test would probably occur during 
several years unless a relatively large flood occurred during any one year. 
Sediment deposits that occurred during the test affect flow patterns in the pool 
between boat chute 1 and boat chute 2. However, flow patterns are acceptable 
for boating before or after deposition. Prior to the sediment tests the flow 
gradually turns toward the second chute on the left bank. A back eddy forms 
downstream from the dam that carries boaters toward the upstream dam. Following 
sediment deposition the back eddy is eliminated and the flow forms a channel 
from boat chute 1 to boat chute 2. 

Floodflows 

Discharges up to to the 100 year flood of 16,400 ft3/s were observed in the 
model. Model data showed the water level is contained within the stream banks 
up to the 100 year flood. The 100 year flood was tested in the model before and 
after the sediment tests. The sediment deposition in the pool between boat chute 
1 and 2 also did not affect the flows during the 100 year flood (figure 5). 

CONCLUSIONS 

1. Boaters would be drawn into the intake area during sluicing with the present 
Englewood water intake design. A solid wall, the same height as the intakes was 
recommended in front of the Englewood primary intakes. The raised wall greatly 
improved sluicing capacity. 

2. Sediment tests conducted in the physical model showed that the sluice would 
not be adversely affected by the build up of sediment in the pool between boat 
chute 1 and boat chute 2. The radial gate of the sluice channel is free of 
sediment. 

3. Sediment deposition affected flow patterns in the pool. However, flow 
patterns are acceptable for boating both before and after the sediment tests. 

8-74 



Figure 3 - Area between two boat chutes prior to sedimen 
test. 

Figure 4 - Deposition after sediment test 
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Figure 5 - Model with flow at 16,400 ft3/s (COE 100 year 
flood) 

REFERENCES 

Samad, Mohammed A., 
E. McLaughlin, 

Ph. D., John M. Phlaum, William C. Taggart, and Richard 
"Modeling of the Undular Jump for White Water Bypass," Water Forum 

&Proceedings of the American Society of Civil Engineers, July 1986. 

Simmons, William P., Thomas H. Logan, Richard A. Simmons, and Richard J. 
Brown, "Model Studies of Denver White Water Channel," Journal of the Hvddrauics 
Division, American Society of Civil Engineers, July 1987. 

Stevens, Jr., Herbert H. and Chih Ted Yang, "Summary and Use of Fluvial 
Sediment Transport Formulas," USGS, Water Resources Investigation Report 
Investigation Report, Pub. No. 89-402~6, Lakewood, Colorado. 

Wright Water Engineers, "Feasibility Study, Boat Bypass Structure at Union 
Avenue Dam," prepared for Coloardo Water Conservation Board, September 1987. 

8-76 



SIMULATION OF SEDIMENT TRANSPORT NEAR STRUCTURES 

By Sam S.Y. Wang, F.A.P.~ Barnard Professor, and Director, Center for 
Computational Hydroscience and Engineering, The University of Mississippi, 
University, Mississippi, 

Phil Combs, Chief, Hydraulics Sections, U.S. Army Corps of Engineers, 
Vicksburg District, Vicksburg, Mississippi, and 
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ABSTRACT 

A newly refined computational simulation model based on the Efficient Finite 
Element Method is presented. Its cost-effectiveness in simulating three- 
dimensional free surface flow, sediment transport and bed surface elevation 
changes is demonstrated with a typical example. 

INTRODUCTION 

The construction of hydraulic structures in a hydraulic system changes the 
flow, and thus, the sedimentation processes in the system. It is necessary to 
have a reasonable prediction of the bed erosion, sediment transport and 
deposition, so that not only the cost-effectiveness, but also the 
environmental impact of the proposed structure can be assessed before the 
design is finalized. Recently, for economic reasons, more and more of these 
studies are being carried out by numerical modeling. In conducting numerical 
simulation of the highly complicated sedimentation phenomena, research 
engineers are confronted by the difficulties of numerical (spurious) wave.s and 
instabilities. The Efficient Finite Element Method has been newly developed 
at the Center for Computational Hydroscience and Engineering at The University 
of Mississippi. It effectively eliminated most of these difficulties when it 
was applied to investigate the sedimentation phenomena in hydraulic systems. 

The sedimentation phenomena of local scour and deposition around hydraulic 
structures are of interest and importance in all hydraulic systems. Due to 
the presence of structures built in alluvial channels, complications in the 
flow are increased, which include separations, eddies, vortices, local 
accelerations and decelerations, helical secondary motions and intensified 
turbulence. Consequently, additional fluid dynamic forces, as well as 
fluctuations of forces, are exerted on the sediment particles on the bed. 
These forces accelerate the erosion, entrainment and transportation of 
sediments and result in local scouring and deposition. To establish a better 
understanding of these phenomena, an unsteady, three-dimensional mathematical 
model is adopted to simulate the turbulent flow around hydraulic structures. 
Transient three-dimensional sediment transport equations are used to predict 
the suspended sediment movement and empirical relations are used to predict 
sediment transport in the form of bed load. To solve these sets of nonlinear 
partial differential equations in a region with irregular boundaries, a new 
numerical methodology has been developed. Early computational simulation 
models reported were l-d and 2-d models, such as Thomas (1982), Adeff/Wang 
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(1985), Armanini/Di Silvio (1988), Cunge (1980), Kerssens (1979), Alonso/Wang 
(1980), Bechteler/Schrimpf (1984), van Rijn (1987), Teisson/Fritsch (1988), 
Wang (1989), and many others. Since this paper primarily deals with 3-d 
models, no details on l-d, 2-d vertical and 2-d horizontal models shall be 
discussed. 

To simulate a 3-d sedimentation phenomenon, one needs to solve the 
mathematical equations governing both the free-surface flow and the 
sedimentation processes. The solution of this complex phenomenon, in a highly 
irregular domain, is obtained numerically. Since a brief review of the recent 
developments in simulating free surface flows was published by Wang/Hu/Mayerle 
(1990), and a state of the art survey on finite element modeling of 3-d 
sedimentation processes was givenby Wang (1990); the historical survey of 
these two area.s is not duplicated in this short paper. Readers may refer to 
the two publications cited above and the references listed in those two 
papers, if so interested. 

MATHEMATICAL MODEL 

Free Surface Fluid Flow Model 

The 3-d free surface turbulent flows of an incompressible fluid 
associated with sediment transport may be approximately by the Shallow Water 
Theory including hydrostatic pressure assumption. In this special case, the 
first two momentum equations (in x and y directions) and the continuity 
equation are used together with the free surface kinematic condition below, to 
compute the velocity and free surface elevation, ; and q respectively. 

a; ;ii + ;.v; + XP- 
P 

e,VG - Fi = a 

v.; = 0 (2) 

22 ?!l iel- 
at + 3 ax + v~ ay WV = 0 (3) 

P - f%(v2) (4) 

A simple closure scheme using the turbulent eddy viscosity law reported by 
Coleman (1981) and Van Rijn (1984) is adopted: 

Ef = 4 Em ; (1 - $, for k'< 0.5; 

nu*h h' E* = cm = - 4' for h> 0.5 
(5) 

with the variables defined below and vertical coordinates shown in Figure 1: 

h = r + v = depth, u* - shear velocity, 
h'= r + z - elevation of any point, n = Von Karman's coefficient. 
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Figure 1: Vertical coordinates and velocity profile (u-component) 

A nonslip boundary condition is adopted at all solid surfaces, but the 
friction forces at the bottom may be approximated by empirical functions, e.g. 

(6) 

with P, the Prandtl's mixing length and II, the inward unit vector normal to the 
bottom. Forces on the free surface are equated to the wind shear forces; again, 
they are approximated empirically: 

with W, the wind speed and C. a wind shear coefficient. Additional boundary 
conditions, such as discharge, velocity or stage, should be prescribed at the 
entrances and exits of the system, if any. 

Sediment Transuort Model 

Sediment transport loads in flowing water may be classified as bed load and 
suspended load. The total sediment transport flux across any cross-section area 
may be estimated by summing the two. The mathematical model for describing the 
bed load has yet to be developed. Therefore, the numerical modelers have been 
adopting the well-establishedbedload empirical functions valid for the specific 
site of studies. However, the mathematical models for describing the suspended 
load have been developed by numerous authorities in the field. They include: 
Aionso/Wang (1980), Shag/Butler (1982), Miller (1983), Wang/Adeff (1986), van 
Rijn/Meijer (1988), and others. Due to the impressive advancement of digital 
computer technology in terms of computing speed andmemory storage size, research 
activities in the development of highly sophisticated 3-d sediment transport 
models have been accelerated in recent years. 

The equation governing 3-d sediment transport in suspension is written as: 
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ac - -y v. (e. Vc) + 0. (G) ;t-(wec) = 0 at (8) 

where c = c(x,y,z,t) the concentration, wS is the particle fall velocity, and E. 
is the sediment diffusion coefficient, which is related to the turbulent eddy 
viscosity: 

es = pa'* (9) 

where the p (constant over the depth) is the ratio between the maximum values of 
eg and cf. which may be calculated by: 

B - 1+ 7. (%) > for: 0.1 < & < 1 (10) 

and @ expresses the damping of the turbulence due to the presence of sediment and 
can be estimated by: 

a= 1 + +,.a - 2 Q.4 

with c, = 0.65, the maximum volumetric bed concentration. Van Rijn recommended 
the use of Q as a fit parameter to reproduce measured concentration profiles. 
The 0 can also be used to compute a local Von Karman coefficient as affected by 
the presence of sediments, Yalin and Finlayson (1972): 

tC,=*lC (12) 

The boundary concentration c, at the reference level a may be computed by: 

where s is the bed-load transport, u, is the particle velocity and 6, is the 
thickness of bed-load layer. To complete the mathematical model for sediment 
transport simulation, one may also need the sediment transport fluxes 
(convective, diffusive and net or total flux) prescribed or free, bed and wall 
boundaries as well as imaginary surfaces across the entrances and exits, if any. 
The lack of understanding of the physical principles governing the water and 
sediment particle interactions has made the application of empirical functions 
a necessity in the development of computational simulation models. A detailed 
discussion on the flux boundary conditions is given by Van Rijn (1989). 

Finally the Continuity equation for sediments may be written as: 

(14) 

where P is the porosity, c is the depth-averaged concentration, and qe is the 
effective sediment transport which includes both the bed-load transport, s, and 
the suspended-load transport q., zb = -r, represents the bed elevation, and pa 
=*d qs, are obtained by computing: 
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4.x - s” II c dz b : %Y = r" 6, v c dz (15) 

The different time scales in which the fluid flow changes and the sediment 
processes takes place permit to decouple the equations so that they canbe solved 
separately. The fluid flow equations are solved first to yield, u,v,w and q; 
then the transport equation is solved for c and finally the sediment continuity 
equation for the new zb. 

EFFICIENT FINITE ELEMENT METHOD 

This model was developed by combining the advantages of both the Finite Element 
and Finite Difference Methods. The solution domain is discretized into a system 
of severallayers of 3-d elements using isoparametric interpolation functions (FE 
approach). The numerical equations are obtained one set at a node (FD approach) 
by a selected least square or collocation condition. This new model can be 
applied to simulate sedimentation processes in a highly irregular domain without 
the need of a complicated body-fitted coordinate transformation (as needed by 
FDM) and it can be formulatedby sweep through the nodes rather than elements (as 
required by FEM). Therefore, more than 90% of the computing time required to 
formulate a FE Model can be saved. This is why this model is called Efficient 
Finite Element Model (EFEM), details are given by Wang/Hu, (1990). EFEM has 
included several refined schemes to enhance its accuracy and stability. The 
utilization of trigonometric functions as the interpolation functions has 
eliminated the errors in approximating the diffusion terms caused by the 
traditional Lagrangian interpolation functions. The introduction of convective 
shape functions augmented by the local flow velocity has accounted for the so- 
called upwinding effect locally (Figure 2). 

-I 0 1 

Figure 2: Convective shape function augmented locally by flow velocity 
to account for the upwinding effect. 

The application of the least square condition to obtain the numerical equations 
at each and every node has effectively eliminated the spurious secondary waves; 
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and, thus, greatly improved the numerical stability. Due to the page limit, only 
one typical case is shown in Figure 3. 

At= 

u- 

At=4hrs. 

Figure 3: Morphological changes of an alluvial channel due to erosion and 
deposition around an obstruction. 
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CONCLUDING REMARKS 

First, the EFEM utilizes the body-fitted coordinate transformation only to 
approximate a highly irregular solution domain by a finite element grid system. 
Since it is not used for transforming configuration of the solution domain, the 
governing differential equations are not complicated. By sweeping through all 
the nodes, one set of global finite element equations is derived at a node using 
a working element constructed around this node (node of attention). There is no 
need to derive many sets of local finite element equations and, then, to assemble 
them into a global set. Besides, the set of global algebraic equations derived 
by the EFEM has a narrow band width similar to that obtained by FDM. Therefore, 
it is more efficient than the traditional, FEM. 

Secondly, the global finite element equations are obtained by the application of 
least square procedure to minimize the residualdifferentialequations within the 
working element which is a generalized case of several Petrov or Dissipative 
Galerkin schemes. As a result, the new methodology is capable of elimination the 
spurious numerical oscillations so as to enhance the numerical~stability. 

Thirdly, the newly developed hybrid, convective and non-convective, shape 
functions can obtain more accurate interpolations. The local flow condition 
characterizedby the Peclet (or Reynolds) number and/or the Froude number is used 
to control the degree of dominance of the convective terms. The skewness of the 
convective shape functions reflect the correct physics i.e. the hydrodynamic 
effects transmitted fromupstream and downstream to the node of attention are not 
symmetric. The adoption of Fourier components or trigonometric functions to 
construct quadratic Lagrangrian Shape Functions has also found to be more 
realistic than those based on the polynomial Lagrangian type functions. 

Finally, results of two complicated 3-d turbulent free-surface flows and 
sedimentation phenomena around hydraulic structures have demonstrated that the 
newly developed Efficient Finite Element Method is capable of producing accurate 
and reasonable simulation, eliminating spurious andnode-to-node oscillation, and 
enhancing numerical stability and computing efficiency. 
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MODELING OF SPATIALLY-VARYING VELOCITY DISTRIBUTION 

By Chao-Lin Chiu, Professor of Civil Engineering, University of 
Pittsburgh, Pittsburgh, PA; Randy D. Crissman, Hydraulic Engineer, 
New York Power Authority, Niagara Falls, NY: and Weizu Yu, Graduate 
Student, Dept. of Civl Engineering, University of ~Pittsburgh, 
Pittsburgh, PA. 

ABSTRACT 

A method for simulating the spatially-varying velocity distribution 
along a channel is presented that can be used in multi-dimensional 
flow modeling and studying the transport of sediment and various 
pollutants in streams and rivers. The method employs a velocity 
distribution equation derived by entropy maximization. It enables 
determining the velocity distributions at various sections along a 
channel, from a given discharge and water-surface profile. An 
illustrative example is presented to describe the method and its 
applicability to natural channels. 

INTRODUCTION 

The velocity distribution is a basic flow property that affects the 
discharge, shear stress distribution, secondary currents, diffusion 
and various transport processes (transport of sediment and various 
pollutants). The flow in a natural stream or river is non-uniform 
in which the velocity distribution tends to vary from section to 
section along the channel. A feasible technique is, therefore, 
needed for modeling and simulation of the spatially varying 
velocity distribution along a river channel. 

The water surface profile is related to the energy and momentum 
coefficients through the one-dimensional energy and momentum 
equations: the energy and momentum coefficients are related to the 
velocity distribution by definition; and the velocity distribution 
is in turn related to the shear stress. Therefore, it would be 
logical to make an attempt to develop a systematic approach that 
will use a water surface profile, along with the corresponding 
discharge and channel cross sectiions, etc., that are easily 
obtainable, to estimate the energy and momentum coefficients, 
velocity distribution and shear stress that are difficult to 
measure. The objective of this paper is to present an initial step 
towards the development of such an approach. 

VELOCITY DISTRIBUTION EQUATION 

Chiu(1989) derived a velocity distribution equation, 

--11 U 

UmaxM d 
l+(en-1) Es-: ] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (1) nax II 
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in which u,. = the maximum velocity in a section: M= a parameter: 
E = an index variable with which u increases monotonically so that 
a one-to-one functional relationship may exist between u and ti and 
E, and FYI = the minimum and maximum values of t, respectively. 

While the expression for E may be many, an obvious one is 

t-5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2) 

in which D= the water depth along a vertical; and y = the vertical 
distance from the channel bed. Eq. 2 is suitable for a wide 
channel in which the velocity u increases monotonically with the 
vertical distance from the bed. Eq. 2 is not suitable as an 
approximation of E, however, for a channel which is not very wide 
and the maximum velocity occurs below the water surface, so that 
the same velocity occurs at two points, below and above the maximum 
velocity, respectively. In such a case, a suitable equation of F. 
is 

t- &p+-&J . . . . . . . . . . . . . ..*................... (3) 

in which h= the depth of maximum velocity below the water surface. 
According to Eq. 3, E,. and hence, u..X occur at y=D-h. The 
velocity at y=D is less than that at y=D-h. If a two-dimensional 
velocity distribution is required, the following equation (Chiu and 
Chiou 1986) may be used: 

~-Y(l-Z)BJexp(PiZ-Y+l) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...(4) 

in which 

y- y+% 
D+$,-h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (5) 

and 

.-a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 1 (‘5) 

6, and 61 are parameters which, along with the y and s coordinates 
are defined in Fig. 1. B, is a parameter in which i=l or 2 
represents the left or right side of the vertical y-axis which is 
defined as a vertical, passing through the point of maximum 
velocity. In a natural channel'the velocity distribution tends to 
be asymmetric with respect to the y-axis, so that the A, and 8, may 
be different. In a rectangular (or approximately rectangular) 
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channel 6, and 6, both approach zero. fin Eqs. 5 and 6, h (>O) is 
the depth of maximum velocity below the water surface (Pattern II 
in Fig. 1). If h=O the maximum velocity occurs on the water surface 
and isolvels are perpendicular to the ~water surface. If h<O the 
maximum velocity occurs on the water surface but the isovels are 
not perpendicular to the water surface (Pattern1 in Fig. 1). Eq. 
1 is equivalent to 

EL!;0 * /,“P (4 du . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...(7) 

in which p(u) is the probability density by function of u, 

p(u) -exp(a,+a,u) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..*...... (8) 

in which a,, and a2 are parameters. Eq. 7 means that if the value 
of E is randomly sampled between 6, and E.,, and the corresponding 
value of velocity is obtained from its relation to 6; then, the 
probability of velocity being between u and u+du is p(u)du. Eq. 8 
was derived by maximizing the function, 

H(U) - - /Okp(u)lnp(u)du . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...(9) 

subject to the constraints, 

” ldb’p(u) du - 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..(lO) 

and 

/,” up(u)du -ii - z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (11) 

Eq. 10 is the condition of any probability density function, while 
Eq. 11 states the condition that p(u) must be such that the mean 
value of u must be Q/A where Q is the discharge, and A is the cross 
sectional area. 
function" of u. 

H(u) in Eq. 9 is the (Shannon's) "entropy 

information theory, 
The entropy maximization is widely used in 

statistical mechanics and statistics as a 
technique to determine a probability density function of a random 
variable (Goldman 1953, Rao 1965). Substitution of Eq. 8 into Eqs. 
10 and 11 yields 

keal - M(en - 1)-l . . ..T..........................~.... (12) 

and 
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-.+N(eKl)-Ll ii 
L%wlx M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (13) 

in which the parameter M, also appearing in Eq. 11, is defined as 
M=w... . For a wide channel (Chiu 1989), 

g-1 - v 
DU.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..(14) 

Eqs. 12, 13, and 14 give 

ii--- Q Duf 
A vF(M) . . . . . . . ..i.........................(l5) 

in which 

F(M) - (e"-l) [Me"(e"-l)-l-l]-l . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..(16) 

Eq. 15 can be used to obtain F(M) which in turn gives M through Eq. 
16. This technique may be used to estimate the energy and momentum 
coefficients at a cross section through their relations to M. With 
Eq. 1 describing the velocity distribution, the energy coefficient 
can be expressed in terms of M as 

a- (e"1)2[eM(M3-3M2+6M-6)+6] 
te"(M-1) +ll 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..(17) 

The momentum coefficient in terms of M is 

pm (erl) [e"(bf-2M+2) -21 
[e"(M-1) +112 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (18) 

The value of M, along with ii=Q/A, can be used in Eq. 13 to 
determine the other parameter u,. 
equation (Eq. 1). 

in the velocity distribution 
Thus, the spatially velocity 

distribution along a non-uniform flow in a strea?%?ver can be 
determined. 

ILLUSTRATIVE EXAMPLE 

Fig. 2 shows the Upper Niagara River situated between Lake Erie 
near Buffalo and the Niagara Falls. Fig. 3 shows the observed 
water surface profile along the the River, at 1 am, January 17, 
1990 when the flow is in a fairly steady state. The corresponding 
Manning's n profile along the River estimated from the known 
discharge and the observed water surface profile is shown in Fig. 
4. From the information in Figs. 3 and 4 the values of M along the 
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River were computed by using Eqs. 15 and 16, as shown in Fig. 5. 
The profiles of a and B were then computed by Eqs. 17 and 18, as 
shown in Figs. 6. Fig. 7 shows the distributions of mean and 
maximum velocities along the River, in which the mean velocity at 
each cross section was obtained by dividing the known discharge by 
the cross sectional area; and the maximum velocity given by Eq. 13 
after obtaining the mean velocity and M. Note that the flow 
accelerates very rapidly after entering the River from the Lake, 
and attains very high velocities before being divided by the Grand 
Island into two parts, the flows in the East and West Channels. The 
rapid flow is associated with the steep slopes of the channel, 
water surface and energy grade line. Fig. 8 describes velocity 
distribution patterns (relation between u/u and y/D) given by Eq. 
1 for various values of M. Note that for M greater than about 5 or 
6 the mean velocity occurs at y/D= 0.368 (or e-l). Fig. 9 describes 
the velocity distribution at the Black Creek section simulated by 
RI. 1 with computed values of parameters (M and u..,,,) and 5 
represented by Eq. 2 ([= y/D). The velocity distribution pattern 
may be refined by using Eq. 4 to represent [, to cope with the 
variability of velocity in the transverse direction. 

SUMMARY AND CONCLUSION 

This paper describes a technique for computing the energy and 
momentum coefficients and the velocity distribution along an open 
channel, from an observed water surface profile. The technique 
should have practical applications in various hydraulic studies, 
such as modeling of multi-dimensional flow and transport of 
sediment and pollutants in streams and rivers. 

Figs. 4 through 9 only show some initial results. Additional tests 
must still be conducted and improvements could still be made. 
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BRI-STAR!3 MODEL FOR ALLUVIAL RIVER SIMULATIONS 

BY 

Albert Molinas, Hydran-Tech Eagineeriag, Fort Collins, CO 

aad Roy Treat, Federal Highway Administration, McLean, VA 

ABsTBAcr 

lids paper is w the co~potation daihw&l river scomi@deposition asing the BRJ-STARS computer 
program. llw BBIdge Shvam’IWx Model for AUuvial River Sbnulation (BRI-STARS) wbicb was 
developed under the Notional Coopastive Highway Resear& Ragram (NCHBP) is a semi-twodimen- 
sional model capable of computing aJiuvial scour/deposition tbrougb subcritical, superutttcal, and a 
combination of both flow conditions involving hydraulic jumps. ‘llm model is capable of computing 
scour/deposition for applications involving bridgea not only along a stody reocb but also across the 
channel by the use of streamtobea. The BRI-STABS model nuts on the IBM PC-AT or compatables. 
‘lke paper pnsents the tbeorettcal development behind the BRI-STARS modal and deacribea various 
rougbuess, sediment transport, local scour, and other variable computations. Example model applica- 
tions using laboratory data are presented. Ibe computed results are compared 4th physical model 
experiments wbicb were conducted at Colorado State University Hydraulics Laboratory. 

1. MODEL DESCRIPI’ION 

1.1 General 

The ~~kige streamTube ~odei for Auovial ROW simulation (BRI-STARS) ~hkh wa.3 developed under 
the National Cooperative Highway Research Program (NCHRP) is a semi-two-dimensional model 
capable of computiog akwial scour/deposition through subcritical, supercriticaI, and a combination of 
both flow conditions invoking hydraulic jumps. This model, tie tbe conventional water and sediment 
routing computer modeLs, is capable of simulating cbaanel wideain&mrrowing phenomenon as welt as 
local scour due to highway encroachments. 

The channel wideningInarr&ng is accomplished by coupling the stream tube computer model developed 
earlier by Moliaas with a decision-making algorithm using rate of energy diasipalion or total stream power 
minimization. 

The iirst component, the kixed-width streamtube computer model, simulates the scouring!deposition 
process taking place in the vertical direction across the channel. The second component, the total stream 
power minimization algorithm, determines whether at a given cross-se&n the channel adjustments due 
to scour/deposition should take place in the lateral or vertical direction. It is this component that allows 
the lateral changes in channel geometries. Finally, the bridge component akxvs the computation of the 
hydmalic flow variables and the resulting scour due to highway encroaehmeats. In the following sections 
each component will be elaborated. 

12 StreamTube Model Component 

The Stream Tube Computer Model was developed to simulate long-term streambed variations in rivers 
for which sediment and hydraulic data is limited. The computer model using stream tubes can be applied 
to a variety of river problems. It can be used as a fried-bed model to compute water surface profiles for 
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~~buitica& supcrcxltied or the comblaatloe of both flow condition8 lavolvlng hydraulic jumps. This 
capabillly allow8 the applications bwolvlng the flow profll.3 over spillways or flow profiles in natural rlwx 
channels where thebed elevation chauges are negligible. As a movable-bed model, tbc computer program 
caa be applied to route water and sediment through natural river chapels. The use of stream tubas allows 
the variation of hydraulic wmlitions and sediment activity not only ia the longitud.inal, but also in the 
lateraldirection. Withthcselectionofasinglestreamtube,themodelbecomesone-dimcnsional. Average 
channel response to changea ia certain river tlow or sediment conditions can be studied. With the 
s&citiou of multiple stream tubes the model becomes two-dimensional. The changes in the cross section 
geometries in the lateral dir&ion can be simulated. Since the bed-elevation cbaoges are not averaged 
over the entire active channel widths as in one-dimensioeal models, more realistic channel erosion or 
aggradation can be simulated. The use of streamtubes provides valuable information in model appli~a- 
tious where the variation of flow variables across the cbmmel is needed. The fixed width capabilities of 
BRI-STARS can also be used in back stability problems in identifying expected regions of bank ia- 
stabilities. The armouriug pr- provided in the prcgram allows the study of river sedimeetatioe 
problems for longer periods of time. 

The computer program is a semi-tw~dimeasioeal program with the third demensioe, depth, beii 
intrinsically incorporated into the computations. As such, it has the basic limitations of every two-dimen- 
sional program: secondary tlows cannot be simulated. The channel is divided into a preselected number 
of tubes. The bed elevation in each stream tube is allowed to move vertically up or down depending on 
the flow wuditions. As a reiul~ while one section of channel is eroding another might be wading. 
Depending on the number of stream tubes to bc used, the channel cross section changes are averaged 
across different channel s&ions of different widths. Since the computer time and space is dirdyrelated 
to the number of stream tubes to be used, the user is required to decide apoa tbe optimum number of 
tubes. Bed forms are not simulated due to the lack of a generally accepted mehtodologyfor determining 
them. Even though provisions are made to expand the program to include river coetlucnces and middle 
islands, at this point the&e options are not available. The channel boundaries are 6x4 in the lateral 
direction and formation of meander beads cannot be simulated. 

The Stream Tube Computer Model for routing water and sediment is composed of three major com- 
ponents: i) Backwater Computations, ii) Stream Tube Computations, iii) Sediment Routing Computa- 
tions. 

At each time step, first, Standard Step Method of water surface profile computations are carried out for 
the entire reach treatiug the channel as a single tube. Secondly, using the computed water surf&. 
elevations, lateral locatioes of stream tubes at each cross section are determined Treating each stream 
tube as independent cham~els, new water surface profiles and hydraulic variables along them are 
computed. Thirdly, sediment is routed through each stream tube, 4sfyiag the sediment continuity 
equation. At the end of these computations, bed material compc&ions are revised and cbaenel bed 
elevations are updated. Aa armouring procedure is incorporated into the sediment routing computations. 
Computations are proceeded ia time through defined water and sediment discharge hydrographs. 

BACKWATER COMPUTATIONS 

Water discharge hydrographs are appproximated by bursts of constant discharges. During each constant 
discharge time block, backwater computations are carried out without interruption for subcritical, 
supercritical, or a wmbinatiou of both flow condition modeling hydraulic jumps. The details of these 
computations are presented in several public&ions (Molinas and Yang, 1985; Molieas, 1983). These 
uninterrupted water surface protile computations are one of the most significant featares of the Stream 
Tube Computer Model. It is this unique component that makes the model applicable to water and 
&ut routing compatatioas through complex flow comiitioas ia bridge waterways. 
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-E COMPUTATIONS 

stream tubes are ilaagby tubes bounded by stream lines. Smce the discbargc between stream lines is 
constant, each stream tube carries a constant dkbarge along its length. For steady, incompressible flows, 
it is possiile to write 
.3 r2 

where Ht is a constant along the stream tebe. When applied to real fluids, the total head is not a constant. 
Due to friction and other local losses, it is reduced in the direciton fo Bow. Along a river it is possiile to 
determinethevariationofthisquantity. ThisisthebasicassumptioniatheStceamTubecomputerModel 

The use of stream tubes in routing water and sediment tbroagb alluvial channels is another unique feature 
of the Stream Tube Computer Model. In the model, the total discharge carried tbrougb the chaonel is 
distriiuted equally among the preselected number of stream tabea. Along each stream h&e. the water 
discharge remains constaut. Nonlateral intlow into individual stream tubes fron neighboring tubes is 
allowed. Due to the assumptions involved, at a given station water surface elevation across the channel 
should remain constant. Under these circumstancea, the equal discharge location, and therefore lateral 
stream tube locations, correspond to equal channel conveyances. FoUowkg the initial backwater corn- 
putations at each station, stream tube location across tbe channel which satisfy equal conveyance 
requirements are determined. Neat, since total energy along each stream tube should remain constant, 
backwater computations are performed to establish the hydraulic conditions along individual tubes. 

SEDIMENT ROUTING COMPUTATIONS 

Sediment routing computation in each stream tube are performed by satis+g the sediment continuity 
wuatiou, which is &en as: 
&s ‘aA* ” 
ax +t)-$-=o 

where ‘] is the volume of sediment in a unit bed layer volume or one minus porosity (in BRISTARS it is 
set apd to a commonly used value of 0.6); Aa is the volume of sediment deposition per unit length 
Qs is the volumetric sediment discharge. The sediment co&mity equation is discretized as follows: 

_ = 2 Qsi - Psi-1 aQs 
ax AKi + hi-1 

where W is the width of chanoel; AZ is the change in bed elevation and i is the cross-sectional index. 
The chauge in bed elevation, dz, can be obtained by staisfyiag the sediment cox&mity equation. 

Sediment routing procedure is followed in the downstream direction. Starting from an upstream control 
station where the iaput sediment discharge hydrograph for different size clasres is known, sediment 
discharge per size class, Qai,k , is predicted using the selected sediment transport equation. The change 
inbed elevation for each size class is tbea computed. 

proceduks divide the bed &o several coacep& layekof different thicknesses. Also, almost all these 
procedures utilize the active and inactive layer concept. However, in each armouring procedure, the 
sedimeat awountina for individual Iavers is handled di&rentlv. In the Stream Tube Cornouter. one of 
themostrczeat arm&ingprocedur&hasbeeaased. Thispr~mehasbeeapresented~~apresented 
by Bennett and Nordin (1977) and Mengis (1981) from the U.S. GcoIogical Survey. Due to the use of 
several stream tubes across the channel, the Bennett and Nordia method has been mod&d to accomodate 
stream tubes. The locations of stream tubes cbaage with changing flow conditions and channel geometry. 
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To account for bed material comp&tio~‘a&ve and incatiw bed dyer &kocmes for the stream t&s 
are traosferred into point values across the channel. The sediment transport capacity computations in the 
preseotmathematicalmodelcanbecarricdootbytheu.se~ 

1. Yang’s 1973 and 19S4 eqoations 

2. Ackers and White’s equation 

3. Eegehmd and Hansen’s equation 

4. Meyer-Peter and Muler’s equation 

5. User supplied generic cqoation 

13 TotalStrwnmPoww Miuimimtiou compcment 

The second major component of the BFU-STARS is that ofmakiog decisions as to v&ether the channel 
adjustments taking place at a given cross section due to .wmri@deposition should advance in the lateral 
or vertical directions. 

The basic tool for this decision-making component is the “Mioimum Rate of Energy Dissipation Theo@ 
developed by Yang and Soog and this general theory’s special case “Minimum Stream Power Theory” 
whichiswedbyC!haq. 

The Total S&am Power for a reach h de&,4 as: 

@t =“i’ $QiSi +Qi+I&+l, AXi% 
i-1 

ier. 

is the reach length, or distance bchveen stations i and i + 1; 01, SI are didurge and slope at station 
i respectively. 

In the BRISTARS, selc&g directions for channel adjostmenst is accomplished by minimilio the 
integral expression for total stream power given above at Werent stations along the reach. 

At a given time step, if altering the channel width at a given cross s&ion results in lower total stream 
power than r~oweringtbe chaonel, channel adjustments are progressed in the. lateral dir&ion. For 
the opposite case, the adjustments are made in the vertical direction. 

At cross sections where sediment erosion is predicted by the sediment routing algorithm, channel 
adjustments can be made either by deepening or widening the existing channel. If both, the channel 
wideningand~channeldeepenin&reducethetotalstreampowerforthestudyreach,theselectedmodc 
of cbanoel adjustment in the computer model is the one resulting in the mioimum total stream power for 
the reach. 

Sidariy, at cross sections where sediment accumulation is prcdictcd by the sediment routing algorithm, 
channel adjwtments cao proceed either by raisiog the channel bed or by narrow@ the chanoel aloog the 
banks. In this case too the selcctcd mode of channel adjustment io BRISTARS is the one reauhiag in 
the miuimum total stream power for the reach. 

In both the agradirg and degrading channel cases, the sediment load is treated as a constriction in the . . . mmmwation. In cases where ge&gical!manmade restrictions are applied to the channel deepen- 
ir@vide* compotations arc performed to accommodate thcsc con&rictions. 
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The amouot of channel width adjustment daring a time step is determined by the sediment continuity 
equation. channel widening/narrowiag computations are carried out only at the stream tubes neighb-xing 
the channel banks. In the stream h&es away from the banks, sediment routing computation are carried 
out by satis&@ the sediment continuity equation. In these tubes the channel adjustments can proceed 
only in the vertical dire&m. The amount of sediment eroded from the banks in a given reach is treated 
as part of the sediment iatlux for the downstream cross s&ions to conserve the mass balance.. 

1.4 Bridge component 

BRI-STARS model contains the bridge hydraulics routines utilkd ia the WSPRO water surface pro&. 
compution program. The details of these computations are descrii in detail ia the WSPRO User’s 
Manual A wxmd option which utilkes user supplied local loss coefficients at the bridge sections is also 
available. In this “simple bridge” approach, the bridge loss coefficients can be calibrated with 
measured/computed water surface profiles for clwcr agreement with more accarate methods of computa- 
tions. The “simple bridge” approach is applicable only for free surface bridge hydraulics computations 
since it treats the bridge piers as a part of the channel geometry. 

The local scour due to bridge piers in the BRI-STARS model is computed utilking the followiog methods: 

1. Colorado State University equation 
2 Jain and Fisher equation 
3. Laursen equation 
4. Froelicb equations 
5. User supplied generic equation 

The model compotes and lists the local scour at bridge piers separately from the computed general stream 
aggrdationkkgradation values. 

ll. MODEL INFORMATION 

2.1 Program Dacomentation 

The User’s manual for the BRI-STARS model is available and presents the approaches utilized in the 
model as well as the neceswy input/output information for a wxsstid model execution. 

22 Jhtent dUsP/~ptance hy Rngine commlmity 

Tbe BRI-STARS model and its earlier versions reflecting various levels of development have been 
s- used by the U.S. Corps of Engineers, U.S. Bureau of Re&matioa and the University of 
Mioae.sota 

The BRI-STARS model runs w an IBM PC-AT or compatable equipped with a minimum of 640K main 
memory, DOS 3.3, and EGA graphics capabiites. 

2A DagreeofComplerityofUse 

Currently the BRI-STARS input/output is handled through the use of labeled “records”. The input data 
to the model is entered through i) hydraulic; ii) hydrologic; iii) sediment transport; iv) chaaael tidening 
option; and v) printout/plottiag option records. Each input record contains specitk IkIds for appropriate 
data entry as deskbed ia the User’s Manual. A totally interactive eavironmeat is pr&ded for data entry. 
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~~kdcrigncdtoreducethcfePrniag-otthemodcLH-r,theaelectioadinpllt 
parameters aad interpretation of computer results requires a certain degree of wm~ellcy in the 6cki.5 
ofsedimenttraimportandrivermechnnics. Guidelinesforusageareprovidedinappropriatedetailiotbe 
user’s Marioal 

IfL BRlDGESCOUREXPERlhlENTS 

A series of tests were coaducted at the Engineering Research Center 
the 200 x 4 I[ 8 tl rccirculatitlg 5ume in the 

of Colorado State University using 
Hydradics laboratory by C. V. Santoro. A model of a bridge 

pier wa5 set in the flume, equidistant from both walk. The bed material consisted of pea gravel which rose 
to an ekvatioe that cowed the pier foundation. Three pumps of varying power were available to 
recirculate the water from the sump downstream of the 5ume. Combiions of one or more of the pumps 
were us+, ztcudag to their power and the requested discharge. 

lb’. SIMULATION RESULTS 

To demonstrate. the capabili& of BRISTARS, the bridge scour experiments conducted at Colorado 
State University Hydraulics Laboratory were simulated. The details of the facilities and experimental 
procedures are presented in detailby Santoro, 1989. Startingwitbknovm channel cross sections, sediment 
gradations, and downstream controkd water surface elevations, the experimental discharge hydrographs 
were routed numerically through the 8 hour duration of experiments. In order to avoid any model-to- 
prototype conversion problems, all the computations were carried out using physical model dimensions. 
The two test cases presented in this paper correspond to the. straight pier experiments for Q = 16 cfs and 
Q= 24cfs. ThemodelFroudenumbersw~espondingtotheset~tcaSeSwere035and053(subcritical). 
The computed thalweg protile correqmdiegto Q = 16 cfs experiment is presented in Fwe 1. Also in 

THALWEG PROFILE FOR BRIDGE SCOUR STUDY 
O-18CFS;DT-lOMIN;n-0.020(RUNAOT) 
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igure 1. Measured and computed bed profiles for Q = 16 cfs. 
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Time = 0 Hour 

O-24 cf* 

Time = 4 Hours 

Time = 8 Hours 

Figure 2. 3-Dimensional view of channel with bridge pier. 
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tigare 1 the measwcd thah5q elevation values are indicated. The computed results are presented i 
5dimensional form in figwe 2 

V. SUMMARY AN0 CONCLUSIONS 

Ia this paper the BRfSTARS model which was developed under the National Cooperative Highway 
R-ch Program (NCARP) Project No. 15-11 was presented. This model was applied to simulate the 
laboratory bridge scour experiments conducted at Colorado State University Hydraulics Laboratory. The 
agreement between me.a.wred and computed scour patterns and values arc very encouraginp. Work on 
model development to simulate more complex flow condition coetimw.. 
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ABSTRACT 

Flow in ephemeral rivers is typically characterized by a rapid increase in 
discharge from a virtually dry channel to peak discharge, followed by a 
recession to low-discharge levels ever several hours. These rapidly varying 
flows, which can cause extensive channel change and transport most of the 
sediment that mcves in ephemeral rivers , provide a challenge to sediment- 
transport modeling. The Santa Cruz River is an ephemeral river with a long 
history of flash flooding and channel change. In 1988 and 1989, suspended- 
sediment concentrations and bedload-transport rates were sampled for 11 of 13 
flows exceeding 400 ftj/s in the Santa Cruz River at Tucson, Arizona. Peak 
discharges for these flows ranged from 400-9,580 ft3/s and typically lasted l- 
15 hrs. Suspended-sediment concentrations in single verticals ranged from 
3,100 to 64,000 ppm and concentrations did not vary significantly from other 
verticals in the cross section for a given discharge. Bedload ranged from 5 
to 1,900 tons/day and "as approximately 17 percent of the bed-material 
transport rate. Bed-material transport rates were estimated, using several 
techniques, to be approximately 22 percent of measured total sediment- 
transport rates. Bed-material transport rate "as modeled for twc flows using 
GFLWIAL, a 1 l/2-dimensional transport model. Preliminary results indicate 
that, although the order of magnitude of bed-material transport rate "as 
modeled, timing of the peak transport rates, transport during the rising limb 
of the hydrograph, and the hysteretic relation between discharge and transport 
rate were not modeled accurately. 

INTRODUCTION 

"Flash floods," 01 rapidly varying flows that occur in response to high- 
intensity precipitation, are ccmmcn in ephemeral rivers of the southwestern 
United States. Channel change during rapidly varying flows is one of the 
greatest hazards to urban development along ephemeral rivers.in southern 
Arizona. For example, a large flood in October 1983 resulted in widespread 
failure of bridge abutments and approach sections and destruction of 
structures adjacent to channels as a result of lateral erosion (Saarinen and 
others, 1984). Flows of more frequent nature also can cause channel change, 
although changes may be heavily influenced by site-specific factors (Parker, 
1990). 

As a result of historic lateral channel change, channelization is becoming a 
ccmmcn practice along rivers in the Southwest. Channelization without 
hydraulic structures can result in extensive channel erosion (Rhoads, 1990), 
which exacerbates flood-plain management problems. Computer modeling of 
sediment transport is used in the design of bank protection and hydraulic 
structures required for effective bank protection (Chang and Osmclski, 1988). 
Most models are based on the concept of equilibrium sediment transport and are 
usually driven by steady-flow hydraulics (Fan, 1988). These assumptions may 
not be valid for the highly unsteady flow conditions that characterize rapidly 
varying flows. 
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Sediment transport has rarely been measured during rapidly varying flows in 
ephemeral rivers. The purpose of this study is to present data on sediment 
transport during several rapidly varying flows of 1988-89 in the Santa Cruz 
River at Tucson, Arizona, and to attempt to verify aspects of a sediment 
transport model that is commonly-used in the design of bank protection and 
hydraulic structures along ephemeral rivers. 

DATA COLLECTIW AND ANALYSIS 

Sediment transport was measured and bed-material transport rates were 
estimated for partial verification of a connnonly used sediment-transport 
model. Sediment transport was measured at the Santa Cruz River at Tucson 
(09482500) gaging station in southern Arizona. The Santa Cruz River flows 
northward to Tucson from its headwaters in southern Arizona and northern 
Mexico (fig. 1). The drainage area above the gaging station is 2,222 mi2, but 
only part of this area contributes runoff to most flows. The average 
discharge from 1906-81 at Tucson is 23 ftx/s, but the river is dry more than 
300 days per year. Stage for only those flows larger than 400 ft3/s was 
recorded at 5-min intervals in 1988, whereas stage was recorded for flows 
larger than 200 ft3/s in 1989. Direct measurement of most flows was made 295 
ft upstream of the gaging station from a 230-ft-long bridge that has one set 
of four round piers in its center and is parallel to the channel. Flows less 
than 400 ft3/s were measured by wading near the gaging station. The reach in 
the vicinity of the gaging station is laterally stabilized with soil-cemented 
banks, forminq 
essentially a- 
trapezoidal channel 
without a flood plain, 
and concrete sills that 
are approximately 1,000 
ft upstream and 900 ft 
downstream of the bridge 
limit general scour in 
the measurement reach. 

Suspended-sediment and 
(or) bedload samples 
were collected during 11 
of 13 flows in the 
Sumner and fall of 1988- 
89 (Table 1). The 
duration of flows ranged 
from l-15 hrs with peak The Santa Cruz River basin. 

discharges of 400-9,600 
ft3ls. Most of the flows were caused by isolated surmner thunderstorms over the 
southern part of Tucson, but flows in October 1989 were related to the 
dissipation of Hurricane Raymond from the Pacific Ocean, which originated ever 
a larger but unknown part of the drainage area. Only one flow, that of 
October 6, 1989, originated as far south as Nogales (fig. 1). The magnitude 
of the flows are typical for summer months in the Santa Cruz River. 

Bed-material samples were collected from the measurement reach in June 1989 
and February 1990 when the channel was dry. Attempts to collect bed-material 
samples using a BM-54 sampler (see Edwards and Glysson, 1988, for sampler 
description) failed during flows. Particle-size distributions of all bed- 
material, bedload, and selected suspended-sediment samples were measured by 
sieving or visual accumulation tubes for sand fractions and by pipette 
analysis for silt and clay fractions. The median diameter of bed material in 
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Table l.--Flows in the Santa Cruz River at Tucson that were sampled for 
sediment transport, 1988-89. 

Peak Time Peak Time 
dis- of contri- dis- of contri- 

charge flow Storm buting charge flow Storm buting 

_-"_Ze___-!frl'_s_!-~~!~~~2--~~~~~ ____ "'_-!2l!s!-!ftrs!'___'_'P_"_'___"_'_' 
W-26-88 700 8.2 T TM 07-09-89 500 1.1 T TM 
07-27-88 930 2.2 T TM 08-02-89 400 1.1 T TM 
08-01-88 <400 1.5 T TM 08-17-89 1,100 3.0 T TM 
08-23-88 9,600 13.9 T TM 10-05-89 900 5.8 B LB 
08-27-88 2,700 16.8 T Ia 10-06-89 1,200 10.1 Ii w 
10-20-88 3,000 11.8 c LB 
___---___--__--__-______________________------------------------------------ 
1. Before June 1, 1989, the minimum discharge recorded was 400 ft'ln. After this time, the 

minimum discharge recorded was 200 ft3/s, 
2. T -- summer thunderstorm, A -- Rurricane Raymond, C -- cutoff low. 
3. TM -- Tucson metropolitan area, LB -- area between Green Valley and Tucson (fig. II. 

"B -- area upstream Of Green "alley. 

the reach was 4 mm with only 3 percent finer than 0.063 mm. Scattered cobbles 
were found in the reach but were not present in a significant quantity except 
between the gaging station and the downstream concrete sill. 

Suspended sediment was sampled using D-49 and D-74 samplers suspended from the 
bridge or, during low flow, with hand-held DH-48 and DH-75 samplers (see 
Edwards and Glysson, 1988, for descriptions of samplers and general 
methodology). During flows in 1988, suspended sediment was sampled in equal- 
width increments (EWI) of 20 ft at the bridge or 10 ft at the wading section. 
Because the rapid change 
in discharge during EWI 
measurements, suspended 
sediment was sampled at 
single verticals at S-rain 
intervals in 1989 with 
equal-discharge increment 
(EDI) samples collected 
only during periods of 
relatively constant 
discharge. The locations 
of the single verticals 
were chosen on the basis 
of flow depth and 
position relative to the 
central bridge piers. 

Measured suspended- 
sediment concentrations 
(fig. 2) have a large 
amount of scatter with 
respect to discharge that 
appears to be related to 
source areas of the 
individual flows. 
Hysteretic loops on 
concentration-discharge 

T 

. 

L 

10,000 

DISCHARGE. IN CUBIC FEET PER SECOND 

Figure 2.-- Suspended-sediment concentrations for 
all flows measured in 1988-89 at the 
Santa Cruz River at Tucson. 
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graphs (C-Q relations), usually clockwise loops (Williams, 1989), conrmonly 
occurred over individual hydrographs. Comparison of concentrations at single 
verticals with EDI measurements suggests no significant variation over the 
cross section. Because a large number of samples (170) was collected, 
particle size was determined for only 40 selected samples spaced over the 
hydrographs. The percentage of silt and clay for measured samples generally 
decreased from 99 to 67 percent as discharge increased from 200 to 2,400 ft3/s 
(Roberts, 1990). Particle size for other samples was determined by linear 
interpolation between the measured samples. 

The bed-material component of suspended sediment, needed for modeling 
purposes, was determined using two methods (Woo and others, 1986). In the 
first method, particles finer than 0.063 nun were assumed to be wash load and 
was subtracted from the suspended-sediment concentration. In the second 
method, all sediment finer than the lo-percent fraction of bed material (DlO) 
was subtracted from suspended sediment. The results of the second method were 
rejected because only 5 percent of suspended sediment remained after wash load 
was removed (Roberts, 1990). This small amount, which would be the only 
fraction of suspended sediment that could be modeled, is unrealistically low. 

Bedload was sampled from the bridge using a Helley-Smith sampler with a 3 in. 
square nozzle, 3.22 flare ratio, and 250 micron bag (see Edwards and Glysson, 
1988, p. 30). In 1988, bedload transport ranged from 300 to 1,900 tons/day 
(fig. 3) for five cross sections measured over the active bed, which was 
determined by cross-sectional measurements. The transport rate was fit t0 a 
base-10 loa-lou eauation bv - - 
the method of lea& 
squares, and the resulting 
equation is 
log(QBL) = 1.2 + 0.5 log(Q), 
where QBL = bedload 
transport rate in tons per 
day and Q = discharge in 
ft3/s (fig. 3). In 1989, 
bedload in single verticals 
ranged from 5 to 900 
tons/day for 13 bedload 
samples collected in the 
approximate center of the 
active channel bed (fig. 
;i,e ;2eb;;;tr1rrticle 

approximately 0.8 mm. 
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The large scatter in 
individual bedload 
transport rates and the 
small number of bedload 
cross sections (5) 
suggested that a 
theoretical approach was 
needed to estimate bedload. 
Bedload was estimated using 
the Meyer-Peter and Muller 
equation incorporated in 
the GFLWIAL model (Chang, 
1988, 1990; see next 

100 1.000 10,000 

DISCHARGE. IN CUBIC FEET PER SECOND 

Figure 3. -- Bedload transport rates for all flows 
measured in 1988-89 at the Santa Cruz River at 
Tucson. Solid dots indicate bedload data, 
solid line indicates bedload estimated using 
Meyer-Peter and Muller equation, dashed line 
indicates best fit line through cross-section 
bedload transport rates. 
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section for more discussion of this model). Modeled bedload transport (fig. 3) 
adequately represents measured bedload transport below about 5,000 ft3/S. Bed- 
material transport rates were then determined by adding bedload calculated 
using the Meyer-Peter and Muller equation to the bed-material component Of 
suspended sediment. 

Data for two small flows indicate some of the challenges of modeling sediment 
transport during rapidly varying flow. First, peak sediment transport is not 
consistently related to peak discharge. Peak sediment transport preceded peak 
discharge during the flow of August 17, 1989, whereas peak sediment transport 
lagged peak discharge during the flow of October 5, 1989 (fig. 4). Secondly, 
hysteretic C-Q relations are a major feature of sediment transport in 
ephemeral rivers (fig. 5). Finally, the flows are highly unsteady, although 
the flow from Hurricane Raymond (October 5, 1989) varied less rapidly than the 
flow that resulted from an isolated summer thunderstorm (August 17) (fig. 4). 

MODELING SEDIldENT TRANSPORT 

Sediment transport in the Santa Cruz River was modeled using GFLWIAL, a 1 l/2- 
dimensional model (Chang, 1988, 1990). GFLWIAL is based on a l-dimensional 
solution of continuity and momentum equations using a flow-resistance equation 

AUGUST 17.1989 : OCTOBER 5.1969 

100 - I I I I I I 

19 20 21 22 4 5 6 7 8 9 

TIME, IN HOURS 

Figure 4. -- Hydrographs and total and bed-material transport rates for two 
flows in 1989 at the Santa Cruz River at Tucson. Solid lines in lower 
graphs indicate modeled bed-material transport rate using the model 
GFLWIAL, dotted lines and crosses indicate bed-material transport rate, 
and dashed lines and solid circles represent total transport rate. 
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(e.g., Manning equation; Chang, 19901, and hydsographs are simulated by 
changing discharge in discrete time steps and assuming steady flow. GFLWIAL 
allows a choice of five sediment-transport equations and the Meyer-Peter and 
Muller bedload equation. The Engelund-Hanson sediment-transport equation was 
used because it predicts bed-material transport better than most equations in 
sand-bed rivers (Brownlie, 1981; Chang, 1988). Roughness during flow was 
varied using the flow-resistance equation of Brownlie (1981, 1983), which in 
turn was used to estimate flow depth from discharge, slope, and bed-material 
size. The Brownlie method allows roughness to vary depending on scour, 
deposition, 01: bedforms that are modeled during simulated flow. Although 
GFLWIAL also estimates lateral channel change, lateral erosion was not 
estimated because of soil-cemented banks. Therefore, only l-dimensional model 
capability was used to model sediment transport in the Santa Cruz River. 

To model sediment transport 
at the gaging station, 
twelve benchmarked cross 
sections were established 
over an l,SOO-ft, nearly 
straight reach downstream 
from the bridge. A fixed- 
bed step-backwater model 
was calibrated for this 
reach by adjusting Manning 
n-values until the modeled 
stage-discharge relation 
approximated the stage- 
discharge rating curve for 
the gaging station. Low- 
flow Manning-n values 
(0.022-0.029) were 
reasonable for the channel 
conditions, but the low- 
flow values had to decrease 
0.004 units as the depth 
increased from 1 to 7 ft 
(300-10,000 ftx/s) to match 
the rating curve. 

‘oo’ooo l-----l 
10,000 

1,000 

100 ' I I 

100 1,000 2,000 
DISCHARGE, IN CUBIC FEET PER SECOND 

Bed topography, Manning n- 
values, hydsographs, and 
bed-material 
characteristics were used 
as inputs to GFLWIAL. 
Most of the preliminary 
modeling effort was 
concentrated on two small 
flows in 1989 for which . . .~ ._ 

Figure 5. -- Discharges and total and bed-material 
transport rates for a flash flood,on August 17, 
1989. Solid line indicates modeled bed material 
transport rate using the model GFLWIAL, Crosses 

indicate bed-material transport rate, dotted 
lines and solid circles represent total 
transport rate, and arrows indicate the 
direction of change with time. 

amnaant data was available for verification of the sediment transport model. 
Despite small discharges (less than 1,100 ftx/s), temporal change in sediment 
transport during these flows is typical of the larger floods that were 
measured less intensively. 

Bed-material transport rates were modeled for the August 17 and October 5, 
1989, flows using GFLWIAL (fig. 4). Modeled and measured bed-material 
transport rates were within the same order of magnitude for both flows. 
However, modeled sediment transport was less than measured transport during 
the rising limb of the hydrograph and the modeled peak transport rate did not 
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correspond with the measured peak in time. The magnitude of hysteresis and the 
clockwise C-Q relation also were not modeled correctly (fig. 5), although the 
model results indicate that hysteresis should occur. For the August 17 flow, 
hysteresis "as modeled as a figure-8 pattern instead of a simple clockwise 
rotation. 

DISCUSSION AND CONCIUSIWS 

Data collected from the Santa Cruz River at Tucson, Arizona, suggest that only 
about 22 percent of total sediment moving past the gaging station can be 
modeled using existing sediment-transport relations. The lo" percentage of 
sediment that can be modeled indicates that models based on bed-material 
transport relations cannot be used for sediment mass-balance estimates in 
ephemeral rivers unless particles larger than silt size are the only interest 
or only size being transported. However, the sediment transport that can be 
modeled may be of more interest for estimates of scour and lateral channel 
change. 

Source area is an important factor in total sediment transport in ephemeral 
rivers. Only one storm (October 6, 1989) in the two-year study period caused 
runoff from the Nogales area to reach the gage (fig. 1). Suspended-sediment 
concentrations were higher for this flow than for most of the flows caused by 
local thunderstorms in the Tucson area. Each flow has a fairly well-defined 
hysteretic relation between sediment concentration and discharge (C-Q 
relation), whereas only a weak relation is apparent for all data. Flows 
generally have a rapid rise in suspended-sediment concentration up to peak 
discharge, followed by a decrease in concentration with a clockwise C-Q 
relation. This indicates that less total sediment is transported at a given 
discharge on the falling limb compared with the rising limb of the hydrograph. 

The preliminary modeling results suggest that sediment-transport modeling 
based on steady-state hydraulics adequately estimates the magnitude of bed- 
material transport rates, but the model that was used may not be able to mimic 
some details of transport over the course of a flow hydrograph. For two small 
flows for which considerable data are available, GFLWIAL was used to estimate 
the order of magnitude of peak bed-material transport rates but did not model 
timing of peak rates nor hysteretic C-Q relations well. The fact that 
hysteretic relations could be modeled at all is related to use of the Brownlie 
method for estimating roughness combined with predicted fining of bed 
material. The Brownlie method correctly indicated that roughness should 
decrease with increasing stage, which "as already determined using a fixed-bed 
step-backwater model. 

Future data collection efforts may be directed at obtaining detailed, high- 
frequency sediment-transport measurements for larger discharges than the two 
flows modeled in this study. Measurement of bed elevation during flows would 
allow an evaluation of the predicted scour from flows. Although bed-material 
sampling has been unsuccessful, bed-material samples are needed during flow to 
verify predicted changes in bed roughness and particle size. Verification of 
a model as complex as GFLWIAL would necessarily involve simultaneous, high- 
frequency measurements of bed elevation, bed material, discharge, and sediment 
transport, which are extremely difficult to make during rapidly varying flows 
in ephemeral rivers. 
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ESTIMATING VELOCITIES AND SCOUR DEPTH IN RIVER CHANNEL BENDS 

By Drew C. Baird, Chief River Assessment Branch, USBR, Albq. NM and David G. 
Achterberg, Senior Dam Safety Program Coordinator, USBR, Denver CO. 

ABSTRACT 

The scour of a pool on the outside of a meander bend can cause failure of 
riprap stabilization blankets. Estimating future bend velocities, and scour 
potential, therefore; are critical parameters'for designing the size of the 
riprap stones and the thickness of the riprap toe section. 

A one-dimensional, steady-state stream tube model has been used to vary the 
hydraulic characteristics across a cross section. This enables computation of 
higher velocities on the outside and lower velocities on the inside of a 
meander bend. Good agreement has been found between the measured longitudinal 
channel velocities and those computed by the model. 

A modified application of the Blench scour equation, together with the 
computed channel velocities across the cross section were used to estimate 
scoured cross sections at 7,000 ft3/s from cross sections measured at 
4,000 fta/s. The computed cross sections compared favorably with the measured 
sections at 7,000 ft3/s. 

The model was then used to compute channel velocities across,the cross section 
for the bankfull discharge. Using the bankfull longitudinal velocities and 
the Blench equation, scour across the cross section was computed and new cross 
sections were developed for the design scour case, at 10,000 ft3/s. 

INTRODUCTION 

The velocity structure, sediment transport characteristics, and associated bed 
topography in alluvial channel bends has been studied by Yen (1970), Kikkawa 
et. al. (1976), Odgaard (1984,1986), Chang (1988), and others. In a channel 
bend there is a transverse bed slope, and a mass shift of flow towards the 
outside bank (Odgaard, 1986), due to both the point bar and a radial 
centrifugal force component. This results in higher outside bank and lower 
inside bank velocities. Secondary currents in'the transverse direction have 
magnitudes of about 15 percent of the average channel velocity (Simons, 1971). 
The secondary currents play a major role in the development of point bars and 
the shape of the transverse bed slope. The shape of the transverse bed slope 
influences the depth of scour along the outside bank of a meander bend. Much 
of the recent research effort has been to analytically address the 
difficulties of estimating the transverse bed slope and associated pool scour. 
Previous research empirically related scour depth to one-dimensional 
hydraulics, bed material size, and an appropriate adjustment for increased 
scour in bend ways. The flow velocities along the concave bank cause pool 
scour that can result in failure of riprap stabilization blankets. Therefore, 
estimating the lateral variation of bend velocities and the depth of scour, is 
necessary to design the size of riprap stones and toe protection. 
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This paper describes an estimating technique that successfully models the 
lateral velocity variation in a channel bend and can be economically used by 
designers to predict scour under design flow conditions. In addition a 
comparison has been made of the scour estimates using several scour 
computation proceedures. A modified application of the Blench scour equation 
(Pemberton and Lara, 1984) was used together with the lateral velocity 
variation to compute scour across the cross section and to develop new cross 
sections for the design scour case. 

FLOW MODEL 

The flow conditions described above are quite different than those computed by 
a one-dimensional water and sediment routing model, which cannot simulate 
non-uniform velocity distributions, and scour and depositional processes. A 
model was developed by the U.S. Bureau of Reclamation (Orvis and Randle, 1986, 
1987) called STARS (Sediment Transport and River Simulation ). STARS utilizes 
a one dimensional steady state stream tube approach to simulate the lateral 
variation of hydraulic properties across a cross section. The STARS model can 
be used as a fixed or moveable bed simulator. The model utilizes a standard 
step method backwater procedure which solves the energy equation, and 
includes a contraction and expansion eddy loss term, an energy correction 
coefficient for each cross section, and varying channel lengths across a cross 
section for use in channel bends. The model can also handle critical and 
incremental discharges. 

Once the model converges on an upstream section water surface, the conveyance 
for each stream tube is found by dividing the total conveyance by the number 
of stream tubes (10 maximum). The model then computes the hydraulic properties 
for each tube (Randle, personal conversation 1989). The conveyance for the 
area between each coordinate pair is computed and summed as the procedure 
moves from the lowest to the highest position coordinate , When the summed 
conveyance equals that for each stream tube, the velocity for the tube is 
computed. The process is repeated until the properties for each stream tube 
across the cross section have been computed. A scheme is included to find the 
width of each tube when the tube boundary does not lie on a coordinate point. 

The equation to compute the conveyance K is: 

” 

K =>, 1.486 Ai R;13 

i=j Ni 

Where; i denotes the coordinate points, m is the number of coordinate pairs 
for a cross section (200 maximum), j denotes the number of roughness segments, 
n is the number of roughness segments across the cross section (10 maximum), N 
is Manning's roughness coefficient, A is the area, and R is the hydraulic 
radius. 
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It is the change in hydraulic radius R, across the cross section which results 
in the computation of variable velocity for each stream tube. Therefore, the 
shape of the modeled cross section must be similar to the estimated future 
section to provide a valid velocity simulation. 

SCOUR‘ESTIMATING 

The Blench scour equation from Pemberton and Lara (1984) is a regime equation 
which relates the design flow discharge per unit width to the Blench "zero bed 
factor". Both hydraulic and bed material size data are required for this 
method. The Blench equation is as follows: 

Where; d, = depth for zero bed sediment transport, ft., qf = the design flood 
discharge per unit width, ft3/s, and F, = Blench's "zero bed factor", ft/s*. 

The depth of scour is then found from the equation: 

d, = Z d, 

Where; d, = the depth of scour below the measured stream bed, Z = a 
multiplication factor, equal to 0.6 for straight reaches, and moderate and 
severe bends. Right angle bends have values of 1.25, implying that Z values 
larger than 0.6 may be applicable for more severe bend. 

SIMULATION OF FLOW HYDRAULICS 

The simulation of flow hydraulics through the Santo Domingo reach of,the Rio 
Grande in New Mexico has been previously reported (Baird and Achterberg, 1989) 
and is briefly summarized here. The simulation was based on two sets of field 
data collected in 1985, with additional data collected in 1986 and 1988. The 
1985 data was collected for discharges ranging from 4,150 to 5,000 ft3/s, and 
the second set from 5500 to 7,000 ft3/s. The data sets were calibrated to 
determine the average reach Manning's roughness coefficient which was 0.032. 
Using 10 stream tubes the average velocities across each section were 
computed. Figure 1 shows the average stream tube velocity plotted at the mid 
point of each tube, the measured depth, and the measured ~depth averaged 
velocities. Figure 1 also shows how the simulation was improved when the 
roughness was varied across the section. The Manning's roughness was varied 
from the inside to the outside of the main channel in the following fashion: 
0.022, - 0.029, - 0.032, - 0.035, - 0.045. For crossing sections, the 
simulated velocities computed with a uniform roughness compared well with the 
measurements. Therefore, the need to vary the roughness across a section is 
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unique to bends. The increased roughness on the outside of the bend simulates 
the influence of bed form roughness (i.e. greater wetted perimeter) and 
greater turbulence due to higher velocities and secondary currents. 

Figure 1 Cross section and lateral velocity distribution 
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CROSS SECTION COMPUTATIONS 

The stream tube hydraulics were applied with the Blench scour equation to find 
the scour bed elevation. By using the unit discharge q, for each of ten 
stream tubes, it was found that the Blench equation's depth for zero bed 
sediment transport d was equal to the measured depth in the channel. 
Therefore, the Blencho equation (equation 2) could be used directly to compute 
the scoured channel depth without using the Z multiplication factor as defined 
in equation 3. Figure 2 shows the main channel cross section computed from 
the Blench equation and the stream tube hydraulics together with the measured 
cross section (measured at 7,000 ft3/s.) 

Figure 
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2 Measured and simulated cross section shapes 

The scour simulation technique was verified by using cross sections measured 
at 4,000 cfs to estimate the cross section shapes measured at 7,000 ft3/s. 
The stream tube hydraulics at 7,000 ft3/s were computed using the cross 
sections measured at 4,000 cfs. The Blench depth for zero bed transport d, 
was computed for each tube and compared to the measured cross section at 
7,000 fts/s. Figure 3 shows a plot of the measured cross section at 
4,000 ft3/s and 7,000 ft3/s together with the computed cross section for 
7,000 ft3/s simulated from the measured 4,000 ft3/s cross section. The Blench 
equation compares favorably with the measured data; therefore, this method was 
used to predict the scour and cross section shape for other discharges. 

The initial simulation of scour at 10,000 ft3/s predicted a greater scour 
depth than at 7,000 ft3/s in the maximum section. However, due to the higher 
water surface elevation, the predicted bed elevation was above the bed 
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Figure 3 Comparison of simulated and measured cross sections at 7,000 ft3/s 

predicted in the 7,000 ft3/s simulation. The 10,000 cfs simulation also 
indicated that deposition should be occurring on the bar. Bar deposition has 
been observed at high discharges in this reach. Therefore, the bar was 
transformed to reflect deposition. The average scour depth predicted was 
compared to the average stream tube depth to determine deposition. The 
deposition for each stream tube was added to the elevation coordinate, and 
another scour prediction computed. Several iterations of this procedure were 
required until the simulation no longer predicted significant bar deposition. 
Figure 2 shows the main channel scour which would be used for design of riprap 
bank protection at 10,000 ft3/s. 

SCOUR COMPUTATION COMPARISON 

The Blench and Lacey methods of scour computations were applied in the 
recommended way (Pemberton and Lara, 1984). For the 1988 Santo Domingo reach 
design data set the scour depth using the STARS model and the modified 
application of the Blench equation was compared to both the usual Blench and 
Lacey approaches. The Blench and Lacey Z values used were 0.6, and 0.75, 
respectively. The average of the Blench and Lacey equations was 2.6 ft. lower 
than the stream tube approach., This reduced scour depth of 2.6 ft. results in 
an estimated savings of 0.53 cubic yards per lineal foot of riprap or $ 17.00 
per lineal foot based on a cost estimate of $33.00/cubit yard for riprap 
development and installation. 
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METHOD LIMITATIONS 

The modified application of the Blench scour equation together with stream 
tube hydraulics successfully modeled scour in the Santo Domingo reach for the 
available data. This methodology has also been used in the Espanola reach of 
the Rio Grande. Good agreement was found between the measured and computed 
channel cross sections using the bank full discharge. The Espanola and the 
Santo Domingo channels have similar characteristics. Both have well defined 
pools and riffles, gravel point bars, fine bank materials, and the sediment 
transport rates are supply limited. River reaches where this approach may not 
apply are those with; 1) high bed load transport rates of sand sized 
materials, 2) wide channels with a shifting thalweg, and 3) upper regime 
sediment transport conditions. 

CONCLUSIONS 

The one-dimensional, steady-state, stream tube model, STARS, produced good 
simulation of the lateral variation in velocity in a cross section. Uniform 
roughnesses were used in the model to simulate the lateral change in velocity 
for crossing section and multiple roughnesses were used to simulate the 
lateral change in velocities in bends. The stream tube hydraulics could then 
be used with empirical local scour equations to economically predict 
scour for designing riprap bank stabilization. 
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Hsinchu, Taiwan, 30050 

ABSTRACT 

This article introduces a sediment transport model which is especially suitable for 
simulating the bed evolution along the downstream channel of reservoir in Taiwan under 
the peaky flood condition. The governing equations used for this model consist of a set of 
three partial differential equations - the sediment continuity equation and equations of 
continuity and motion for sediment-laden flow. These equations where transformed into 
three pairs of characteristic and compatibility equations. The method of characteristics 
with the fixed time-space grid system is used to solve these equations. Since the fixed grid 
system is used, the interpolation for the solution is always inevitable. In this article, 
instead of the commonly-used linear interpolation, the cubic interpolation technique is 
used. In addition, the reach-back scheme is used for the bed wave characteristics, which is 
expected to give the better results. 

INTRODUCTION 

The construction of a dam at the upstream of stream can always induce a progressive 
change of the channel bed elevation. This bed-level change, or degradation/aggradation 
will cause numerous environmental and structural problems including potential 
undermining of bank protection works and bridge foundations, and reduce efficiency of 
water intake works etc. For performing the future planning for the river system 
development and management, it is necessary to predict the future course of bed-level 
change affected by the build-up of a dam. For Taiwan’s rivers, the construction of a dam 
has also caused the river stability problems. The major cause for the river bed change in 
Taiwan’s river is not the sediment cutoff by the dam, but the large amount of sediment 
evacuated from the reservoir. In Taiwan, ,most streams carry very little water except the 
floods occurring two or three times in a year. The sediment evacuation is conducted during 
the flood period to use the large amount of water to flush the deposited sediment out of the 
reservoir. Nevertheless, the large amount of sediment carried by the flood transmitting to 
the downstream channel can cause serious change of the river pattern. The prediction of 
such impact caused by the sediment evacuation from the reservoir to the downstream 
channel has become an important issue to be investigated in Taiwan. In order to be able to 
accurately simulate the movement of the sediment carried by the peaky flood for most of 
Taiwan’s streams with a steep slope, a sediment transport model has been developed. This 
model is expected to be capable of simulating the sediment movement along the 
downstream channel of reservoir under the unsteady condition. The characteristics method 
is tentatively used for this model to simultaneously solve the three governing equations 
consisting of water continuity and momentum equations and the sediment continuity 
equation. The set of governing equations will be transformed into a set of characteristics 
equations, three distinct characteristics are obtained. Two of the characteristics represent 
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the propagation of hydrodynamic waves which in fact are similar to the case of unsteady 
water flow computation, and the third represents the propagation of bed deformation. For 
solving these three characteristic equations., 
with specific time intervals(MOC) 

one can apply the method of characteristics 
in combmation with linear spatial interpolation at the 

present time level(Chang & Wang, 1972; Wu, 1973). However, with the use of this kind of 
model, the time step is severely limited by the courant constraint, and the coupling of 
hydrodynamic and transport processes is not so effective due to the great disparity between 
the speeds of surface and bed-deformation waves. Lai(1988) has proposed a multimode 
scheme which can simultaneously solve unknowns by the implicit mode along the rapidly 
traveling hydrodynamic characteristics, as well as by temporal of spatial reachback scheme 
along the slowly moving bed-deformation characteristics. However, for these methods 
mentioned above the interpolation is always needed since the fixed grid system is used. 
Usually, the linear interpolation technique is used, which can cause a tremendous extent of 
errors to the solution. This may overwhelm the benefit from the multimode technique. In 
this article, the cubic interpolation technique is used to incorporate with the characteristics 
method to tentatively reduce the errors induced by the interpolation. This article will 
introduce the mathematical formulations for this new method for the mobile bed modeling. 
The expected difficulties and problems are also stated. This model will be applied to the 
study of bed evolution along the downstream channel of reservoir in Taiwan. 

GOVERNING EQUATIONS 

For sediment-laden flow in a unit width of cross section of an alluvial channel, the 
governing equations can be written as follows [Lai, 19881: 

ah huh aZ 
z++++== 

in which P = porosity; g = gravitational acceleration; u = flow velocity; C = sediment 
concentration; h = flow depth; z = active sediment layer; ‘ys = sediment specific gravity; 
^iw = water specific gravity; h = specific weight of sediment-laden water; S, = bed slope; 
Sr = energy slope; t = time; x = distance. In the above equations, Eq. (1) is the 
sediment-laden flow continuity; Eq. (2) is the sediment continuity; Eq. (3) is the 
momentum equation for sediment-laden flow. 

With the use of a simple power relation, C = kuahb for the sediment transport 
capacity, appearing in Eqs (2) & (3), the system of Eqs (1) to (3) can be reduced to three 
unknowns (u,h,z). 

The characteristic equation and compatibility equation for the above equations have 
been derived by Lai [1988], which can be restated as follows: 
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Dh Li = Sim +TlE+PiE+Fi=O (5) 

in which 

Si = /Ji + $; Ti = ~11 + vi; 

pi = Pi + (1-P) ;Fi = Yig(Sf -S,); 

ac *=&qi; 

Pi = [E]lxi - + ; Vi = [E]Xi[+- 11; 

9 = II, - (1-P); Yl = 2m cos8/3; 

y2,3 = -2~Cos~ ; 6 = cos-1[L 
d 2- 3 

Lai and Chang [1987 
must be an odd number o i 

have indicated that XrXsXs < 0 . This result leads to that there 
negative-valued characteristic roots. For subcritical flow, it is 

known that Xr :: p+c > 0 and Xs x w < 0, in which c = w. Therefore, for a subcritical 
flow X3 must be positive, X3 > 0 ; and for a supercritical flow Xs < 0 . The characteristic 
direction for these water wave propagation and bed deformation can be shown in the 
following schematic space-time figures, Figs.1 & 2. 

REVIEW OF MULTIMODE SCHEME 

XZ in 
In order to better handle the great disparity between the magnitudes of X3 and Xr 

maintaining a coupled computational algorithm, Lai [1988] has proposed the 
multimode scheme which combines the implicit & reachback schemes together. The 
schematic diagrams for the characteristics trajectories of this scheme are shown in Figs. 3 
8.5 4. 

As shown in Fig. 3, the characteristics Xr & Xs intersect the adjacent time line at 1 & 
2 within the present time step. To interpolate quantities at 1 & 2 from adjacent grid 
points, involves additional unknowns at points S and Q. Therefore this scheme is usually 
referred to as implicit scheme. 

The value for Xs is always small. Therefore, the characteristics may be projected back 
beyond the present time level for temporal interpolation at the adjacent time tine, as 
shown in Fig. 3. This is so called temporal reachback scheme. 

However, for mobile problem, Xs is so small that it always needs a very large 
reachback time steps to apply the temporal reachback scheme. In order to present the 
number of reachback time steps from growing too large, a limit can be set for Xs at which a 
spatial interpolation can be used instead of temporal interpolation, as shown in Fig. 4. 

Lai has combined the aforementioned three schemes, with the classical scheme as a 
special case, into one scheme for affording better coupling of hydrodynamic and 
bed-deformation waves. 

For the above-mentioned computational scheme, Eqs. (4) & (5) can be converted to 
the corresponding finite-difference expressions: 
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Xp -Xi = Xip(tp - ti) (6) 

Sip(hp - hi) + Ti,(u, - ui) + 

Pin(Zs -si) + Fis(ts-ti) = 0 (7) 

Lai used the time/space linear interpolation technique to solve the variables 4 = 
(hw). 

k-m 1 k+l-m k+l-m ’ k+l-m 
4% = t3dj-1 + G4j-1 ; ~44 = (4dj-1 + (4#j ; 

The factors 51 , 5s , and 5s or [4 can be calculated from Eq.(6) as : 

in which M is the maximum reach-back number; r = Ax/At 
The compatibility equations along the characteristics Ci can be written from Eq. (7) with 
hi , ui , and Ei replaced by the corresponding expressions given in Eq. (8). 

With two upstream boundary conditions and one downstream boundary condition, 
one can close the system of equations to construct a matrix equation of the form AZ = B. 
Here A is the coefficient matrix, Z is the column unknown vector, and B is the column 
known quantities. This can be solved by any matrix solution technique. 

CUBIC INTERPOLATION TECHNIQUE 

However, it is known that the linear interpolation can cause a great numerical 
damping and phase errors. In this paper, instead of the linear interpolation technique 
described above the cubic interpolation technique is used to compute the variables 41 In 
fact, the cubic interpolation technique has been used to solve the dispersion equation which 
was proposed by Holly & Preissmann [1977]. 

The key of Holly-Preissmann method is to use the dependent variables and its 
derivatives at the adjacent two points as the parameters to construct the interpolation 
polynomials. When the cubic interpolation is used, Eq. (8) has to be written as follows: 
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k-m k-m k*l-m 
43 = asl#j-1 + a&Tj-l +aw$j -1 

k+l-m 
+aw$Tj -1 

k+l-m k+l-m k+l-m 
4.4 = a4i4j -I + G24Xxj -1 + a434j 

k+l-m 
+ a444Xj 

in which air , al2 , . . . . . a44 are the coefficients which can be derived by following Holly & 
Preissmann’s idea[1977] ; 4T is the time derivative of 4, 2 ; 4X is the space derivative of 

The use of Holly-Preissmann’s method introduces UT, hT, zx or zT as new dependent 
variibles. Therefore, four additional equations are required to evaluate ux, hx and zx or 
zT. These four equations can be obtained by taking the derivation of Eq. (7) with respect 
to x or t. 

This method may have the potential to improve the accuracy over that of the linear 
interpolation method but the complexity of the mathematical formulation and the 
additional variables may cause program coding problem and some other difficulties which 
are described in the following section. 

DIFFICULTIES EXPECTED 

Several difficulties in practical use of this method can be identified at the outset. The 
first problem is in the treatment of boundary values of ux, hx, zx or zT. The evaluation of 
these boundary values is very difficult since no analytical values are available. The error 
induced at the boundary point for the mobile bed problem can retain for a very long time 
and propagate downstream due to the fact of the slow bed wave motion. Hence, the 
unsuitable evaluation for these derivatives of dependent variables may make the accuracy 
of computation rather poor. 

The second problem is in the approximate integration of the characteristic equations. 
First-order integration is easy and commonly used but not adequate for accurate 
computation. When ~the strong nonlinearity appears, faithful integration along the 
trajectory is especially important. However? accurate integration of the energy term seems 
extremely difficult, which may make it difficult to achieve good accuracy in computed 
values of UT,. hT, zx or zT. 

The third problem is in the coding of program. Since the reachback technique is used 
for the bed deformation equation, one needs to determine the values of reachback number 
for each computation point at time step. In addition, the program has to be so designed to 
memorize the values of dependent variables at the reach-back time level. 

CONCLUSION 

The evacuation of sediment from reservoir during the flood period, which occurs very 
often for Taiwan’s reservoirs, has caused severe than e of channel pattern. In order to 
study how the downstream channel of the reservoir is 3.k ected by the sediment carried by a 
pesky flood flow, a numerical model has been tentatively developed. The multimode 
scheme ,which has been verified by Lai to be the most suitable method for the highly 
unsteady sediment transport problem, is used for this model. In addition, for the purpose of 
avoiding the excessive error induced by the interpolation procedure used for the fixed grid 
characteristics method, the cubic interpolation technique his used. This article briefly 
introduces the mathematical formulations of this newly-developed model. By the time of 
writing this paper, no solid results has been obtained yet. Therefore, no analysis can be 
presented in this paper. However, in principle, it is expected that the better results should 
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be able to be obtained with the use of cubic interpolation technique. 
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Fig. 1 Characteristics for subcritical flow 
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Fig. 2 Characteristics for supercritical flow 
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