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A computer program for simulating geohydrologic

systems in three dimensions

by

D. R. Posson, G. A. Hearne, J. V. Tracy, and P. F. Frenzel

ABSTRACT

This document is directed toward individuals who wish to use a
computer program to simulate ground-water flow in three dimensions.
The strongly implicit procedure (SIP) numerical method used to solve
the set of simultaneous equations is based on the computer programs
published by Trescott (1975) and Trescott and Larson (1976). New
data processing techniques and program input and output options are
emphasized. Theoretical development is minimized, referring to other
sources for this information.

The aquifer system to be modeled may be heterogeneous and
anisotropic, and may include both artesian and water—table
conditions. Systems which consist of well defined alternating layers
of highly permeable and poorly permeable material may be represented
by a sequence of equations for two dimensional flow in each of the
highly permeable units. Boundaries where head or flux 1is
user—specified may be irregularly shaped. The program also allows
the user to represent streams as limited-source boundaries when the
stream flow is small in relation to the hydraulic stress on the
system.

The data-processing techniques relating to '"cube" input and
output, to swapping of layers, to restarting of simulation, to
free-format NAMELIST dinput, to the details of each subroutine's
logic, and to the overlay program structure are discussed. The
program is capable of processing large models that might overflow
computer memories with conventional programs. Suggestions are given
for the modeler wishing to convert this code to computers not
manufactured by Control Data Corporation. The program is written
completely in the FLECS structured programming language, and produces
standard FORTRAN source statements.



Detailed 1instructions for selecting program options, for
initializing the data arrays, for defining '"cube" output lists and
maps, and for plotting hydrographs of calculated and observed heads
and/or drawdowns are provided. Output may be restricted to those
nodes of particular interest, thereby reducing the volumes of
printout for modelers, which may be critical when working at remote
terminals. '"Cube" input commands allow the modeler to set aquifer
parameters and initialize the model with very few input records.

Appendixes provide instructions to compile the program,
definitions and cross-references for program variables, summary of
the FLECS structured FORTRAN programming language, listings of the
FLECS and FORTRAN source code, and samples of input and output for
example simulations.

INTRODUCTION

The computer program documented in this report simulates the
flow of ground water in a three-dimensional aquifer system. The
numerical method used to solve the set of simultaneous equations is
the strongly implicit procedure (SIP) described by Stone (1968) for
two dimensional problems, extended to three dimensions by Weinstein,
Stone, and Kwan (1969) and published as computer code documentation
by Trescott (1975) and Trescott and Larson (1976). The modeler must
evaluate the applicability of the program to the specific
geohydrologic system that he intends to simulate.

The aquifer system may be hetergeneous and anisotropic and may
include both artesian and water—-table conditions. The physics of the
flow field may be approximated by eitcher of two basic sets of
simultaneous equations. For an aquifer system in which storage in
confining beds is not significant, the flow field may be described by
the equation for the flow of ground water in three dimensions. For
an aquifer system in which storage in confining beds is significant,
the flow field may be described by a sequence of equations for two
dimensional horizontal flow in each of the more permeable beds
coupled by the equations for one-dimensional vertical flow through
the poorly permeable beds.

The computer program allows both specified-head and
specified-flux boundaries. At a specified~head boundary, the head is
not allowed to change during any given interval of time. At a
specified-flux boundary, the flow into or out of the aquifer system
is not allowed to change during any given interval of time. The
computer program also allows head-dependent source/sink boundaries at
which the flow rate 1is calculated to represent recharge from or
discharge to a stream.



The program documented in this report differs from earlier
computer codes in several major respects. The data array structure
and data processing techniques used in this code allow the economical
processing of extremely large grids, essentially unconstrained by the
physical limits of a computers' memory. A layer swapping algorithm
is utilized, based on the techniques developed for the "HULL"
programs by Matuska, Durrett, etal (1973). The program is written
completely in structured FORTRAN and uses the FLECS structured
precompiler written by Beyer (1975). The output from FLECS includes
standard FORTRAN IV for the CDC Cyber-176 computers. The FLECS code
is listed in Appendix VII and the FORTRAN code is 1listed in
Appendix VIII.

The input/output logic within the program is totally different
than the schemes used in Trescott and Larson (1976). The user
selects run—-time options using the free-format NAMELIST I/0. Data
grid initialization uses "cube" input techniques, which drastically
reduces the number and complexity of input records. Output '"cubes"
may be defined to reduce the volume of printed output and focus the
output on areas of greatest interest to the modeler. Operation of
the program from a remote terminal is thereby made more efficient.
Extensive backup and restart logic has been designed into the code to
allow the modeler to break up 1long or complex simulations into
stages. Thus, the user may review results and modify the model
parameters as desired. The I/0 structure and program design ease the
logistics of changing grid schemes and reinitializing the estimates
of geohydrologic parameters compared to earlier simulation programs.

The data processing techniques designed into the program are
outlined in an effort to assist the user and to indicate potential
problem areas if attempting to run this code at computer facilities
that do not have CDC Cyber computers available. Detailed
instructions on the input data structure, together with examples of
input and output, should: facilitate the actual use of this program.

References to other publications are provided which discuss the
physics of ground-water flow, the finite-difference solution of
partial differential equations, structured programming languages and

s e CEL A £ ~1 ~ -~ -~
the specafics of Control PData Corperaction Cyber computor scftuare.

This report 1is the result of cooperation between the
U.S. Geological Survey, the U.S. Bureau of Indian Affairs, and the
Office of the New Mexico State Engineer.



CAUTION TO USERS AND DISCLAIMER

The user of this program is cautioned to verify that the program
is in fact functioning as intended for the specific data being used.
Not all options have been exhaustively tested; therefore, the program
is subject to revision as any subsequent errors are encountered. The
user 1s advised to contact the authors and obtain information as to
revisions in the program which may have been made since this document
was released. In spite of these cautions, the program is believed to
be operational as described.

The data processing techniques wused in the program were
developed on computers manufactured by Control Data Corporation. The
use of the brand name in this report is for identification purposes
only and does not imply endorsement by the U.S. Geological Survey.

REPRESENTATION OF GEOHYDROLOGIC SYSTEMS

If the geohydrologic system to be simulated is a simple aquifer,
a two-dimensional model may be adequate. The three-dimensional model
is capable of simulating the response of complex aquifer systems. An
aquifer system is a heterogeneous body of intercalated permeable and
less permeable material which acts as a hydraulic unit of regional
extent. The computer program documented herein evolved from that of
Trescott (1975) as modified by Trescott and Larson (1976).

Representation of the aquifer system

The digital simulation of geohydrologic systems requires that
the continuous functions of space and time be made discrete. A
rectangular block-centered grid (in which variable grid spacing 1is
permitted) is used to form the finite difference approximations for
the derivatives in the flow equations.



Geohydrologic systems in which storage

in confining beds is not significant

If confining beds are thin relative to the vertical dimension of
the cells of the model, each cell will represent several beds of both
permeable and less permeable material. In the macroscopic scale of
the model the cell is homogeneous although possibly anisotropic. The
flow field may be described by the equation for ground-water flow in
three dimensions. ’

3 ah 3 3h 3 ahy . 2b
(A)'Si"(Kx % + 5;—(Ky '5§) + 52—(Kz 539 SS st t W (x,y,z,t)

in which
Kx, Ky’ KZ are the E{draulic conductivities in the x, y, and
z directions (LT 7);
h is the hydraulic head (L);
SS is the specific storage (L_l);
W is the volumetric flux per unit volume (T—l).

This is equivalent to Trescott's equation 3 (Trescott, 1975, p. 3),
and may be solved by the computer program.

Alternately, equation A can be multiplied by the thickness of
the hydraulic unit and expressed as:

(8 2 2+ 2 2 +p 2k, 2D = 5224 bW (ny,2,0)
in which
Tx’ T. are the transmissivities in the x and y direction (LZT—I);
KZ ’ is the hydraulic conductivity in the z direction (LT_l);
h is the hydraulic head (L);
S is the storage coefficient (dimensionless);
b is the thickness of the hydraulic unit (L);
W is the volumetric flux per unit volume (T—l).

This is equivalent to Trescott's equation 4 (Trescott and Larson,
1976, p. XV) and may be solved by the computer program.

The finite-difference approximation and the solution algorithm
used by the computer program are described by Trescott (1975).
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Geohydrologic systems in which storage

in the confining beds 1s significant

An aquifer system which consists of alternmating well-defined
layers of highly permeable and poorly permeable material requires
special consideration if the confining beds are thick relative to the
vertical dimension of the model's cells. Steady—-state flow in such a
system may be simulated with equation A or B. However, the time
dependent flow through the confining beds is complicated by the
storage properties of the confining beds. To approximate the
transient response with equation A or B would require that the
confining bed be represented by several 1layers of cells. This
approach has practical limitations because computer costs are
directly related to storage and computation requirements.

The three-dimensional flow field may be approximately described
by a sequence of equations for two—dimensional flow in each of the
highly permeable beds coupled by the equations for one-dimensional
vertical flow through the confining beds.

8 (p by . 3y 3hy _ g oh
(C) 3% (TX BX) + -8—}-7.(Ty -53’—) S -5-E-+ bW (X,y,z,t) + QL (x,y,z,t)
in which

QL is the volumetric flux per unit area from the confining

beds (LT-I);
and the other variables are as defined for equation B.

The leakage between aquifers is augmented by the change in
storage in the intervening confining bed. The release of this water
is delayed by the time of propagation of the change in head
verticaily through the confiuiung bed. A vVery approximate mcthed tac
implemented by Bredehoeft and Pinder to simulate this leakage (1970).
In the three-dimensional model (Trescott, 1975), no provision was
made for simulation of transient leakage in layered systems, as a
more general method was being investigated. The method described
below has been incorporated into the general three-dimensional code
and is a rather general approximation of transient leakage that is
consistent with the preservation of mass in the confining layer. The
method has wide applicability and 1is, 1in general, quite accurate.
The assumptions and limitations are discussed in the following
sections, and a comparison with an analytic solution of Hantush
(1960) is presented.



Analysis.--The method is derived from the approximation of a general,
analytical solution of one-dimensional flow through a confining
layer. The analysis considers a vertical line between the overlying
and underlying nodes in one such layer. The results are applied to
all node pairs separated by confining layers in a given flow system.
The geometry of the confining layer is depicted in figure 1. The
heads in the underlying and overlying aquifers vary continuously in
time; the flow in the aquifers is assumed to be horizontal, and the
flow in the confining layer is assumed to be vertical. This
assumption is generally wvalid if a permeability ratio of
approximately 100 exists between the aquifer and the confining layer.
The flow in the confining layer is described by the preservation of
mass and the assumed applicability of the Darcy momentum equation.
The resulting mass equation and boundary conditions are given by:

[£2

2
9h
2

D1
(D1) . v:

7” W
!
o
-e

(D2) h (z,0) = (1, (o) = 1, (o)) %, + Hy (0);

(03) h (o,t) = H; (t);

(D4) h (b',t) = H, (t)

in which,
h(z,t) is the head in the confining layer at time t and
height z above aquifer 1 (L);
b' is the thickness of the confining layer (L);
K' is vertical hydraulic conductivity of the confining

layer (LT—l);

S'S is the specific storage of the confining layer (L *);
H1 is the head in aquifer 1 (L); and
H2 is the head in aquifer 2 (L).
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Figure 1.--Geometry of the confining layer.



The flow in the confining 1layer is assumed to be initially
steady. The general solution of these equations 1is given by
equations E,

(E1) h (2,£) = (H, (&) = H (£)) £+ H (¢)

+ fg ﬁl (t) G (t-t, b'-z) dt

+ fg ﬁz (1) G (t-t, z) dt

in which
e o1y 2 2,
82) ¢ (t,2) = 2R 5" LR g (DKt o, amz,
m - n 012 g
s

with the dot (.) denoting differentiation with respect to time.

Generally only the flow to or from a given aquifer is of
interest, so that, by application of Darcy's law at the confining
layer boundaries (o, b'), the flux into each aquifer may be
determined. These are given by equations F.

(FL) Qq () = 5 1(m, (&) - 1 ()

ro
+ 70 H2 (1) g (t=-1) dt

1
o

J él (1) £ (t-1) dt]

and

~

[t}
l}
¢

(F2) Q, (t) [(H1 (t) - H, \ty)

o

+ fg Hl (1) g (t=-1) drt

-Jo B, (v £ (-1 an



in which:

- t
(F3) £ () =2 I  exp (B—E5
n=1 b'" s
s
and
n=owx 2 2
- K't
(Fi) g (¢) =2 I  exp [(F—) (-1)"]
n=1 b' S's

The functions f(t) and g(t) are frequently denoted as the memory and
influence functions respectively.

Approximations.-—The details of the approximations are given in a
report by Tracy which is in preparation (March, 1980). Only the
essentials are presented here to provide a basic understanding of the
approach. First, the time derivations are approximated in the same
fashion as the change in aquifer storage; that is, the derivative is
assumed to be a constant over a given time step so that the integrals
in equations (Fl) and (F2) become the sum of a set of integrals over
each time step, with the current time step integral being handled
implicitely.

The only other approximations necessary are to approximate the
functions f(t) and g(t) by finite exponential series which preserve
water mass in the confining layer and also converge to the infinite
series as more terms are incorporated. The number of terms, N, is
called the '"mode". Because the integrals for each value of n
(n = 1, N) must be saved for each node in each confining layer, it is
preferred to retain only a small number of terms. Therefore, very
accurate approximations of the functions f(t) and g(t) are desired to
be economical with respect to the number of terms retained. The
finite series take the forms:

n=N —a? n? k't
(Gl) £ (t)y I b exp (——-2—————)
n=1 b'" 8!
S
and
n=N 2 2
- T '
(G2) g (2 I ¢ exp (25
n=1 b' S'S

10



The coefficients, bn and cn (n = 1,N), are calculated by the
program and are only a function of N, the number of terms retained in
the series. They are not a function of either confining layer or
aquifer properties, and may, therefore, be applied uniformly to all

points in all aquifers that are continguous to any confining layer.

Because the fluxes, ql(t) and qz(t) change exponentially with
time, the actual formulation calculates a change in volume over a
time step

t+ At
(H1) av; (at) = tf q; (¥) dr
and applies_a time average flux
(H2) q; (t) = Avl(At)

At
during the time step.

Discussion.--The method has been compared with a problem for which
Hantush (1960) developed the analytical solution. (This problem is
the same one described by Trescott, 1976, in the leakage discussion
of the two-dimensional model). The system consists of an aquifer
which 1is pumped, an overlying confining layer, and an overlying
aquifer which is quiescent. For the lower aquifer the transmissivity
is 0.1 ftzls, the storage is 1 x 10_4, and the thickness is 1 foot.
For the confining bed the vertical" hydréulic conductivity is
1x 10_7 ft/s, the specific storage is 1 x IO—S/ft, and the thickness
is 100 feet. The discharge is 1 ft3/s.

rigure 2 depicts the comparison of the analytic soluiiou aud itle
numerical approximation. The cumulative volume of leakage for modes
greater than 2 1is accurate to less than 2 percent error for
nondimensional time (—E%E——) larger than 10—2. For the time smaller

b'"s?
s

than this, although the percent difference is large, leakage 1is a
small percentage of the volume of water being pumped. Since most of
the volumetric transient 1leakage occurs between 10_2 and 5 x lO-1
nondimensional times, the method seems adequate for most simulations
of leaky systems.

11
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The method that has been implemented into the three-dimensional
code to simulate transient leakage 1is sufficiently general to be
applicable to most model usage. The approximations are efficient and
sufficiently accurate to simulate most leakage problems. However, if
the period of simulation extends, over a very small range of
nondimensional time, less than 10 ~, the present method will not
accurately predict the leakage. Some effort is presently being made
to alleviate this restriction. The computer code is designed to
allow restart during a transient simulation; however, care must be
taken to specify the same number of leakage modes (N) during the
simulation restart.

Combined water—table and artesian aquifer systems

In water-table aquifers, transmissivity is a function of the
saturated thickness of the hydraulic unit and the appropriate storage
coefficient 1is the specific yield. The special computations of
transmissivity and storage coefficient required by a combined
- water-table and artesian aquifer system (Trescott, Pinder, and
Larson, 1976, pp. 10-11) are included in the computer code.

The water—table may be represented in one of two manners. In
one, the top layer of cells may represent the water—table conditions
(as in Trescott, 1975). The hydraulic conductivity and elevation of
the bottom of the hydraulic unit need only be specified for the top
layer of cells. The hydraulic conductivity and bottom elevation are
two~dimensional arrays. ©Each cell of the top layer may represent
water—table conditions and will become inactive (transmissivity set
to zero) when the saturated thickness becomes nonpositive.

In the other, the computer program allows for each cell in the
model to represent artesian or water—-table conditions or becone
desaturated. A cell is treated as artesian if the overlying cell is
active (that is, if the transmissivity of the overlying cell is
greater than zero). If the overlying cell is not active (that is,
the transmissivity of the overlying cell is =zero), the cell may
represent artesian or water—table conditions or be inactive depending
on the relative magnitudes of the head simulated for the node in the
center of the cell and the elevations associated with the bottom and
top of the cell. The hydraulic conductivity and bottom elevation are
specified as three-dimensional arrays. The top elevation 1is
calculated as the bottom elevation plus the thickness. The cell is
artesian if the head is above the top, water table if the head is
between the top and the bottom, and inactive if the head is below the
bottom.
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Representation of the boundary conditions

Specified-head, specified-flux, and head-dependent source/sink
boundaries may be represented using the computer program. Changes in
boundary conditions with time are represented by dividing the total
simulation into discrete intervals. The first eschelon of
subdivision (such as steady-state, history, and projected future) are
called stages. Each stage may be subdivided into pumping periods.
Each pumping period is subdivided into time steps as described by
Trescott (1975, p. II-3, II-1). Changes in boundary conditions may
occur between time steps, pumping periods, or stages.

Specified head

A specified~head boundary can be used to represent parts of the
aquifer system where the head is constant over the time interval
being simulated. Recharge areas can be represented as specified-head
boundaries for steady—-state simulations. Areas along major rivers or
beyond the influence of hydraulic stress can be represented as
specified-head boundaries for transient simulations.

Specified flux

Specified-flux boundaries can be used to represent parts of the
aquifer system where the flux rate is constant during the time
interval being simulated. A no-flow boundary is a special case of
the specified-flux boundary. The algorithm requires that the modeled
area be surrounded by a no-flow boundary. Other boundaries may be
specified within this shell.

Specified-flux boundaries may be defined such that the flow rate
is independent of the simulated heads. These fluxes may represent
well withdrawal or injection, ground-water flows beyond the influence
of hydraulic stress, or recharge.
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Recharge 1is defingi in a two—-dimensional array as the volumetric
flux per unit area (LT ~) to the upper layer of cells. The flow rate
is constant for each stage of the simulation.

Well wighdrawal or injection is defined for each well as the
flow rate (L /T) when solving equations B or C or the flow rate per
unit thickness (L°/T) when solving equation A. The flow rate is
constant for each pumping period of the simulation. For each well
the location (row, column, and layer of the cell) is associated with
the rate of withdrawal or injection in convenient units and the index
for the appropriate conversion factor. The computer program
accumulates in each node the total rate of withdrawal or injection
for all wells in the cell. These constant fluxes may be either reset
to zero between pumping periods with new flow rates defined each
pumping period or accumulated throughout the simulation with changes
in flow rates defined each pumping period.

Head-dependent source/sink

A head-dependent source/sink boundary can be used to represent
recharge from or discharge to streams, including streams whose flow
is small relative to the. hydraulic stress. The nodes selected to
represent streams are grouped into reaches such that the interior
nodes of each reach are isolated from other reaches. The user
defines each reach and the nodes within the reach in the order in
which they are to be processed.

The flow available in the first node of each reach is the total
of the flow specified by the user (for each pumping period) and the
flow routed to this reach from other reaches. As each node is
processed, the flow available in the stream is modified by the volume
gained fram or lost to the aquifer svstem. At the end of each reach
the flow available in the stream may be routed to the first node of
another reach.

To route the flows in this manner the constant-flow rates are
estimated each time step from the head simulated for the previous
time step. This explicit calculation forces two restrictions on the
use of this boundary condition. First, multiple time steps with a
finite storage coefficient are needed to simulate a steady-state
condition. And second, for transient simulations the time step
should be small relative to the intervals over which the hydraulic
stress is varied.
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The constant flow rate at each stream node is estimated from
Darcy's Law which can be written in finite-difference form as

% ""KA(hR' hA)
d

in which
3.-1
QR is the flow rate (LT 7);
K is the hydraulic conductivity (L Tnl) of the river bed;
A is the area of flow (L2);
h is the head in the river (L);
h is the head in the aquifer (L); and
d is the distance over which the head gradient occurs (L).

For the computer program this is expressed as

= WAL -
(1) QR K'A (hR hA)
in which
A! is the surface area of the cell (L2);

K!' is a constant of proportionality which accounts for the
hydraulic conductivity, the percentage of the area of the
cell through which flow occurs, and the distance over which
the head difference occurs (T—l).

Flow rates from the river to the aquifer system are further
restricted to be the lesser of the flow calculated by equation I, the
maximum iniiiiration rate {as defined by the user), and tie flow
available in the stream.
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DATA PROCESSING TECHNIQUES

The program described in this document departs from program
design and data-processing techniques which have become customary
with intensively computational simulation programs. Features are
presented which consolidate and build on design characteristics of
recent simulation programs with which the authors have become
familiar. Primary among these is the "HULL" code developed by
Matuska, Durrett and others (1973) at the Air Force Weapons
Laboratory, Kirtland AFB, during the period 1970-1973. "HULL" is a
modular set of programs, written in English and FORTRAN. It was
developed after the signing of the atmospheric test ban treaty to
simulate the energy flow and ©particle transport effects of
thermonuclear explosions. Many of the ideas incorporated into the
design of the program described in this report have origins in the
innovative thinking of the authors of "HULL". In particular, the
techniques relating to layer swapping and array structure on Control
Data mainframes stem from "HULL".

These and other techniques are used to facilitate those aspects
of digital ground-water modeling which have been cumbersome and which
have 1limited the practical application of computer programs to
aquifer simulation. The size of central memory on computers has
historically limited the size of models which may be run. Techniques
presented in this document may be used to run models of wvirtually
unlimited size. Further, 1large simulations could be run on
minicomputers using these techniques assuming that sufficient disc
storage were available.

Array storage and subscripting have been renovated to reduce the
computation overhead associated with '"number-crunching" code. The
input/output scheme, using "cube" data initialization and list/map
output methods, drastically reduces the number of input records
required to 1initialize even the largest of grids and reduces the
volume of printed output produced. This aids modelers, especially
those working from remote terminals.

FORTRAN  has been the language traditionally used for
finite~difference simulations because of its efficient use of central
processing units and 1ts familiar and convenient mathematics-like
notation. FORTRAN, however, is not a ''structured" language. As
such, the inherent 1logic of a program tends to be obscured by
"housekeeping" necessities such as GO TO statements, statement
numbers, and countless conditional statements with associated
branches. As a result of this, modifications to FORTRAN programs
require extensive knowledge of the total program logic and are quite
error—prone.
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This program 1is written in the structured language, FLECS
(Fortran Language with Extended Control Structures, Beyer, 1975).
The program is modular. The data-input module is coded as one
overlay, and the SIP computational module is another overlay.
Subroutines which are shared by both exist in the '"main" overlay.
Each subprogram 1is further divided into self-contained modules
defined by the extent of the FLECS control structures. Each module
may be modified with little concern about the contents or purpose of
other modules within the program. The program contains no GO TO
statements, and the logic of each subprogram flows naturally from the
top to the bottom of the code.

In addition to 1listing the source code (Appendix X), FLECS
translates the FLECS source code into standard FORTRAN, which is then
compiled in the usual manner. The FLECS-produced FORTRAN executes
approximately five to ten percent more slowly than FORTRAN written
directly as FORTRAN, Similarly, FORTRAN produces code which 1is
slower than comparable code written in Assembler. However, the
benefits accruing to the programmer who uses a structured language,
like FLECS, outweigh this drawback.

Control Data Corporation Cyber—-170 model 176

computer architecture

This program was developed initially on a CDC-6600 computer
using the SCOPE 3.2 operating system. It was then adapted to the
CDC-7600 using SCOPE 2.0. Finally, it was readapted to the Cyber-170
amudel 178 computer using the NOS/RE operating svstem. The FTN3
FORTRAN compiler was used on the CDC-6600, and the FTN4 FORTRAN
compiler has been used on subsequent mainframes. The CDC Cyber-170
model 176, commonly referred to as the Cyber-176, 1is the
semiconductor memory version of the CDC-~7600. Although the Cyber-176
differs from the CDC-7600 in many ways, this code may be run on
either of the 7000 class mainframes. Some simulations may be run on
the CDC-6600, however the 6000 is limited in memory size and may not
run most simulations satisfactorily. The wuser may specify the
mainframe at execution time with the use of the MF6000=,.TRUE. or the
MF7000=.TRUE statements in data input block 2. Refer to Appendix II.
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The Cyber—176 has three different types of on-line memory in its
design. Each type assigns memory in 60-bit words. A single word may
contain one integer, or one floating-point value, or ten alphanumeric
BCD characters. Integers are signed and must be in the inclusive
range of magnitudes from ~-(2**59 - 1) to +(2**59 -1), or
approximately 16 significant digits. Floating—point values are
signed and must be in the inclusive range of magnitudes from 10#*#*-293
to 10**+322, or approximately 14 significant digits. Logical
variables (those with two states, .TRUE. or .FALSE.) are negative
when .TRUE. and positive when .FALSE.

SCM, small '"core”" memory, also called '"Level 1" memory, has
become a generic term for .the "central memory" of the Cyber-176, even
though it is a misnomer. SCM is in fact semiconductor, not '"core",
memory. SCM has the fastest cycle time of the three memory types.
It 1is also the most expensive to occupy and has the smallest
addressing space, limited to 131,072 decimal words due to the 18-bit
address registers. In order to be executed by the CPU, all program
instructions must be resident in SCM. SCM is the default "Level" of
memory allocated by FORTRAN for all instructions, constants and
arrays. SCM may explicitly be requested by the FORTRAN programmer by
specifying:

0 1 2 3 4 5 6 7

123456789012345678901234567890123456789012345678901234567890123456789012345678
LEVEL 1, variable-names, array-names, etc.

within the data specification portion of a FORTRAN program. (CDC

Fortran Extended Manual, p. 3-13). SCM utilizes direct addressing
methods.
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LCM, large 'core" memory, has also become a generic term for the
"extended memory" of the Cyber-176. LCM may be ‘"core" or
semiconductor. The acronym ECS, extended "core" storage, is used for
large memory on the CDC-6600 computers. LCM may be defined as
"Level 2" or "Level 3". When defined as:

0 1 2 3 4 5 6 7
123456789012345678901234567890123456789012345678901234567890123456789012345678

LEVEL 2, variable-names, array-names, etc.
variables and arrays which are stored in LCM are word-addressable.
Individual words of LCM may be addressed in much the same way that
individual words of SCM are addressed. For example, if:

0 1 2 3 4 5 6 7
123456789012345678901234567890123456789012345678901234567890123456789012345678
LEVEL 2, X

COMMON /LABREL/ X(...)

X(I)=Y

the value of the SCM variable Y would be moved to the LCM location of

X(I). Y is stored in SCM by default, since it has not explicitly
been defined in a "LEVEL 2" statement.
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The significance of the "LEVEL 2" type variables becomes clear
when we discuss the third type of Cyber-176 memory, LCM "LEVEL 3".
Variables defined using:

0 1 2 3 4 5 6 7
123456789012345678901234567890123456789012345678901234567890123456789012345678
LEVEL 3, X
COMMON /LABEL/ X(...)

FORTRAN specifications are placed in LCM storage, just as "LEVEL 2"
variables are. The programmer may move blocks of data to and from
"LEVEL 3" LCM by means of the CDC FORTRAN 1library subroutine
"MOVLEV". The syntax of this subroutine call is:

0 1 2 3 4 5 6 7
123456789012345678901234567890123456789012345678901234567890123456789012345678
CALL MOVLEV(from,to,number—of-words-to-be~transferred)

While "LEVEL 3" arrays are quite useful for high speed transfers of
contiguous block of data, there is no way on the Cyber-176 to address
individual words of "LEVEL 3" LCM other than successive calls to
MOVLEV with each call transferring one word.

All variables and arrays defined in LCM, whether "LEVEL 2" or
"LEVEL 3", must be defined both within labelled COMMON blocks and in
the "LEVEL 2" or "LEVEL 3" statements per se. As a result, no
variable may be defined within both "LEVEL 2" and "LEVEL 3" since no
variable may be defined within two different labelled COMMON blocks.

LCM "LEVEL 2" may utilize direct addressing methods when the sum
of LCM required by a program is less than 131,072 words. No single
labelled COMMON block may exceed 131,072 words. When the sum of LCM
required by a program exceeds 131,072 words, indirect addressing
mathnde must bhe requested from the FORTRAN compiler by using the
Cyber control card

0 1 2 3 4 5 6 7
123456789012345678901234567890123456789012345678901234567890123456789012345678
FIN(eueoo,LCM=I,...)

when compiling the program (refer to Appendix I). Addressing of LCM

"LEVEL 3" block transfers through the use of subroutine MOVLEV will

also use direct or indirect addressing methods depending on the
optional use of this FTN parameter.
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This program wuses all three types of Cyber-176 memory.
Variables and small arrays which are frequently used are stored in
SCM. Larger arrays and variables which are 1less frequently
referenced are stored in LCM, "LEVEL 2", Finally, LCM "LEVEL 3" is
used as a mass storage device for layer-swapping for those
simulations which will fit within the addressing limits of LCM. At
the time of this publication, the limit is 360K words, or sufficient
space for 14,000 to 21,000 nodes depending on program options
selected. Simulations which exceed this capacity must use rotating
mass storage (RMS), i.e. discs, as the mass storage device for
layer-swapping. Refer to the wvariables USELCM and USERMS in
Appendix II, input block 2 for details of mass storage selection.

RMS may be used with a variety of file structures and processing
modes on the Cyber-176. The CDC software package known as '"Record
Manager" (Cyber Record Manager Manual, 1978) handles all FORTRAN I/0.
Record Manager may be wused implicitly, such as when FORTRAN
sequential READ or WRITE statements are executed, or it may be used
explicitly by using various subroutine CALL statements which access
the Cyber Record Manager library.

This program uses Record Manager implicitly through READ, WRITE,
BUFFER IN, BUFFER OUT, REWIND, ENDFILE and NAMELIST. It uses Record
Manager explicitly for word—-addressable disc processing of transient
leakage arrays and for layer-swapping when the USERMS=.TRUE,
parameter is defined in data input block two.

Array storage

The SIP numerical method calculates the hydraulic head at each
node in the three-dimensional grid as a function of the hydrologic
parameters pertaining to that node and the adjacent nodes in the
row (Y), column (X), and layer (Z) directions. Thus, to calculate
head change at one node requires that the parameters for only seven
nodes be in the computer memory. It is theoretically possible to
swap the data for sets of seven nodes into memory in succession as
one sweeps along rows, columns, and layers such that the minimum
computer memory is required. The swapping overhead, however, may be
quite large as I/0 channel activity is typically slower and more
expensive than central memory and CPU activity. The compromise
between these opposing factors used in this program is that complete
layers of the grid are swapped between central memory and some
peripheral device on a demand basis. Thus, as SIP sweeps through the
three-dimensional grid vertically, only the layer currently active
and the layers above and below the active layer reside in physical
memory. The other layers defined for the simulation reside on a
peripheral device. Within the program, the active (middle) 1layer
uses the variable named HXB. The layer above uses the variable named
HXA, and the layer below uses the variable named HXC.
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The clear advantage of using this technique is that a computer
need only to be as large as three layers of a model. Thus,
simulations designed for multi-layered aquifer systems which might
not have fit into existing computers before may be run. The '"HULL"
code, from which this technique has been adapted, extends the
swapping algorithm. Within "HULL", the user defines the maximum
memory which he wishes to use and the program segments of the model
grid such that it will demand-swap the appropriate number of nodes.
Only coincidentally will this technique happen to swap precisely one
layer at a time.

Parameters defined for each node are typically stored in arrays.
Previous programs utilized three-dimensional arrays referenced by
three subscripts. Subsequent programs have reduced the
subscript-calculating overhead by arranging the arrays into
sequential memory locations and utilizing a one-dimensional subscript
calculation. This technique reduces the number of multiplications in
each subscript calculation from three to one and the number of adds
and subtracts from five to one (CDC Fortran Extended 4 Manual,
p. 1-17). The "HULL" group has estimated that heavily computational
three-dimensional code which is subscripted in the conventional
manner may use up to 40 percent of its CPU cycles in nothing but
subscript calculations.

This program defines a one-dimensional array for each of the
three memory resident layers (HXA, HXB, HXC). Each array is
dimensioned large enough to store all parameters for all nodes in
each layer and is stored in one FORTRAN labelled COMMON block per
layer. Further, all parameters for each node are stored in
sequential memory locations. Each parameter is offset from the first
location of memory for this node by a constant (LC...) defined at
run—time. Thus, all nodes contain NVPN words (the number of
variables per node) stored in contiguous locations.

The variables used to define node and variable offset locations
are shown in table 1.

Since each layer is treated as a one-dimensional array of size
NWPL, the concept of "rows" and "columns" exists only to provide a
“context with which the modeler can relate. From a data-nrocessing
design viewpoint, each layer is treated as one 1long row (the
one—-dimensional array) which consists of NNPL (the number of nodes
per layer) consecutive nodes, each with NVPN consecutive words. The
program can refer to the node within the next "column" by adding the
constant NVPN to the current location. The node in the next "row" is
referenced by adding NWPR (the number of words per row) to the
current location. LFWIN 1s the location of the first word of this
node in HXB. LFWTN also refers to the location of the first word of
the node above (HXA(LFWTN)) and of the node below (HXC(LFWTN)). If
the complete three-dimensional grid were treated as a single
one-dimensioned array, as the "HULL" code does, then '"layers" would
become superfluous as a data-processing reality, just as '"rows'" and
"columns" are in this program.
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Table l.-~Array pointers and offset variables

Variable Default

Name Value Definition

NVPN 0 Number of variables per node;

NROW 0 Number of rows; |

NNPC 0 Number of nodes per column. This is identical
to NROW;

NCOL 0 Number of columns;

NNPR 0 Number of nodes per row. This is identical
to NCOL;

NNPL 0 Number of nodes per layer. NNPL = NCOL * NROW;

NNAL 0 Number of nodes, all layers.

NNAL = NNPL * NLAYER;

NWPR 0 Number of words per row. NWPR = NVPN * NNPR;
NWPC 0 Number of words per column. NWPC = NVPN * NNPC;
NWPL 0 Number of words per layer. NWPL = NVPN #* NNPL;
NWAL 0 Number of words, all layers.

NWAL = NVPN * NNAL;

LFWTIN none Location of the- first word of this node. Each
variable is offset from LFWTN by one of
the constants, LC... defined below;

LCPHI 0 Location offset for PHI, hydraulic head;

LCWEL 1 Location cffsct for WEL, node pumping rate:

LCSTR 2 Location offset for STRT, head at beginning of
simulation;

LCT 3 Location offset for T, transmissivity;

LCS 4 Location offset for S, storage coefficient;

LCTR 5 Location offset for TR, directional transmissivity

in the row direction;

24



Table l.--Array pointers and offset variables - Continued

Variable Default

Name Value Definition

LCTC 6 Location offset for TC, directional
transmissivity in the column direction;

LCTK 7 Location offset for TK, directional
transmissivity in the vertical direction;

LCEL 8 Location offset for EL, element of upper triangular
factor U;

LCFL 9 Location offset for FL, element of upper triangular
factor U;

LCGL 10 Location offset for Gl, element of upper triangular
factor U;

LCV 11 Location offset for V, head change within one
iteration;

LCXI 12 Location offset for XI, head change within one
timestep;

LCBOT 13 Location offset for BOT, bottom elevation of each
cell LCBOT is used only for 3-D water table
problems;

LCPERM 14 Location offset for PERM, hydraulic conductivity of
unconfined cells, " LCPERM is used only for 3-D
water table problems;

LCTL 13 or Location offset for TL, element of transient leakage

15 from confining layers. Default is 13 unless 3-D
water table is defined, in which case default
ic 15;
LCTLK 14 or Location offset for TLK, vertical element of transient
16 leakage from confining layers. Default is 14
unless water table is defined, in which case
default is 16.
LCSL 15 or Location offset for SL, exponential element of
17 transient leakage from confining layers.

Default is 15 unless 3 water table is defined,
in which case default is 17.
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Table l.-—-Array pointers and offset variables - Concluded

Variable Default
Name Value Definition
LCZCB 16 or Location offset for ZCB, thickness of
18 confining bed for transient leakage
problems. Default is 16 unless 3-D
water table is defined, in which case
default is 18,
LCRATE 17 or Location offset for RATE, vertical conductivity
19 of confining bed for transient leakage.

Default is 17 unless 3-D water table is
defined, in which case default is 19,
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Layer swapping, labelled COMMON blocks, and redundant subroutines

As in the three-dimensional simulation program written by
Trescott (1975), this program numbers layers from the bottom
(layer 1) to the top (layer NLAYER). The program sweeps through the
grid, alternating between the SIP normal ("SIP") and the SIP reverse
("PIS") subroutines. "SIP" sweeps through the grid from bottom to
top while "PIS" sweeps from top to bottom, each subroutine being used
alternately to reduce accumulated errors. As a result, the program
must swap layers into memory in the order which the correct
subroutine demands. During a "downward" sweep, layer NLAYER is first
loaded into HXB, then layer NLAYER-1 is loaded into HXC. HXA is
vacant. Calculations are performed on HXB. When processing is
complete on layer NLAYER, "PIS" will begin processing layer NLAYER-1.
Thus, layer NLAYER must be "moved" to array HXA, layer NLAYER-1 must
be "moved" to HXB, and layer NLAYER-2 must be loaded from peripheral
storage into HXC. All calculations are performed on array HXB, the
"middle" layer. When processing on layer NLAYER~1 is complete, the
program swaps layer NLAYER (HXA) to peripheral storage, ''moves" HXB
to HXA, 'moves" HXC to HXB, and loads layer NLAYER-3 into HXC from
peripheral storage. This process continues until layer 1, the bottom
layer, has been operated on by "PIS". 1If the problem has not
converged, the process 1is repeated from bottom to top, wusing
subroutine '"SIP" for the next iteration, and so forth until
convergence. Figure 3 is a schematic of the layer-swapping algorithm
and displays the relationship of the layers. Subroutines BUFIN and
BUFOUT are called to perform the actual swapping of layers between
central memory and the peripheral device selected by the user at
run—-time.
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This program avoids much of this layer "moving" by employing the
programming technique known as redundant subroutines. As used in
this program, redundant subroutines are subroutines which are
identical except that HXA, HXB, and HXC appear in different labelled
COMMON blocks. Recall that each array HXA, HXB, and HXC resides in
its own labelled COMMON block. Subroutines SIPBl and SIPB2 use HXA
in labelled COMMON block LCMA, HXB in labelled COMMON block LCMB, and
HXC in labelled COMMON block LCMC. "SIP" calls these subroutines
when the "top" layer is in LCMA, the "middle" layer in LCMB, and the
"bottom" layer in LCMC during the bottom to top sweep. When
calculations are complete on the bottom layer and are to commence on
layer 2, subroutines SIPAl and SIPA2 are called rather than SIPBl and
SIPB2. These routines are identical to SIPBl and SIPB2 except that
in SIPAl and SIPA2 the '"top" layer is in LCMC, the 'middle" layer is
in LCMA, and the "bottom" layer is in LCMB. What is now the '"middle"
layer was the "top" layer when the layer below was being operated on,
what is now the "bottom" layer was the '"middle" 1layer, and what is
now the '"top" layer was swapped in from peripheral storage after the
previous '"bottom" layer (now not needed) was swapped to peripheral
storage. When this layer has been operated upon, a similar swap will
occur, and then subroutines SIPCl and SIPC2 will be ‘executed. The
"top" is now in LCMB, the "middle" is now in LCMC, and the "bottom"
is now in LCMA.

Similar swapping occurs during the downward sweep, with
subroutine "PIS" calling PISAl and PISA2, PISBl and PISB2, and PISCI
and PISC2 in sequence according to whether LCMA, LCMB, or LCMC
contain the "middle" 1layer. It would be possible to accomplish what
the redundant subroutines accomplish simply by passing the "top",
"middle", and "bottom" arrays as formal parameters in a Fortran CALL
statement. However, the use of COMMON rather than CALL parameters is
computationally faster since the linking to the COMMON addresses is
done once at compile time whereas the 1linking to CALL formal
parameter addresses must be done at execution time every time the
array 1is referenced. The additional memory used by the redundant
subroutines is quite small since no additional array space 1is
required or allocated.

The CYBER wutility program UPDATE (Control Data Corporation,
1978d) is used to facilitate the programming required for labelled
COMMON blocks and redundant subroutines. One master copy of the
source code for each COMMON block and redundant subroutine is
maintained on UPDATE's program library. If the programmer commands
UPDATE to include a verbatim copy of a COMMON block, it is made only
to the master copy of that COMMON block. All occurrences of that
block throughout the source code will be changed automatically by
UPDATE. Not only is the programmer overhead reduced, but the
programmer is assured that a change made to the master copy of one of
the redundant subroutines or COMMON blocks will correctly be made to
all other copies.
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Overlay structure

" The program consists of three overlays. The "main" overlay is
always resident in memory. It contains the main program, which calls
the other overlays in sequence, and a variety of general purpose
subroutines used by all three overlays. The "main" overlay first
loads the data-input overlay. This overlay contains program DATAIN.
The function of this overlay is to interpret the program options
selected by the user; to initialize data arrays either from input
records, from a '"restart" file, or from both; to define output
"eubes"; and to calculate the iteration parameters and the
directional transmissivities. Once the input functions are complete,
control returns to the "main" overlay. The "main" overlay then
directs the system to load and execute the computational overlay.
This overlay contains program COMPUTE and all computational
subroutines associated with the strongly implicit procedure (SIP).
When computations are complete, control transfers back to the '"main"
overlay, Subroutine OUTPT is then executed during which listings,
maps, and/or hydrographs may be produced. At the users option, a
file may be created from which the simulation may be restarted.

There are many advantages of using an overlay program structure
for hydrologic modeling programs. Computer memory, and therefore
memory expenses, are minimized since code which is not essential at
the moment does not reside in memory. When initialization data is
being read, the computational algorithm is not required in memory.
When iterating, initialization code is not required. Shared logic,
such as routines to swap layers, resides in the 'main" overlay
available to all overlays.

Since the overlay structure is inherently modular, code
developed for this application may be shared when developing future
numerical methods. For example, the DATAIN overlay may be used to
restart, input data, and initialize arrays for any rectangular grid
model. It is not dependent on the use of the SIP algorithm. As new
algorithms are developed, new computational overlays may be added to
this structure. The proper numerical method may be selected as an
input ortion: In this manper memnrv wonld not be allocated to conde
not required by the numerical method selected.

The transfer value of using common logic can be considerable.
Since DATAIN may be used for many different simulators, there would
be no need for users of this program to learn new input schemes or
data processing procedure when selecting alternate numerical methods.
Program development costs may be reduced since future modules will
use large portions of the existing code, particularly the troublesome
data-input and user-output routines. As users become trained in the
logistics of using this code, future training courses may concentrate
on the hydrologic aspects of modeling rather than on the details of
program use.
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Main overlay

The main overlay includes the main program, PROGRAM NMFD3D, and
subroutines which are called by the primary overlays. The Cyber-176
FORTRAN compiler FTIN4 requires that all Record Manager subroutines
must reside in the main overlay. All labelled COMMON blocks which
are to be used to pass data from one primary overlay to another must
be named in the main overlay. All LCM labelled COMMON blocks must be
specified in the main overlay, regardless of their use within primary
overlays. Table 2 displays the logical relationship of the main and
primary overlays.

PROGRAM NMFD3D.—The main program serves seven functions. 1) It
defines the files which will be wused during program execution,
2) It provides the correct location for defining all labelled COMMON
blocks as required by the compiler. 3) It initializes the plotting
package and line printer. 4) It calls the DATAIN overlay which sets
the program options and initializes data arrays. 5) It calls the
computational overlay after the data input overlay is finished.
6) It prints hydrographs, if any are defined, after the
computational overlay is finished. 7) It closes the Cyber Record
Manager files, if any were open. If no errors were encountered
during the execution of the simulation, the program will terminate
with the dayfile message, ''STOP NORMAL". The dayfile is a
chronological printed list of all Cyber job control commands and user
messages executed during a given run,

SUBROUTINE FORCIO.--This subroutine is never called. It exists
solely to force the Cyber loader to load certain Cyber Record Manager
routines into the main overlay.
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SUBROUTINE BUFBKT and alternate entry point BUFBKI.--Entry point
BUFBKI is called from PROGRAM DATAIN when RESTRT=.TRUE. That is,
BUFBKI reads the file named BAKIN when restarting from a previously
executed simulation. The logic will BUFFER IN a block from BAKIN to
a SCM array when formal parameter LL=0 and BUFFER IN a block from
BAKIN to a LCM array when formal parameter LL=1. The distinction is
critical since the compiler generates address differently for SCM and
LCM variables. Generally, the first call to BUFBKI loads the SCM
labelled COMMON blocks from BAKIN. The second call loads the LCM
labelled COMMON blocks from BAKIN. The third and subsequent calls
load the LCM arrays which hold the actual simulation data for all
layers, beginning with the bottom layer (layer 1). If transient
leakage is being used (TRLEAK=,TRUE.), the final calls 1load the
transient leakage arrays into Cyber Record Manager files from BAKIN.,

Entry point BUFBKT 1is <called from subroutine OUTPT when
SELRES=.TRUE. BUFBKT will write on the file named BAKOUT when this
simulation is complete if the user desires to save a snapshot of the
simulation for future restarting purposes. BUFBKT will BUFFER OUT
blocks from SCM to BAKOUT when formal parameter LL=0 and BUFFER OQUT
blocks from LCM to BAKOUT when LL=l1. The sequence of calls is
identical to those described for entry point BUFBKI.

SUBROUTINE BUFEQF.--Subroutine BUFEOF will write an end-of-~file mark
on file number FILENO if the user has selected USEBIO=.TRUE. in data
input Block 2. Pointers are updated to indicate that an EOF has been
written. If the user has selected USELCM=.TRUE. or USERMS=.TRUE. in
data input Block 2, a call to this subroutine updates the pointers
without writing an EOF.

SUBRCUTINC DBUFIN.--Subroutine BUFIN trancfare NWPL words of data for
a given layer of the model from a mass storage peripheral device to a
LCM array defined in the calling routine. If the call is for a layer
above the top or below the bottom of the model, BUFIN returns without
any data transfer. When USELCM=,TRUE., BUFIN transfers a layer from
LCM "LEVEL 3" to the calling routine. When USERMS=.TRUE., BUFIN
transfers a layer from the Cyber Record Manager file named MSFIT.
When USEBIO=.TRUE., BUFIN transfers a layer from a sequential file
LFNTBR (the 1logical file number to be read) after properly
positioning the file.
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Transfers from LCM "LEVEL 3" are handled in one of two ways by
BUFIN depending on whether or not the LCM space used by the model
exceeds 131,072 words. When NWAL is less than 131,072, the program
maintains a table of pointers which define where each layer is stored
in LCM. These pointers are calculated dynamically by the program.
In the other case, the user must take care when compiling the program
to insure that the *DEFINE GT131K record is passed to Cyber UPDATE,
as described in Appendix I. This record will insure that the program
allocates LCM labelled COMMON blocks in such a manner that no single
block exceeds 131,072 words. Transfers to LCM "LEVEL 3" by BUFIN are
established at compile time, not at run time.

SUBROUTINE BUFOUT.--Subroutine BUFOUT transfers NWPL words of data
for a given layer of the model from an LCM array defined in the
calling program to a mass storage peripheral device. If the call is
for a layer above the top or below the bottom of the model, BUFOUT
returns without any data transfer. When USELCM=.TRUE., BUFOUT
transfers a layer from LCM "LEVEL 2" to LCM "LEVEL 3". When
USERMS=,TRUE., BUFOQUT transfers a layer from LCM "LEVEL 2" to the
Cyber Record Manager file named MSFIT. When USEBIO=.TRUE., BUFOUT
transfers a layer from LCM "LEVEL 2" to a sequential file LFNTBW (the
logical file number to be written) after properly positioning the
file.

Transfers to LCM "LEVEL 3" are handled by BUFOUT in a manner
identical to that described above for subroutine BUFIN. The user
must insure that the *DEFINE GT131K record is defined for Cyber
UPDATE when compiling the program when NWAL exceeds 131,072 words.

SUBROUTINE BUFREW.--Subroutine BUFREW rewinds the file with file
number FILENO when the user has selected USEBIO=.TRUE. in data input
Block 2. A call to BUFREW when riLENO is aliready posiiioned at
beginning of information will cause no operation to be performed. If
the user has selected USELCM=.TRUE. or USERMS=.TRUE., no operation is
performed.
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SUBROUTINEs CHECKA, CHECKB, and CHECKC.--Subroutines CHECKA, CHECKB,
and CHECKC are used to calculate the system mass balance. They are
called from subroutine OUTPT at the end of each MODPRth timestep, at
the end of each pumping period, and at the end of the simulation.

The parameters displayed in table 3 are calculated for each
layer and ultimately summarized within subroutine OUTPT prior to
printing out. If the pumping period is complete, these routines will
write all head values out to the file named HDUMP when the switch
PHIDMP=,.TRUE. has been set in data input Block 2. HDUMP is available
to be read by user—-supplied post—processor and manipulated into
contour maps, hydrographs, or other user-written applications.

These three subroutines are redundant subroutines. They are
identical in all respects except for COMMON block definitions.
CHECKA is called when the '"middle" 1layer resides in LCM 1labelled
COMMON block LCMA. CHECKB is called when the "middle" layer resides
in LCMB. CHECKC is called when the "middle" layer resides in LCMC.

SUBROUTINE COMPN and alternate entry point COMPNL.--Subroutine COMPN
computes the numeric value of a 60-bit word transferred to it. The
word may contain an integer, a floating-point number, or a value
expressed in scientific notation. Leading and trailing blanks are
ignored by calling entry point COMPNL. Leading blanks are ignored,
and trailing blanks are treated as zeroes by calling entry point
COMPN.

This routine is particularly useful when reading input data in
free formats since it assumes nothing about the justification of the
coded text. In addition, it performs some error—checking and allows
the program to spot and point to errors in coding. FORTRAN formatted
READ statements might abort the run due to invalid data in numeric
fields.

Please note that COMPN utilizes CDC~dependent display code.
Specifically, the octal internal display codes of numeric characters
are tested, shifted, and masked in order to calculate the resultant
value.
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Table 3.--Mass—-balance parameters accumulated in Subroutines

CFLUX
CFLXCH
CHDI1
CHD2
CHFLOW
PUMP
PUMPCH
QREFLX
STOR
UPFLOW

CHECKA, CHECKB, and CHECKC

Source from recharge wells

Injection into specified-head cells
Discharge to specified-head boundary
Source from specified-head boundary

Net flow to/from specified—head boundaries
Discharge from pumping wells

Pumpage from specified-head cells

Net recharge

Net flow from storage during timestep
Vertical flow between layers

If rivers are defined (NR . 0):

FLXR
FLXRN
FLXRP

Net loss/gain to/from rivers
Discharge to rivers
Source from rivers

If transient leakage is defined (TRLEAK=.TRUE.):

CHFLOW

FLEAK

FLXN

FLXP
FRMCLAY

Redefined to be net horizontal flow
to/from specified-head boundaries

Net vertical flow to/from confining
layers overlying or underlying
specified-head nodes

Discharge leakage to confining layers

Source leakage from confining layers

Net leakage rates to/from adjacent
confining layers

If water table conditions are defined (WTABLE=.TRUE.):

WSUR

Unconfined water surface
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SUBROUTINE HYDROG.--Subroutine HYDROG plots time-head and
time-drawdown hydrographs. It 1is called only from the main program
at the normal conclusion of a run. The locations (row, column, and
layer) of the cells for which hydrographs are to be produced are
defined in data input Block 9. The number of hydrographs must not
exceed the numeric portion of the *DEFINE HYGXX record used when
compiling the program, where XX is the maximum number and must be 10,
20, 30, or 40.

HYDROG will produce a time-~head plot when HYD is defined in data
input Block 9. It will produce a time-drawdown plot when DHY is
defined. The user may define the time axis to be logarithmic (LOG)
or linear (LIN) and may define the scale of the time axis, the head
(or drawdown) axis, or both. The user may choose to plot observed
values as input by the user and head (or drawdown) values computed by
the model., If this option (@PBSHYD) is selected, HYDROG will plot
both observed and computed values on the same axes. The program will
adjust the scaling of the axes to assure that the minimum and maximum
head and time values will fit on the plot.

Instructions for selecting various hydrograph options, and for
entering the observed value sets, when desired, are available in
PROGRAM DATAIN instructions.

HYDROG produces plots by calling the METAPLOT (Conley, 1975)
general purpose plot package available at the AFWL computer center.
Users contemplating the transfer of this code to other computer
centers must provide similar plot subroutines in order to use this
feature. By using METAPLOT, all graphics produced by this program
are generated independent of plot devices. As such, METAPLOT may be
used as a post-processor to plot hydrographs on a 1line printer,
plotter, or other vector-drawing graphics output device. Please see
subroutine PRMAP for specifics on the use of METAPLOT.

printed output and alphanumeric contour maps according to the output
cubes defined by the user in data input Block 9. It is called from
subroutine OUTPT in the main overlay, from subroutine REINIT in the
computational overlay, and from program DATAIN in the data input
overlay.
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SUBROUTINE LINE.--Subroutine ©LINE draws a vector between two
coordinates. It calls the METAPLOT subroutine PLOT. LINE is called
only from subroutine HYDROG.

SUBROUTINE LJUST.--Subroutine LJUST left-justifies a 60-bit word. It
is called from program DATAIN in the data input overlay. LJUST uses
CDC-dependent shift and mask instructions.

SUBROUTINE LOCLEV.--Subroutine LOCLEV positions a mass storage
sequential file for reading or writing when USEBIO=.TRUE. is defined
in data input Block 2. It performs no operation when USELCM=.TRUE.
or USERMS=.TRUE.

IDENT MEM.—Ident MEM 1is a routine written in CDC assembly language
(COMPASS 3 Reference Manual, 1974). It is used to alter the size of
SCM or LCM attached to a job. This program uses MEM first to
determine the field length of SCM and LCM in the main program, then
to adjust LCM to the amount required in program DATAIN, and finally
to adjust SCM to the size required for the computational overlay.
When compiling a model the user must follow the instructions in
Appendix I closely with regard to the EL=... parameter on the job
card. When running a model, the user must follow the instructions in
data input Block 1 for the EL=... parameter on the run-time job card
and the RFL(ECS=...) parameter in the run-time deck. MEM may abort
programs on some Cyber systems which have CMM, the CDC Common Memory
Manager software installed.
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SUBROUTINE OUTPT.--Subroutine OUTPT is the primary output—-producing
routine in the program. It determines when to produce output, when
to calculate mass balance, when to create BAKOUT the restart output
file, and when to terminate the run due to errors. It is called from
program COMPUTE and from subroutine NEWPER, both in the computational
overlay.

Printed output is produced if:
1. The last timestep for a pumping period is complete; or

2. The maximum number of iterations allowed for a timestep is
exceeded (ITMAX is defined by the user in data input
Block 4); or

3. The MODPR'th timestep within a pumping period is complete
(MODPR is defined by the user in data input Block 4); or

4., A well node has gone dry; or
5. The simulation is complete.

Mass balance calculations produced in the redundant subroutines
CHECKA, CHECKB, and CHECKC are made each time printed output is to be
produced. OUTPT then calls SAVHYD to save hydrograph time/head (or
drawdown) pairs. It then calls LIMAP which produces the list and/or
map output for the output cubes defined by the user in data input
Block 9. After all 1layers have been analysed for mass balance
contributions, OUTPT summarizes mass balance calculations and prints
out the summary. It then prints out a table of head changes for each
iteration of the current timestep and a table of the number of
iterations for all timesteps during the current pumping period.

Before returning to the calling routine, OUTPT checks to see
whether the simulation is complete. If complete, OUTPT checks
SELRES, the select restart options which the user may have set in
data input Block 2, When SELRES=.TRUE., OUTPT either requests a
permanent file or a magnetic tape from the operating system depending
on the rantents of data input Blech 3, Once reguesteu, OUTIT
proceeds to call BUFBKT to transfer a snapshot of SCM and LCM to the
restart output file named BAKOUT. When TRLEAK=.TRUE., OUTPT then
dumps the contents of the transient leakage Cyber Record Manager file
named TRFIT to BAKOUT. Finally, if the simulation has terminated on
an error condition, OUTPT prints appropriate messages in the dayfile
and terminates, If the simulation has terminated normally, OUTPT
returns to the calling routine which returns to the main program.
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SUBROUTINE PRDATE.--Subroutine PRDATE prints the run date on the
printer output file, It is called from OUTPT, PRARY and PRMAP in the
main overlay, and from subroutine ITPARM in the data input overlay.
The date which it prints is defined in program DATAIN from the system
subroutine DATE.

SUBROUTINE PRENT.--Subroutine PRENT prints the name of each
subroutine called during execution of the program. It is called from
various routines only when TRACE=,TRUE. is set in data input Block 2.
This option 1s normally only selected when debugging the program
logic. The use of this option by users will produce an enormous
amount of debug print.

SUBROUTINE PRARY.--Subroutine PRARY prints formated lists of array
values according to the output cubes defined by the user in data
input Block 9. It is called from subroutines LIMAP and OUTPT in the
main overlay and by subroutine NEWPER in the computational overlay.

PRARY is capable of producing listings of any or all of the NVPN
three-dimensional variables, drawdown, river data, well pumping data,
recharge data, or unconfined water surface data for any cube defined
by the user. Listings for the permeability and bottom elevation of
two-dimensional water table cells may also be produced if the program
was compiled with the *DEFINE 2DBTPRM option selected. Routines
which call subroutine PRARY pass to PRARY the layer number, the
address of the LCM array containing data for this layer, an option
code which selects the type of listing, and a cube number.

SUBROUTINE PRMAP.--Subroutine PRMAP plots alphanumeric contour maps
of various arrays according to the output cubes defined by the user
in data input Block 9. It is called only from subroutine LIMAP in
the main overlay.

PRMAP uses subroutines (table 4) which are in the '"Metaplot"
subroutine library at the AFWL computer center (Conley, 1976). Those
users familiar with other standard plot packages will notice a strong
similarity, both in function and in syntax, between the Metaplot
calls and the calls of the other packages. Users who intend to
install this code on computer systems other than the AFWL system (or
other systems where Metaplot 1s available) should be certain to link
to the appropriate plot libraries for these routines.
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Table 4.--Metaplot subroutines called by this program

1. PLOTS Initialize Metaplot logic and logical file;
2, SCREEN Define the physical plot size, in inches. - For the

purposes of this program, we assume that the user
is "plotting" on the terminal line printer. Thus,
the plot size is 12 inches in the X axis
(horizontal) and 10 inches in the Y axis (vertical)
per segment.,

3. VWPORT The viewport defines that portion of the screen which
is to be used for plotting, in inches. The X and Y
limits defined by this subroutine must be a subset
of the SCREEN limits. XMIN and XMAX or YMIN and
YMAX may be reversed to produce mirror images.

4, WINDOW The window is the exact size of the viewport and is
defined in "data" units. The subsequent vector and
text plotting calls will be mapped into the window,
which in turn is mapped into the viewport and screen
by Metaplot. Attempts to plot outside the window
result in error messages being displayed by Metaplot
at execution time. These error messages may be
generated during map segmentation and should be

ignored.
5. NUMBER Plot a numeric value at some X,Y coordinate.
6. SYMBOL Plot an alphanumeric string at some X,Y coordinate.
7. PLOT Terminate this plot when the third formal parameter

equals -3. When the third argument is 2, the "pen"
moves to (X,Y) with the "pen'" up. When the third
argument is 3, the "pen" moves to (X,Y) with the
"pen" down.
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PRMAP performs a number of functions. It first determines which
type of map is desired. The user may select a map of any of the NVPN
variables, a map of drawdown, or a map of the unconfined water
surface (if WTABLE=.TRUE.). It then inspects the size of the grid by
summing the DELX and DELY variables and scales the grid according to
the default or user—-defined scale factors. If the scaled map 'is less
than 10 by 12 inches in size, plotting begins. If the scaled map is
larger, PRMAP will automatically segment the plot so that the map
scale will be preserved. NXSEG segments will be plotted edge to edge
in the X direction. NYSEG segments will be plotted edge to edge in
the Y direction. Each segment will be 1labeled by output 'cube"
number, by variable being . plotted, by pumping period and timestep
number, by row and column number, and by the areal distances within
the extent of the X and Y axes.

This routine will attempt to plot an alphanumeric symbol
corresponding to the magnitude of the variable being plotted at the
- center of each cell. If a cell spans two or more segments, PRMAP
will plot the alphanumeric symbol at the cell boundary opposite to
the segment boundary. If a cell contains active pumping wells, a "W"
plots next to the alphanumeric symbol. The alphanumeric symbol (0-9
and A-J) plotted depends on the contour interval defined by the user
in data input Block 9 (the default CONINT = 10. feet) and the number
of plot characters selected which is defined by the user in data
input Block 4 (the default NPCH = 10, and the maximum NPCH = 20).
The NPCH plot symbols are used in sequence in a circular manner. For
example, if the contour interval is 100. feet, the base elevation is
0. feet, and ten plot symbols (0-9) are being used, then the plot
symbol "1" will be used for the elevations from 100. - 199.9 feet,
1100. -~ 1199.9 feet, and so forth. The symbol "2" will be used from
200. - 299.9, 1200. - 1299.9, and so forth. PRMAP prints out a table
of the actual values assigned to each symbol at the bottom of each
segment and on the output file.

Metaplot creates a plot file which is independent of the plotter
device the user plans to plot upon. This file is named META by this
program. The META file may be processed after the completion of the
simulation run to produce plotter output on a plot device. The
program DIRECT from the librarvy named METALIB is loaded as described
in Appendix I to "direct" the META plot file to a plot device. Those
users who have vector plotters attached to their terminals may use
DIRECT to "direct" the META plot file to those plotters. DIRECT
reads the META plot file and translates it into the plot command
structure required for specific devices. In the case of printer
plots, DIRECT will plot 132-character lines at a density of eight
lines per inch. For Calcomp, Gould, and Tektronix plotters, DIRECT
will produce vector plot commands appropriate to those devices.
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To "direct" the META file to devices, the user must first attach
the Metaplot library and inform the system that it is a library.

Place the card:
LIBRARY(METALIB)

immediately before the RFL(ECS=...) card in the deck. Then, after
the card:

FD3D.
insert the card:
DIRECT(META,...)

Table 5 displays the DIRECT commands required for each plot device.
When selecting the PRINTER, the plots will print at a computer
terminal. When selecting other plot devices for plotting at a
terminal, the file PLOTFIL must be transmitted from CDC to the
terminal. The details of such transmission will depend on the
characteristics of the terminal.

More than one DIRECT command may be executed if plot output is
desired on more than one device.

IDENT REMARKS$.--Ident REMARKS written in CDC assembly language
displays alphanumeric message on the job dayfile.

SUBROUTINE RIVERQ.--Subroutine RIVERQ distributes river flow along
cach river reach defined by tha nee». Tt is called from subroutine
NEWPER in the computational overlay only when the number of rivers
(NR) is greater than zero. The program must have been compiled with
the option *DEFINE RIVERS defined for this subroutine to be included
in the code.
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Table 5.--DIRECT commands for METAPLOT

Device

Line Printer

CalComp 565

III FR80 microfilm
Gould electrosta;ié
CalComp 702 flat bed

Tektronix

45

Control card

DIRECT

DIRECT

DIRECT

DIRECT

DIRECT

DIRECT

(META, , PRII\;TER)
(META, PLOTFIL,
(META, PLOTFIL,
(META, PLOTFIL,
(META, PLOTFIL,

(META, ,TEKTRNX)

CF)
M1)
G4)

F7)



RIVERQ first sets the river recharge rate array (QRA) to zero
for each cell, then sets the total river flow array (TQ) to zero for
each river. For each river reach (NR), RIVERQ routes a fixed flow
(QS) downstream from the first cell of the reach. The river gains
water from the aquifer system or loses water to it as a function of
the head difference between the river bottom and the unconfined water
surface, the vertical conductivity of the river cell, and the area of
the river cell. The program limits the connection between the river
and the ground-water system with the variable QMAX which is defined
in data input Block 4., If the river reach has flow remaining, it is
routed to the next river cell downstream. The last river cell of the
river reach may contribute to the first river cell of another
downstream river reach. The user defines the downstream order of
river reaches in data input Block 4 using the variable NRC.

Appendix IV is an example simulation of a two—aquifer problem
that uses RIVERQ.

SUBROUTINE RMOPEN.--Subroutine RMOPEN opens a Cyber Record Manager
word—-addressable file. It is called from program DATAIN in the data
entry overlay. RMOPEN must be called once and only once for each
word-addressable file before the file may be read or written. RMOPEN
will be called for the file named MSFIT if USERMS=.TRUE. It will be
called for the file named TRFIT if TRLEAK=.TRUE.

SUBROUTINE RMCLOS.--Subroutine RMCLOS closes a Cyber Record Manager
word-addressable file. It is called from program NMFD3D in the main
overlay. RMCLOS will be called for the file named MSFIT if
USERMS=.TRUE. It will be <called for the file named TRFIT if
TRLEAK=.TRUE.

SUBROUTINE RMGET.-——Subroutine RMGET reads data from a Cyber Record
Manager word—addressable file. It is called from subroutines BUFIN
and OUTPT in the main overlay and from subroutine CLAY in the
computational overlay.
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SUBROUTINE RMPUT.--Subroutine RMPUT writes data to a Cyber Record
Manager word—addressable file. It is called from subroutine BUFOUT
in the main overlay, from subroutine CLAY in the computational
overlay, and from program DATAIN in the data entry overlay.

IDENT RQUEST.--IDENT RQUEST written in CDC assembly language requests
a magnetic tape or permanent file from the computer system. It is
called from program DATAIN in the data entry overlay and from
subroutine OUTPT in the main overlay.

SUBROUTINE SAVHYD.--Subroutine SAVHYD stores hydrograph time-value
pairs at the end of a timestep. It is called from subroutine REINIT
in the computational overlay at the end of each timestep within a
pumping period, and from subroutine OUTPT in the main overlay at the
end of each pumping period and at the end of the simulation. Head
values are saved for each hydrograph cell when HYD is defined in data
input Block 9. Drawdown values (STRT - PHI) are saved when DHY is
defined.

SUBROUTINE SKIPJOB.--Subroutine SKIPJOB terminates a run with the
messages:

ABORT RUN - SKIPJOB

STOP "SKIPJOB"

printed in the job dayfile. It is called from subroutines BUFIN,
BUFOUT, and RQUEST in the main overlay when unrecoverable hardware
errors are encountered.
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SUBROUTINE TCOFRC.--Subroutine TCOFRC calculates the "T" coefficients
in the row and column directions. It is called from subroutine
WITRAN in the main overlay for water table simulations
(WTABLE=.TRUE.) and from ALTRAN in the data entry overlay for all
simulations.

The horizontal directional transmissivities, TR and TC, are
calculated when the simulation begins. They are functions of the
transmissivity, T, at a cell and the T in the adjacent cell in the
row (TR) or column (TC) direction, the size of this and the adjacent
cells (DELX or DELY), and the directional transmissivity multipliers
supplied by the user in data input Block 4 as the arrays FACTX and
FACTY. If the user enters non-zero values for TR and/or TC in data
input Block 7, the program will store the user—-defined values rather
than calculating the values in TCOFRC for those cells with non-zero
values.

When running water-table simulations (WTABLE=.TRUE.), TCOFRC
will be called after each iteration to re-calculate TR and TC in the
cells which comprise the unconfined water surface. TR and TC in the
confined cells are unchanged.

SUBROUTINE TCOFZ.--Subroutine TCOFZ calculates the "T" coefficient in
the vertical direction. TCOFZ is called from subroutine ALTRAN in
the data entry overlay for all simulations.

The vertical directional transmissivity, TK, is calculated only
when the simulation is not being run with transient leakage from
confining layers, 1i.e., when TRLEAK=.FALSE. When TRLEAK=.TRUE.,
FACTZ, the wvertical directional multiplier, is zero. TK is
calculated as a function of the transmissivity, T, of a cell and T of
the cell above, the thicknesses of both cells, DELZ, and the vertical
directional multiplier, FACTZ, defined by the user in data input
Block 4. TCOFZ will not calculate TK for any cells in which the user
has explicitly defined non-zern valnee for TK in data input Block 7.
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SUBROUTINE TRANS.--Subroutine TRANS calculates transmissivity, T, for
cells in the unconfined water surface when WTABLE=.TRUE. It 1is
called from subroutine WTTRAN in the computational overlay and from
ALTRAN in the data entry overlay.

The logic 1in TRANS depends on whether the user has selected
two—-dimensional water table (*DEFINE 2DBTPRM) or three-dimensional
water table (the default if *DEFINE 2DBTPRM is not defined) in the
compile deck structures (see Appendix I). When the two-dimensional
logic is used, TRANS only executes when the simulation is in the top
layer. If it is, T 1is calculated as a function of the saturated
thickness and the cell permeability. TRANS then checks for the cell
having become dewatered, in which case it prints a message, ''NODE
GOES DRY", on the printer output file. If the cell goes dry and the
cell contains one or more active wells, the simulation will abort.
Once a cell goes dry, it cannot resaturate.

In the case of the three-dimensional water table, any layer may
contain water—table cells. This will occur when the cells above a
confined cell go dry, thereby making a previously confined cell an
unconfined (i.e., water table) cell. TRANS first checks to see if
the cell above this cell is active. If it is, this cell cannot be a
water—table cell. If it is not (T = 0.) and this cell is active,
then TRANS will calculate T for this cell as a function of the
saturated thicknes and the cell permeability. A cell may go from
confined to unconfined when the cell above is dewatered. Once
dewatered, the program sets T = 0., thereby removing the cell from
the simulation. A dewatered cell cannot resaturate.

SUBROUTINE BLOCK DATA.-—When the program is loaded into memory and
before program execution commences, BLOCK DATA initializes wvariables
which reside in SCM and LCM "LEVEL 2" labelled COMMON blocks. BLOCK
DATA is never actually called by the program. Rather, when the
program is compiled, the compiler builds tables of variable names and
the values with which they are to be preset at load time. Then, when
the program is loaded for execution, the Cyber LOADER initializes the
variables defined in BLOCK DATA. Those variables not explicitly
initialized in BLOCK DATA or in DATA statements within individual
subprograms are initialized to zero by the Cyber LOADER.
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Data entry overlay

The data entry overlay is comprised of the main program, PROGRAM
DATAIN, and four subroutines. Its function 1is to 1nitialize the
simulation arrays and parameters and set program options such that
the simulation may easily be run. DATAIN is called only from the
main program of the main overlay. After DATAIN has completed, the
main overlay executes the '"SIP" computational overlay.

PROGRAM DATAIN.-—~Program DATAIN begins with the definition of all the
SCM and LCM labelled COMMON blocks which will be used by the program.
The Cyber loader will have initialized all variable locations to zero
except for those variables explicitly initialized by the BLOCK DATA
subprogram of the main overlay.

DATAIN defines certain variables which are used only in this
overlay. A considerable portion of memory is conserved by
equivalencing many variables used only in DATAIN with the LCM
"LEVEL 2" 1labelled COMMON blocks LCMA, LCMB, and LCMC. The memory
used by these blocks is thereby used temporarily by program DATAIN.
When these blocks are needed for the actual model layers, DATAIN will
have finished with them.

Note that the logical variable, ERROR, is used throughout DATAIN
to detect input error conditions which would preclude initializing or
running the simulation. Every attempt is made to read and process
all data input before terminating the run so that as many input
errors as possible may be detected on each run.

Comment statements describing data input blocks.--The program listing
for DATAIN starts with approximately 800 continuous 1lines of
comments. The 13 data input blocks described in detail in PROGRAM
INPUT REQUIREMENTS are outlined in these comments to assist
programmers when reading the code.
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NAMELIST processing.-—-Blocks 2, 4, 11, 12, and 13 use the FORTRAN
NAMELIST logic and syntax. Using NAMELIST, the user assigns unique
values directly to FORTRAN variables at execution time. Examples of
correct NAMELIST syntax are given in figure 4.

The first record of a NAMELIST input block must contain a“'"$" in
column 2 followed by the name of the NAMELIST block. Column 1 must
always be blank when using NAMELIST input. Variables are defined
with the VARIABLE = VALUE general form. There is no limit on the
number of non-blank data input records which may follow the first
record. The last record of a NAMELIST input block contains the text
"S$END" anywhere between column 2 through 80.

The user may define one or more "VARIABLE = VALUE," pair per
input record. Embedded blanks are not allowed. In figure 4, lines
1 through 6 are equivalent to line 8. Logical values, .TRUE., or
.FALSE. must be defined for logical variable. Integer or real values
may be assigned to real variables (fig. 4, lines 11-13). Integer or
real values may be assigned to integer values (fig. 4, lines 14-15).
However, digits to the right of the decimal place will be truncated
when the user assigns real values to integer variables.

Values may be assigned to array elements by using explicit array
subscripts (fig. 4, line 19) or by using implicit array subscripts
(fig. 4, line 21). A shorthand notation (*) may be used for the
assignment of the same value to sequential array elements (fig. 4,
line 23). A null NAMELIST input record assigns no values (fig. 4,
line 26).

Only those variables named within a particular NAMELIST block in
the FORTRAN program can be assigned values at input when the program
is executed. Table 6 lists the variables named in each NAMELIST
block in this program. The user does not need to assign values to
all variables named in a NAMELIST block. Rather, the user should
assign values only to those variables which need a value different
from the program default value.

NAMELIST output, written by the program, consists of the block

neme followed hy one or more lines ner variable. Array values are
printed one value per array element. The last record is '"$END".

51



*XBIUAS | S|TIWYN JO sojdwexj--‘y 24nbi4

].—%4___—~__Hﬂaﬂ_________________________________u_______ﬂ_____________u___n__
TTT T[T T[T T T[T T[T T[T I T T[T T [ T T T T T[T I T T[T v T[T IT [T T I T TI T T [TT I [ IrITT

TTJTTTI [ TT T I [T T[T T T TV I T[T T T T [ F T I T T T T VT T T[T T T T[T I T[T T I T [TTT T[T TTT[TTTT
TTT T [ FT T [T T T T[T T T T[T [ T T T[T T T T T T T[T T T T[T T T [V r T T [T I T T T I T[T T[T T [TTTT
TTT T T T T[T T T[T T T[T T T[T I T T[T I T[T I T [ TT T T[T T T T [V I T[T TP T[T T T T[T IQNg g ST [FRTTgr
TTT T[T TI T[T T T[T TI VU I T T T I T [ T T T T [T T T[T T T V[T I T [T T T[T T T[T T T [ TI T [ TTTT[TTTT
TT T T T T T e T T T T [T T [T I T TV T I T i vy r T T T o [T T prooT
L O I O O O 4 R A R S N G R (5 [ 91 P Y S RN (G S o
TT T T I T I [T T T[T T T T [T T[T T T T[T I [T I [T I T [T T[T T T T[T TT [T I I T[T T [ vITI[TrorT
L L O O A A O A O O O N I R LV LA TAS MR W S T N @22 a1 M Y PR B [ TS I RV
TT T T T T T T[T T T [T T T T[T T T T [T T T [ VAT T T T T[T T T[T T [T T [T T T[T T T T[T T T[T T T TerTd
TTTTTTTavBY! LT =TGR BT GRS o =Ty XTSI P =T XA RG] OlzT=T [Ty A B[ TS [INTTgT
T T T T T T T I T T[T T T[T T T [T T T [V I T [T T I T I T [T T [T T T T [T T T[T T T T[T I T[T T I[TrTd
TTT T TITIT T T T T T T U T T[T T T VI V[T v T[T T T[T I T[T T T [ TT T TTiT [ TTTTTTTT [ANGEH
R RN AR RN RN NEVRREUY
R N L L L L L N N LR LN LN RN B R R R R R AN e
AR N N AN N SR R N L N L RN R R R iy
TT T T T T T [T T T [T T T[T T I T[T T T I T [TITT[ITT T[T T T T[T T T [ TT IT ] TT I [T 7T -l =Kl
TT T T[T I T [T T T T[T T T[T T [T T T T[T T TP [T I T [T T T[T T T[T i T T [ TT T[T T T [ TT T T =Ryt
AR O O O A T SO Y50 ¥ Y R P AR SN GRE
TTTTTTT T T T T T T T T e [P T T T[T I T [ VT T[T T T [ VT[T i T[T I T TTTITTITTTTTIT]TT T
TTTT I T I T T T [T T T[T I [T I T T I [T T[T T [T T TV T I T [V i T[T T[T TTTrTTTTTT ]
TTTTTTT T AVEET FRISAYE] =WoEEISIAT T BTa D FlEWEE[shl TFRaR - = [RARET T E oL =lulsER RIFEANGIGT
TTT T TT T T IT T I I T T T[T T I [T A T [T I T T[T T I I T T[T T [T T T I T IT [T I T [TITIT[TTTIT]TITTd
TTT T TI T I T T T I T T T I T I T[T T T T[T I T[T T I T IT I [ I T T[T T T[T T T T[T T T [TTTT]TTTT]aNGIg
LR L O N R B I 1= A L BT BIE )
R R N L R R N RN AR LT R L e g Er e
TTTT T TITT I T I T [T T T T[T T I [T I I T[T T T T[T T T T [ TI T T[T T I T[T T T T [TITT T TTT [MeTaal I T=IghyR BTd
LI I O U O O O O O A YOV PR STV RIS EU
T T T T T[T T T T [ Ui T [T T [T T[T I [T T[T T T [T T [T T T T [T T T[T T [T T T Hig g
08 oL 09 — 05 o of [+4 01

oe
62
8¢
e
92
G2
ve
€2

O O =N mOT D ON~ODO O -

_ NN T VO N~ ©



Table 6.~-~Variables named in NAMELIST blocks

$CONTROL SINLIST SNLPTR 1 sr1v1sTL/ l $NEWPF l SNEWELL ] $NEWRTVY/
RESTKT NVPH WTABLE NVPN IO N/ KP Q rel/
RSRTPP NROW TRLEAK NNPR  JO Nrel/ NWEL ROW wRL/
RSRTTS NCOL RCHRG NNPC KO vapnl/ TMAX coL
RSRTIT NLAYER  EQu3 NNPL 11 rQl/ NUMT LAYER
SELRES NNPL EQN4 MWER  J1 moxl/ cDLT QTYPE
RECMPL NNAL NPER MWPC  KI RIVERL/ DELT
USELCM NWPL CLSURE NMWPL 12 vkl/
USEB T4 NWAL NRH@P NWAL  J2 quaxl/
USERMS LCPHI WMAX NNAL K2
PHISET LCWEL RHPP LCPHT  KP
PHIDMP LCSTR ITMAX LCWEL KT
WELZR@ LCT NPCH LCXI IT
DMPINT LcS QFAC LCSTR  RTRW
$NLYIN LCTR DELX LCEL  NWEL
TRACE LCTC DELY LcFL NRL/
MF7000 LCTK DELZ LCGL
MF6000 LCEL FACTX Lcv
DMPIT 1CFL FACTY LcT
DMPTS LCGL FACTZ LCS
DMPPP 1cv S Lcegr2/
DMPVAR LCXT sy LCPERM
ZRMBAL Lcepr2/  NCUBES LCTR
pMPRIVL/ rcrery2/  NRY LCTC
LCTL Nrcl/ LCTK
LCTLK Nappl/ 1CTL
LCSL Quaxt/ LCTLK
LCZCB RIVERL/ LCSL
LCRATE  vkl/ LCZCB
MBALPR  RQY/ LCRATE
DAMP 1vpxl/
M@DE
M@DPR

1/ Included fn the code only 1f compiled with RIVERS defined (see Appendix I)
.2./ Excluded from the code if compiled with 2DBTPRM defined (see Appendix 1)



Logical switches and restarting.--The execution of DATAIN begins by
defining LCM as the default mass storage device. USELCM=.TRUE. is
selected in preference to USERMS or USEBIO. Next, the program reads
the NAMELIST SCONTROL block. If the user has selected either the
RESTRT=.TRUE. or the SELRES=.TRUE. restart options, DATAIN reads the
single disk/tape I/0 record defined as data input Block 3." When
RESTRT=.TRUE., the program either requests the computer console
operator to mount a magnetic tape from which this simulation will
restart, or it attaches an on-line disk file.

When restarting, whether from disk permanent file or from tape,
the program will load all SCM and LCM labelled COMMON blocks from the
restart file BAKIN. Since the switches just loaded in from S$CONTROL
and from the I/0 record reside in SCM labelled COMMON, they would be
overwritten in the process of restarting. Therefore, DATAIN first
stores these variables into memory locations which will not be
overwritten during restart. It then copies in the labelled COMMON
blocks from BAKIN. Then it restores the user~defined switches from
the temporary locations to their permanent locations in labelled
COMMON. Both $CONTROL variables and the information on the disk/tape
I/0 record must be defined (or redefined) with each simulation.

The restart process copies all SCM labelled COMMON blocks from
BAKIN to SCM with one call to subroutine BUFBKI, which is in the main
overlay. Then all LCM labelled COMMON blocks are transferred with
one call to BUFBKI. BUFBKI assumes that the SCM and LCM of this
program are structured identically to the SCM and LCM of the program
which created the restart file. Therefore, if the program has been
recompiled between the run which created the restart file and the rum
which restarts from the file, RECMPL=.TRUE. must be defined in
$CONTROL. This switch tells DATAIN to skip over the SCM and LCM
labelled COMMON blocks when reading BAKIN since the recompilation
process 1s likely to have restructured all of COMMON. All layer data
will still be correct (assuming that the restart is for a model with
the same number of rows, columns, layers, and NVPN). However, all
two-dimensional arrays (such as QRE), all variables which are defined
in $INLIST, and all output cubes must be redefined.

The wser has the option of resetting all mass balance variables
to zero (ZRMBAL= .TRUE.). The program also initializes arrays for
river data. Both of these processes use the Cyber LOCF function.
LOCF returns the memory address of a variable. By subtracting the
addresses of two variables, one may determine the number of words of
memory which separate the two locations. Through the judicious use
of EQUIVALENCE statements, the program initializes large extents of
memory with few FORTRAN commands.
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Location offset variables LC.--The program stores NVPN variables at
each node. Each of the NVPN variables is stored in contiguous memory
locations. The offset of each variable from the first word address
of each node is defined by an integer variable LC..., where ... is
the term used by Trescott (1975) or defined by Tracy (1980) in the
case of transient leakage terms. For example, what Trescott named
PHI ( I, J, K ) (the hydraulic head at one node) is referred to as
HX ( LFWIN + LCPHI ) in this program, where HX is a one-dimensional
array containing all variables for all cells in one layer, LFWIN is
the location of the first word of this node, and LCPHI is the
location of PHI within the NVPN variables of this node.

The user may choose to define the LC... offset constants in
$INLIST. Or, the user may allow the program to define LC... as a
function of NVPN (table 13, p. 107). The program calculates various
combinations of the number of rows, columns, layers, and NVPN to
produce 'constants" which are used throughout the program and to
verify that the user has defined all necessary size parameters.

Scalor and file initialization.~--When TRLEAK=.TRUE., DATAIN calls
subroutine RMOPEN to initialize the Cyber Record Manager
word—-addressable file named TRFIT. Refer to the Explicit Record
Manager I/0 section for a discussion of the file structure.

Next, DATAIN calculates the number of constant head nodes for
which flow data may be stored, NCHAVA. The Cyber LOCF function is
used. This variable is critical to insure that subsequent operations
in the redundant subroutines CHECKA, CHECKB, and CHECKC do not
overwrite memory locations for other variables.

Depending on the selection of USELCM, USERMS or USEBIO, DATAIN
must calculate various pointers which define the addresses on
peripheral devices where layers will be stored when they are swapped
from LCM. The array LCMPTR is used for this purpose. In addition,
the pregrom calculates the exsact eize of LCM (NWDLCM) which will be
required by the simulation. The program will release any excess LCM
using the Cyber MEM function. This will minimize the memory charges
and improve the program turnaround time.

Having established array sizes and mass—-storage pointers, DATAIN
is prepared to load model data. If RESTRT=.TRUE., the program reads
data arrays for all model layers from the BAKIN file and transfers
them to the correct peripheral-storage device. Then, for those
simulations where TRLEAK= .TRUE., the transient leakage mass storage
files are copied from BAKIN to the Cyber Record Manager file TRFIT.
Then, BAKIN is detached from this job and returned to the system.
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If no errors have been encountered, DATAIN proceeds to
cross-verify the various program options and to assign alphanumeric
constants to each of the LC... variables. It prints out $INLIST,
informing the user of the status of all variables in the NAMELIST
block. If rivers are used (NR.NE.O), a printout of initial river
data is produced.

Definition of headers, symbols, and cubes.--The program reads program
input data blocks 5 - 9, each of which is optional. Each block
begins with a record which identifies the block. Valid block names
are "HEADER" or "HEADERS" (Block 5), "SYMBOL" or "SYMBOLS" (Block 6),
"3D INPUT" (Block 7), "2D INPUT" (Block 8), and "OUTPUT CUBES"
(Block 9). Each block, if used, terminates with the command "END" in
columns 1 - 3. The command "ENDOFCUBES" terminates this group of
blocks and must be entered even if none of the blocks are defined.

The blocks may be entered in any order. However, block 6 must
be defined prior to blocks 7, 8, or 9 if blocks 7, 8, or 9 are used.
Note that symbols are not saved during a simulation backup and
restart. In block 6, the user defines an alphanumeric string, up to
three characters in 1length, and assigns a numeric value to that
string. In subsequent operations in blocks 7, 8, and 9, the modeler
uses these symbols to assign the corresponding values to variable or
model arrays. The program builds tables of these symbols (SYMB) and
values (VALSYM) in LCM. It calculates the maximum number of symbols
which may be assign during one run (LIMSYM) and prints a message
informing the user of that 1limit. Subroutine COMPNL is called to
evaluate the numeric expressions defined for each symbol. The
numeric expressions may be integer, may contain embedded decimal
points, or may be in scientific notation. Embedded commas will be
ignored as are both leading and trailing blanks.
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Blocks 7, 8, and 9 are entered as input 'cubes". The 'cube"
concept is that all information contained on the record applies to
all nodes which are within the inclusive limits of the '"cube'". The
user defines some range of rows, columns, and/or layers for each
"cube", The remainder of the initialization data on the record will
be written to all nodes in the "cube". Further, the effect of each
"cube" command in succession over-rides the effects of any and/or all
previously defined '"cube" commands. For example, if the first "cube"
command set PHI to zero and T to .000001 for rows 1-20, columns 1-20,
and layers 1-5, and a second '"cube" sets PHI to 1000. for row 7-8,
columns 5-10, and layers 3-4, then the values defined by the second
"cube" pertain to all nodes within its extent, and the values defined
by the first "cube" pertain to all other nodes. Since the second
"cube" did not redefine T for its nodes, the T defined by the first
"cube'" apply to all nodes.

For each "cube", DATAIN stores the row limits in IBEG and IEND,
the column limits in JBEG and JEND, and the layer limits in KBEG and
KEND. The symbol fields on each "cube" record after the row, column,
and layer limits are stored in FLDI. DATAIN reads . each "cube" input
record, checks each FLDI for a valid entry in the SYMB table, and if
a match is found, stores the corresponding numeric value in VALI. If
a match is not found, DATAIN checks the symbol for being a key word
(table 14), i.e., one which means something specific and pre-defined
to the program.

Key words must not be defined in block 6. All other symbols
used must be defined in block 6. After error checking all '"cube"
input records, DATAIN prints a table of the input records and a table
of the corresponding data values.

For output "cubes", DATAIN builds a series of tables which will
be used by subroutines LIMAP, PRARY, .and PRMAP to produce '"cube"
output. NCUBES is the number of output '"cubes". The use of each
output cube is defined in CUBDEF (table 7).

Each of the NCUBES output cubes will generate printed and/or map
output., Printed output is generated when LORM has the value 0 or 1,
Man outmut is generated when LORM has the value 1 or 2. VWhen
CUBDEF="ALL DATA", LORM is set to zero. When LORM has a non-zero
value, and therefore, maps are to be produced, map scale variables
may be defined by the user (table 8).

DATAIN writes the row, column, and layer output "cube'" limits
into LCM "LEVEL 2" arrays (table 9) for subsequent use of the
program. If the user selects no output '"cubes'", DATAIN defaults to
one "cube" which includes all cells of all layers and which will
produce a printed listing.
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Table 7.-—Output—cube variable, CUBDEF

CUBDEF Meaning
"ALL DATA" Output cube of all NVPN variable
-4 Cell bottom elevation cube for 2-D water—table
problems
-3 Permeability output cube for 2-D water-table
problenms
~2 Output cube of unconfined water surface
-1 Output cube of drawdown
0 OQutput cube of variable with LC... =0
H Output cube of variable with LC... =1
NVPN-1 Output cube of variable with LC... =NVPN-1
99 No output cube
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Table 8.--Map scale variables

Variable Meaning

XFPI The map scale in the "X" direction (east-west
along a row). XFPI is in feet of simulation-
grid per map-inch. The user may have the
program produce alphanumeric contour maps
which can be overlaid on a base map by defining
XFPI. A symbol for XFPI is entered in field 10.
If the user defines no value for either XFPI
or YFPI, logic in subroutine PRMAP will
calculate the scale such that the complete map
fits into one map segment. If the user defines
either XFPI or YFPI, but not both, the scale
value which is defined is used for both.

YFPI The map scale in the "Y" direction (north-south
along a column). YFPI is in feet of
simulation-grid per map-inch. The symbol for
YFPI is entered in field 11 and is used with
XFPI to define the alphanumeric contour map
scale. Note that the Y scaling will be
correct if maps are plotted on a vector plotter
or printed at eight lines per inch. If maps
are printed at six lines per inch, YFPI is in
feet of simulation grid per 1-33 map inches.

CONINT The contour level, in feet, determines the
frequency with which the alphanumeric characters
are cycled to represent ranges of data values
which are being plotted. The default value
of CONINT is 10 feet. Selection of a contour
interval which is too small relative to the
range of data values may result in a confusing
map since the same alphanumeric character will
represent many discrete intervals. On the other
hana, selection of a contour interval which is
too large relative to the range of data values
may obscure changes in data values which are
significant hydrologically, but small numerically.

BASEV The base elevation is added to each value which is
to be mapped before the symbol for the values
contour interval is selected. BASEV has a
default value of zero.
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Table 9.--Variables defining extents of output cubes

ARRAY

ICUBEG

ICUEND

JCUBEG

JCUEND

KCUBEG

KCUEND

Cube
Cube
Cube
Cube
Cube

Cube

Meaning
beginning row;
ending row, taken from IEND;
beginning column, taken from JBEG;
ending column, taken from JEND;
beginning layer, taken from KBEG;

ending layer, taken from KEND.
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Next, DATAIN builds tables for producing hydrographs, if
selected. NHGRAF is used to count the number of hydrographs defined
by the user. The program uses the Cyber LOCF function to calculate
the number of hydrographs which have been allowed for when compiling
the program. As described in Appendix I, the user may request memory
for 10, 20, 30, or 40 hydrographs when compiling the program. Each
hydrograph will have time-head or time-drawdown pairs saved at the
end of each timestep, up to a maximum of 100 timesteps. If the user
attempts to define more hydrographs in this run than the compiled
program can store, a diagnostic will print out, and the run will
terminate without beginning the simulation. Table 10 describes the
variables used for each calculated hydrograph.

The user may choose to plot observed hydrograph data in order to
compare the simulation results to observed results. To do this, the
program must have been compiled with *DEFINE OBSHYD defined for Cyber
Update. Observed hydrograph data is identified to the program by
using the OBS command in data input Block 9. Note that observed
hydrographs may be defined only for those cells which have already
been defined as either HYD or DHY cells, i.e., as cells for which
calculated hydrographs will be produced. An attempt to produce an
observed hydrograph at any other cell will be ignored by the program.

DATAIN will first match the row, column, and layer location of
the observed Thydrograph with existing calculated Thydrograph
locations. The variable THISOB is set to zero if no match is found,
and to the counter for the matched hydrograph (from one to NHGRAF) if
a match is found. If found, the program then reads 80-column records
from the Cyber file named OBSFIL, provided by the user. The
structure of OBSFIL is discussed under Implicit Record Manager 1/0
below. The format of OBSFIL is stored in the array OBSFRM. Times
are stored in the array THYDOB, and heads (or drawdowns) are stored
in the array HYDOB. The elapsed times are treated differently for
observed hydrographs than for the calculated hydrographs. Times and
heads for calculated hydrographs are stored at the end of each
simulation timestep. Observation times for observed hydrographs will
not necessarily coincide with simulation timesteps, and therefore
must be entered and stored for each observation value. A maximum of
100 value-pairs will be stored for each observed hydrograph. If more
than 100 pairs are presented in OBSFIL for any one hydrograph, the
first 99 together with the very last pair will be used. Others will
be ignored. HYGOB is the array used to store the count of the number
of observed value-pairs for each hydrograph.
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Table 10.--Hydrograph variables

Variable Meaning

IHYD The row location of a given hydrograph.
Hydrographs are defined one at a time. If a
range of rows, columns, or layers have been
coded, only the first row, column, and layer
will be selected for this hydrograph.

JHYD The column location of this hydrograph.
KHYD The layer location of this hydrograph.
CONHYD The vertical scale of this hydrograph, in feet of

head or drawdown per inch of plot.

SCAHYD The horizontal scale of this hydrograph. This value
is stored as a positive number for those hydrographs
with linear (arithmetic) time scales, and as a
negative number for those hydrographs with
logarithmic time scales.

THYD The elapsed time, in seconds, from the beginning
of this simulation to the end of each timestep.

HYD The head or drawdown value, in feet, at the end of
each timestep.
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The record marking the end of data for each observed hydrograph
must be "ENDOFDATA" keyed into columns 1-9., This record will be
followed by an end-of-file if no more observed hydrograph data
follows. Or, it may be followed by the first time-head pair of the
next observed hydrograph to be read. Caution nust be exercised to
insure that observed hydrograph data sets are placed on OBSFIL in the
same sequence that the "OBS" commands are entered into data input
Block 9. The reason for this is that location information is not
provided on OBSFIL. Locations are defined only in data input
Block 9.

After the observed hydrograph data is stored, DATAIN prints out
a table of data points which will be plotted for each observed
hydrograph.

Layer initialization.—-DATAIN checks the status of the logical switch
ERROR. When ERROR=.TRUE., the program stops. Otherwise, DATAIN will
initialize the simulation grid, layer by layer, until all layers have
been initialized and written to the peripheral mass—storage device.

The logic differs between initial runs and restart runs. For a
new simulation, DATAIN first sets all NWPL words of the LCM "LEVEL 2"
array HXA to zero. For a restart, the program calls subroutine BUFIN
to load the proper layer from mass storage into HXA. HXA is used for
all grid initialization in DATAIN. Then, all "cube" initialization
tables are scanned in the order which they were entered. Commands
which apply to the layer currently being initialized are processed.
The values for each variable specified by each command are stored
into the layer at the proper node and variable offset. This
sequential processing of the input commands, layer by layer, from
course definition to finer definition of '"cube" characteristics
allows the modeler to define large, complex models with very few
commands.

After oprocessing all input "cube" definition commands, DATAIN
sets all variables in the first row, the last row, the first column,
and the last column to zero. If PHISET=.TRUE., all starting head
values (STRT) are set to the head values (PHI) as initialized.
Finally, the NWPL words of this layer (LTHIS) are written out to the
peripheral mass-storage device, with a call to subroutine BUFOUT.
This process continues until all layers have been initialized.
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Initialization of grid-related parameters.--The program calculates
the arrays DELXI, DELYI, and DELZI, as the reciprocals of the grid
dimension arrays DELX, DELY, and DELZ. The reciprocals are used
throughout the code whenever the algorithms call for a division by
DELX, DELY, or DELZ because multiplications are faster than divisions
on the Cyber computers.

The program must calculate the directional transmissivities for
those nodes which the user has not explicitly preset TR, TC, and TXK.
DATAIN calls subroutine ALTRAN to do this, unless the wuser has
selected ONLYIN=,TRUE. in data input Block 2 which indicates that
this run is merely to error—-check the data input, If the user has
selected DMPINT=.TRUE. in data input Block 2, the program overrides
the ONLYIN switch and proceeds with the call to ALTRAN. As a result,
the dump of all variables for all nodes will include the starting
directional transmissivities calculated by ALTRAN.

After the call to ALTRAN, DATAIN calls subroutine ITPARM to
calculate the iteration parameters RHOP. This occurs when
ONLYIN=.FALSE. or DMPINT=.TRUE,

Finally, DATAIN returns to the main program of the main overlay.
All tables have been setup for processing, and all layers have been
initialized and written out to a peripheral mass-storage device.

SUBROUTINE ALTRAN.--Subroutine ALTRAN calculates the directional
transmissivities for each node by calling subroutines TCOFZ and
TCOFRC in the main overlay. In addition, it calls subroutine TRANS
in the main overlay to calculate the transmissivity in all unconfined
cells. ALTRAN is called only from program DATAIN in the data input
overlay. ALTRAN is identical to subroutine WTTRAN in the
computational overlay, except that ALTRAN forces
vertical-transmissivity calculations to be performed by setting the
logical variable CALZ=.TRUE.

SUBROUTINE ITCOEF.——Subroutine ITCOEF calculates terms which are used
by subroutine ITPARM in the data input overlay to calculate the
iteration parameters RHOP. ITCOEF is called only from ITPARM.
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SUBROUTINE ITPARM.-—-Subroutine ITPARM calculates the iteration
parameters RHOP. ITPARM is called only from program DATAIN in the
data input overlay.

The program calculates RHOP in one of three manners. First, the
user may define RHOP explicitly. ITPARM checks the values of RHOP;
if any of the NRHOP values of RHOP are non-zero, ITPARM sets
SKIPIT=,TRUE. and skips the iteration parameter calculations
altogether. Second the user may define WMAX explicitly, leaving RHOP
not 1initialized. ITPARM checks the value WMAX, and if it is
non—-zero, sets SKIPW=,TRUE. and skips the calls to subroutine ITCOEF.
The calculation of RHOP values are otherwise treated identically to
the third case. Third, both WMAX and RHOP are 2zero when ITPARM is
called. Parameters PIC, WMIN, DELT, XT, YT, ZT, RHOl, RHO2, and RHO3
are initialized by the program. Then, subroutine ITCOEF is called
once for each layer, resulting in values for RHOl, RHO2, and RHO3
which are functions of grid sizes and directional transmissivities.
ITPARM then calculates a value for WMAX, which in turn is used to
calculate the NRHOP values of RHOP.

ITPARM concludes by printing out the method used to calculate
the iteration parameters and the values of the parameters, and then
returns to program DATAIN.

SUBROUTINE SETLIM.--Subroutine SETLIM inspects the row, column, and
layer limits defined on "cube" input records, error checks them to
insure that they do not stray outside the defined simulation grid,
and returns the error status. SETLIM is called only from program
DATAIN in the data input overlay.

Computational overlay

The computational overlay is comprised of its main program
(PROGRAM COMPUTE), subroutines to enter time-dependent data
(SUBROUTINE NEWPER), and subroutines for solving the strongly
implicit procedure (SIP) equations. COMPUTE is called from the main
program of the main overlay after the data entry overlay has been
completed.
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This overlay utilizes redundant subroutines when solving the SIP
normal and SIP reverse algorithm. Redundant subroutines reduce the
central processor time necessary to perform the calculations. The
details of each set of redundant subroutines are described in this
section under the discuss for subroutines SIP and PIS.

PROGRAM COMPUTE.--The main program of this overlay determines the
sequence of calls to the subroutines which will execute "SIP" for a
new pumping period, a new timestep, or a new iteration. The state of
the variable NEXT determines which routine will be called, as
follows:

When NEXT

]
[

CALL NEWPER A new pumping period begins;
= 2, CALL NEWSTP A new timestep begins;

= 3, CALL NEWIT A new iteration begins.

When program COMPUTE is first called, it 1inspects the restart
switches RESTRT, RSRTPP, RSRTTS, and RSRTIT. 1If they are false, this
run is not a continuation of a previous simulation. If any are true,
COMPUTE prints a message in the dayfile and sets NEXT to the correct
state for the type of restart selected by the user.

The correct entry point (NEWPER, NEWSTP, or NEWIT) in subprogram
NEWPER is called. A call to NEWPER executes logic setting up a new
punping period and then automatically continues into the 1logic
setting up the first timestep of the pumping period. A call to
NEWSTP executes logic setting up a new timestep, and then
automatically continues into the logic for the first iteration of
that timestep. A call to NEWIT executes logic initializing only the
next iteration of the current timestep and pumping period.
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Control returns to COMPUTE when initialization for an iteration
is complete, Next, for water-table simulations (WTABLE=.TRUE),
subroutine WTTRAN 1is called to calculate transmissivities for
unconfined cells., Then either the normal or reverse algorithm (SIP
or PIS) is «called to solve the system of equations for this
iteration. On the first iteration (and all odd-numbered iterations)
of each timestep, the equations are solved from the bottom layer to
the top by calling subroutine SIP. On the second iteration (and all
even—-numbered iterations) of each timestep, the equations are solved
from top to bottom by calling subroutine PIS. This sequence
continues until the simulation converges or until some error
condition is encountered. When the simulation has converged for a
timestep, COMPUTE sets NEXT for either the next timestep or the next
punping period depending on whether the current pumping period is
finished. Finally, when all pumping periods are complete, COMPUTE
prints a dayfile message, sets ENDSIM=.TRUE., branches to subroutine
OUTPT of the main overlay to print out the simulation results, and
returns to the main program of the main overlay.

SUBROUTINE CLAY.--Subroutine CLAY calculates coefficients for the
transient part of the leakage term when TRLEAK=.TRUE. It is called
only from entry point NEWSTP, immediately after the time parameters
for this timestep have been calculated.

On the first call to CLAY, a Cyber Record Manager
word-addressable file is initiated, and pointers to key locations in
the file are calculated. The size of the file may be calculated as
follows:

NWORDS = MODE * NROW * NCOL * (NLAYER-- 1)

where: MODE is the number of exponential terms in the
leakage equation;

NROW is the number of rows in the model grid;
NCOL is the number of columns in the model
grid;

NLAYER = 1 1s the number of layers in the model grid
less one.

Various constant values are calculated. Then, if this is both the
first call to CLAY in this run and if this is not a restart of an
earlier similation, CLAY calculates the initial wvalues of the
coefficients. These values are stored on the word-addressable file.
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On the second and subsequent calls to CLAY, the following
occurs. First, the variables TL, TLK, and SL are set to zero at each
cell. Then calculations are performed at each cell which is active
(T.NE.OQ), which has the cell in layer above it active, and which has
non-zero values for the vertical conductivity and the thickness of
the confining bed. TL, TLK, and SL at each cell in this layer are
updated, as are TL and SL of the cell in the layer above. This
process continues from the bottom layer to the layer immediately
below the top layer. After the coefficients for each layer are
calculated, they are written to the word-addressable file for use
during the next and subsequent timesteps.

SUBROUTINE NEWPER, and alternate entry points NEWSTP and
NEWIT.--Subroutine NEWPER initializes the model in preparation for a
new pumping period. A call to entry point NEWSTP initializes for a
new timestep within a pumping period. A call to entry point NEWIT
initializes for a new iteration within a timestep. NEWPER, NEWSTP,
and NEWIT are called only from program COMPUTE, the main program in
the computational overlay.

Entry NEWPER.--A call to entry point NEWPER is made at the beginning
of a new pumping period. The program reads the data input namelist
SNEWPP and then adjusts the number of timesteps NUMT, the length of
the timestep DELT, and/or the number of days in the pumping period
TMAX, in a manner identical to the use in Trescott (1975)., See the
discussion with data input Block 11 for the two options available for
defining the time parameters.

If the user has set WELZRO=,TRUE. NEWPER sets all current
pumping values to zero. This option forces the user to enter the net
pumping values to be used with each pumping period. When
WELZRO=.FALSE., the user enters the changes in pumping values at the
beginning of each pumping period, and the program accumulates these
changes from one pumping period to the next.
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Five variables are used to account for all pumping values in
NEWPER. IW, JW, and KW are the row, column, and layer locations of
each cell which has pumping wells defined. WELVAL is the net pumpage
for each pumping cell. WELVAL will be negative for nodes with net
withdrawal and positive for nodes with net injection. LOCWN points
to the location of each pumping node. These variables are used in
NEWPER because the three—~dimensional pumpage arrays are not in memory
when the pumping data must be read. Therefore, the program
temporarily stores this information, and later when subroutine REINIT
is called, transfers the pumping data to the three-dimensional
arrays.

NWEL defines the number of wells to be input by NEWPER. If
NWEL=0, NEWPER will not attempt to read any pumping data. If NWEL is
not equal to zero, NEWPER reads the namelist $NEWELL repetitively,
one namelist per well, and stores the pumping data until it reads a
SNEWELL card with ROW=0, or COL=0, or LAYER=0. Since these all
represent impossible grid locations, NEWPER stops reading pumping
data. NEWPER counts the number of wells in the input data set
regardless of the magnitude of the non-zero value of NWEL defined in
SNEWPP. This mechanism should avoid the errors likely when counting
input records.

QFAC is a set of multipliers which is used to adjust the pumping
values entered in $NEWELL. QFAC(l) will be used when QTYPE=1 is
defined in $NEWELL, QFAC(2) when QTYPE=2, and so forth. Unless
specified otherwise, all QFAC multipliers default to the value 1.

NEWPER checks for the presence of rivers in the simulation
(NR>0). If NR >0, the namelist SNEWRIV is read. SNEWRIV defines
RQ, the flow to be introduced into each river reach at the start of
this pumping period.

Finally, tables are printed of well and river data. If the user
has set DMPPP=.TRUE. in data input Block 2, a debug printout of all
well data will be produced each pumping period. NEWPER logic flows
automatically into the logic for the first timestep of the pumping
period.
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Entry NEWSTP.--Entry NEWSTP first increments the timestep counter KT
by one and sets the iteration counter IT to ~l. The first iteration
will be iteration number =zero. The timestep time parameters are
calculated. If TRLEAK=.TRUE., subroutine CLAY is called to compute
the transient-leakage coefficients. The elapsed simulation time 1is
saved for use by any hydrograph plots. The logic of NEWSTP flows
automatically into the logic for the first iteration of the timestep.
ITSW is set to O marking the first iteration of a new timestep.

Entry NEWIT.--Entry NEWIT first increments the iteration counter IT.
The first iteration is iteration number zero. NEWIT contains logic
to allow the console operator at the computer site to display the
current status of the simulation on the dayfile. This is done by the
operator turning on Sense Switch 6 (SSW6). This feature was designed
for the user who might be running a very long simulation to view the
progress of the run at the operator's console.

NEWIT checks to see if the simulation has exceeded the permitted
number of iterations (IT.GT.ITMAX). If so, subroutine OUTPT is
called, and the run is terminated. If not, NEWIT selects the next
iteration parameter RHOP, initializes the maximum head change
variable DLHDMX, and sets the convergence switch CNVRG to .FALSE.
The logic then calls subroutine REINIT to reinitialize each layer of
the model. REINIT is called from bottom to top, or from top to
bottom, according to whether the previous iteration had been SIP
reverse or SIP normal. If rivers are defined for this simulation
(NR > 0), subroutine RIVERQ is called to distribute the river
leakage. If the user has set switch DMPRIV=.TRUE., a debug printout
of all river data will be produced.

After the model has been reinitialized, control returns to
program COMPUTE which calls the appropriate computational subroutine.
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SUBROUTINE PIS.-—Subroutine PIS executes the "SIP" reverse algorithm.
It is called only from program COMPUTE in the computational overlay.
It first loads the arrays for top three layers into LCM "LEVEL 2" and
then proceeds to call the redundant subroutines PISAl, PISBl, or
PISCl in sequence, according to whether the 'middle" layer is in LCM
labelled COMMON block LCMA, LCMB, or LCMC. The variable MLOOP counts
the number of loops executed. The variable MODML wuses the MOD
function to control the branching to the correct redundant
subroutine. After the bottom layer has been processed, the program
swaps all resident layers to the peripheral storage device.

Then, the backwards substitution is performed from the bottom
layer to the top. PIS calls the redundant subroutines PISA2, PISB2,
or PISC2 in sequence, according to whether the '"middle" layer is in
LCM 1labelled COMMON block LCMA, LCMB, or LCMC. Since the bottom
three layers were stored in LCM "LEVEL 2" at the end of the downward
sweep, the program does not attempt to re-load those layers prior to
beginning the backwards substitution, The variables MLOOP and MODML
are used for the same purposes as above.

After the backwards substitution, subroutine PIS checks to see
if the simulation has converged and sets CNVRG to .TRUE. or .FALSE.
accordingly. The signed maximum head change is stored into DLHDMX
for this iteration. Then control is returned to program COMPUTE.

SUBROUTINES PISAl, PISBl, and PISCl.--These subroutines perform the
forward substitution portion of the '"SIP" reverse algorithm,
calculating the intermediate vector V. The grid is processed by
column, west to east, and by row, south to north, and by layer, top
to bottom.

Subroutines PISAl, PISBl, and PISCl are redundant subroutines.
That iz, they arce identical to cach other in every recpect, eveopt
for the definitions of the LCM "LEVEL 2" 1labelled COMMON block
definitions for LCMA, LCMB, and LCMC. PISAl is called from
subroutine PIS when the ''middle" layer HXB resides in LCM "LEVEL 2"
labelled COMMON block LCMA. PISBl is called when HXB resides in

LCMB. PISCl is called when HXB resides in LCMC.
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Calculations proceed in the same sequence as in Trescott (1975)
except for the following:

1. The storage term (RHO, SUBS) may be calculated as a function
of head depending on whether the cell being processed is confined or
unconfined. For confined cells, RHO equals the storage coefficient
divided by DELT. If WTABLE=.TRUE. and a cell is wunconfined, RHO
equals the specific yield divided by DELT. If the cell has changed
state during this iteration, the storage term is modified by SUBS.

2. For simulations with rivers (NR » 0), the river leakage
term, QRA, is added into the QR term.

3. For simulations with transient leakage from confining layers
(TRLEAK= .TRUE.), the transient terms TL and TLK are added into the
E term.

4, The residual RES is multiplied by the dampening variable
DAMP. This dampens oscillations when DAMP is 1less than one, and
exaggerates oscillations when DAMP is greater than one. The default
value of DAMP is 1.

5. Finally, the vector V is used to store the head change at
each node for this iteration. The vector XI is used to store the
head change at each node for this timestep. By using V and XI in
this manner, the array OLD (Trescott, 1975) is eliminated.

SUBROUTINES PISA2, PISB2, and PISC2.--These subroutines perform the
backward substitution portion of the '"SIP" reverse algorithm. They
are called only from subroutine PIS. The vector V is altered by the
EL, FL, and GL temporary vectors, resulting in the head change at
each node in the grid for this iteration. V is then added into PHI
at each node to provide the new head values at the end of this
iteration. V is then added into XI to provide the net head change at
each node for this timestep. The maximum head change at any one node
and the row, column, and layer location of the node are stored in
BIGT, BIGI, BIGJ, and BIGK respectively. The absolute value of BIGT
is stored in the variable BIG, which is tested in subroutine PIS for
convergence.

PISA2, PISB2, and PISC2 are redundant subroutines. They are
identical to each other in every respect except for the definitions
of LCM "LEVEL 2" 1labelled COMMON blocks LCMA, LCMB, and LCMB.
Processing goes by column, east to west, by row, north to south, and
by layer from bottom to top.
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SUBROUTTINE REINIT.--Subroutine REINIT reinitiaiizes cortain variables
before the beginning of cach {teration. Tt. dis celled only fronm
subroutine NEWPER, after the start of entiy point REWIT.

For each 1teration, the variables EI, Fi, GL, and V arec set to
ZeTO. For the first dteration of a new timestep (T1=0), the
variable XI 1s set to zecro, WSUR is set to the head value in the
topmost active mnode, and subroutine SAVHYD is called to store
hydrograph data {or the previous timesiep. For the first iteration
of a ncw pumping period (NEWPFL=.TRUE.), the wcll values at each node
are {irst sect to zero, and then non-zero pumping values arve stored
for each active pumping node.

Some debugging code is present in REINIT, allowing the printout
of the values of all data elements at the bepginning of cach
iteration. Setting the switches TRACE=,TRUE., DMPVAR=,TRUE., and
DMPIT=.TRUE. will produce massive printouts.

SULROUTINY SIP.-~Subroutine SIP execcutes the "SIP" normal algorithm.
It is called only from program COMPUTE in the computational overlay.
It first loads the arrays for bottom three layers into LCH "LEVEL 2"
and then calls the redundeat subroutines SIPAL, SIPRI, or SiPC! in
sequence, according to whether the "widdle" layer is in LCM labelled
COMMON block LCMA, LCMB, or LCMC. The variable MLOOP? counts the
number of loops executed. The wvariable MODML uses the MOD function
to control the branching to the correct redundant subroutine. After
the top layer has been processed, the program swaps all resident
layers to the periplieral storage device.

Then, the backwards substitution is performed from the top layer
to the bottom. SIP calls the redundant subroutinres SIPA2, SIPB2, or
SIPC2 in sequence, according to whether the "middie' layer is in LCH
labelled COMMON block LCMA, LCMB, or LCMC. Since the top three
layers were stored in LCM PLEVEL 2" at the end of the upward sweep,
the program docs mnot attempt to re-lead those layers prior to
beginuning the backwards substitution. The variables MLOOP and MODML
are used for the same purposes as above.

After the backwards substitution, subroutine SIP checks to see
1f the simulation has converged and sets CNVRC to .TRUE. or .FALSI.
accordingly. The signed maximum head change is stored into DLUDMX
for this iteration. Then control is returned to program COMPUTE.
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SUBROUTINES SIPAl, SIPBl, and SIPCl.--These redundant subroutines
perform the forward substitution portion of the "SIP" normal
algorithm, calculating the intermediate wvector V. They are called
only from subroutine SIP. They perform the same function as PISAl,
PISB1l, and PISCl1 except that the grid is processed by column, west to
east, and by row, north to south, and by layer, bottom to top.

SUBROUTINES SIPA2, SIPB2, and SIPC2.--These redundant subroutines
perform the backward substitution portion of the "SIP" normal
algorithm. They are called only from subroutine SIP. They perform
the same function as PISA2, PISB2, and PISC2 except that the grid is
processed by column, east to west, by row, south to north, and by
layer, top to bottom.

SUBROUTINE WTTRAN.--Subroutine WTTRAN calls subroutines TRANS and
TCOFRC in the main overlay to calculate transmissivities in the
unconfined cells for water-table simulations. It is called from
program COMPUTE in the computational overlay only when the switch
WTABLE=,TRUE. This routine is identical to subroutine ALTRAN in the
data entry overlay except that in ALTRAN the variable CALZ=.TRUE. is
set so that directional transmissivities are calculated for the
vertical direction. In  WTTRAN, CALZ=,FALSE., which limits
transmissivity calculations to the horizontal directions.

Water tables may be modelled in two or in three dimensions. If
the user defines two-dimensional water table (*DEFINE 2DBTPRM,
described in Appendix I), the top layer of the grid contains
water—table cells, and all other layers contain artesian cells. If a
water—table cell dewaters, the program removes the water—table cell
from the simulation by setting T=0. The cell below remains artesian.

The user may select three-dimensional water table by not
defining 2DBTPRM when compiling the program. In this case,
water—table cells may occur in any layer of the model. A cell in the
top layer which 1is partially saturated and which has a non-zero
transmissivity overlies cells which must all be artesian. That is,
the model does not allow for perched water tables. If a water—table
cell becomes dewatered (i.e., the head falls below the bottom of the
cell), the program removes it from the simulation by setting T=0. for
the dewatered cell and changes TK of the cell below to =zero.
Further, all storage calculations for the water table cells use
specific yield, SY, rather than the storage coefficient.
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Once a cell has become dewatered, the program does not allow it
to resaturate. If a cell changes from artesian to water table after
the overlying cell dewaters, the new water-table cell remains a
water—-table cell for the duration of the simulation (unless it also
dewaters).

Description of file structures

Cyber Record Manager software performs all program input/output.
The actual I/0 is performed implicitly through the compiler when
FORTRAN READ and WRITE and BUFFER IN and BUFFER OUT statements are
executed. In these cases, FORTRAN generates the calls to Record
Manager routines. The I/0 may also be performed explicitly, with
direct calls to Record Manager routines. This program uses both
methods of 1/0.

Implicit Record Manager I/0

When using the FORTRAN READ or WRITE statements, the Cyber
Record Manager buffers all data between the peripheral device and
SCM. An array, known as the buffer, is established for each file
defined on the PROGRAM statement. When each file is first read or
written, Cyber Record Manager opens the file, establishes pointers
of the buffer, and sets the first-word address of the data in the
buffer to the LWA of the buffer. This in effect says that the buffer
is empty. Because of this condition, Cyber Record Manager goes out
to the peripheral device, loads the buffer with data (when reading),
and sets the FWA of the data to the FWA of the buffer. This in
effect says that the buffer is full. It then transfers the number of
words requested by the READ to the variable locations defined by the
READ list. When done, it resets the FWA data pointer to the next
available buffer word. By buffering, the number of accesses to the
peripheral device is reduced, thereby improving CPU efficiency and
turnaround time for each job. Output is handled in a similar manner.
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Files which use FORTRAN BUFFER IN and BUFFER OUT logic are
processed differently by Cyber Record Manager. Using these
statements, contiguous blocks of data are transferred directly from
the user memory locations to the peripheral device, or vice versa.
No temporary movement of data to or from a system—defined buffer
occurs. This method improves I/0 speed and requires less system
overhead to execute for large block transfers. As a result, a system
buffer is superfluous for these types of files and may be set to a
length of zero on the PROGRAM statement explicitly. This is less
critical on the Cyber 176 computers than on the CDC 6600 computers
because system buffers reside in LCM on the former, but in central
memory on the latter. LCM is much larger than central memory.
Another key difference between the different types of I/0 is in the
timing. When FORTRAN executes a READ or a WRITE, it pauses until the
I/0 operation 1is complete so that it may properly perform the
transfer to or from the peripheral device (when necessary) and update
the buffer pointers. With BUFFER IN and BUFFER OUT however, control
returns to the calling program as soon as the I/0 operation
commences. With the conscientious programming of I/0 around other
computational functions, it 1is possible to perform some I/0 in
parallel with the CPU. In this manner, some turnaround efficiencies
are attainable.

Files which are to be accessed with FORTRAN I/0 statements must
be defined by the program in the PROGRAM statement. The PROGRAM
statement must be the first FORTRAN statement in the program. In the
case of overlayed programs, the PROGRAM statement with file
declarations must be the first FORTRAN statement in the '"main"
overlay. When compiling this program, as described in Appendix I,
the wuser will in effect select from among two different sets of
FORTRAN file definitions according to whether *DEFINE OBSHYD is
defined to Cyber Update (table 11).

Cyber Record Manager requires the consistent processing of a
file within a program. That is, those files which are processed with
BUFFER IN and BUFFER OUT may not also be processed with either
formatted or unformatted (binary) READ and WRITE statements within
one run. Those files written with a formatted WRITE (i.e. with
reterence to a FORTRAN FORMAT statement) may not be read wich
BUFFER IN or an unformatted READ. Those files written with an
unformatted WRITE may not be read with a BUFFER IN or a formatted
READ. Thus, it 1is critical that the file numbers and names be
treated consistently throughout the program. Access to all files in
table 11 1is sequential. That 1is, access to any single record
requires that all records on the file prior to the desired record
must be processed first.
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Table 1l.-~Files declared on PROGRAM statement

File Name

Logical
File Number

Read/Write
or
Buffer I/0

Description

HDUMP

META

BAKIN

BAKOUT

INPUT

OUTPUT

OBSFIL

1

30

Binary
Write

Buffer Out

Buffer In

Buffer Out

Formatted
Read only

Formatted
Write only

Formatted
Read only
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Head dump output file. This
file is written in subroutines
CHECKA, CHECKB, and CHECKC
when switch PHIDMP=.TRUE.

Metaplot output file. This
file is written to only by
Metaplot system subroutines
in response to calls to these
routines from this program.
This file is processed by the
Metaplot program DIRECT after
this program is finished.

Restart input file. This

file is read from DATAIN

when RESTRT=.TRUE. It con-
tains SCM and LCM labelled
COMMON blocks, arrays for

all layers, and transient leak-
age arrays when TRLEAK=.TRUE.

Restart output file. This file
is written from subroutine

OUTPT when SELRES=.TRUE.

This file will subsequently

be read as BAKIN when restarting
the simulation.

System input. This file is
used to read all of the data
input Blocks.

System printer output. All
diagnostics and program
output go to this file,

Observed hydrograph input file.
This file is read in program
DATAIN.



Table 11.--Files declared on PROGRAM statement - Concluded

Read/Write
Logical or
File Name | File Number Buffer I/0 Description
MASS1 21 Buffer Mass storage file. This file
In and Out will be used only when
USEBIO=.TRUE. It will be
written on and read from
sequentially, and will be
alternated with MASS2 for
peripheral storage layer
swapping devices.
MASS2 22 Buffer Mass storage file. Used in
In and Out the same manner as MASSI1.
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DESCRIPTION OF HDUMP.--File HDUMP contains a dump of head values
(PHI) for each layer at the end of each pumping period when
PHIDMP=,TRUE. The data for each layer begins with a binary record
which contains five sixty-bit integer numbers:

Word Variable Name Meaning
1 KP Pumping period;
2 NLAYER Number of layers in the 3-D grid;
3 K - The number of the layer for which the

head dump which follows is written. K
will be an integer between 1 and
NLAYER, inclusive.

4 NROW The number of rows per layer;

5 NCOL The number of columns per layer.

With this information, the number of words in the data block which
follows this header record (NWORDS) equals NROW times NCOL. HDUMP
may be post-processed to select data for only those pumping periods
or layers of interest.

The last record of this file contains a header record with the

value of each of the five variables set to zero. The final record is
written by subroutine OUTPT at the end of the simulation.

DESCRIPTION OF META.--File META provides plot data to METAPLOT. It
ehould nnt he processed dirertlv hv the user. The file consists of a
series of 15-bit records. A record may be a command, such as "pen
up", "pen down'", "end of plot" or '"draw a vector". It may be a
coordinate passed as integer from zero to 32,768. It may be a text
string or a sub-string within a longer string which is to be plotted
according to some other instructions. Refer to the section,
"SUBROUTINE PRMAP" for further discussion of METAPLOT.

79



DESCRIPTION OF BAKIN.--File BAKIN is read by program DATAIN when
restarting, using the BAKOUT file written by a previous simulation.
The first block buffered in contains all of the SCM labelled COMMON
blocks. The first-word—address (FWA) of the block in SCM is FRSTDM1
located in the labelled COMMON block FRSTLIC. The last-word-address
(LWA) in SCM is LASTDM1 in the block called LASTLIC. The second
block buffered in contains all of the LCM "LEVEL 2" labelled COMMON
blocks. The FWA in LCM is FRSTDM2 in block FRSTL2C, and the IWA is
LASTDM2 in block LASTL2C. When these two blocks are buffered in and
RECMPL=.FALSE., all inclusive SCM and LCM memory locations are
overwritten. Therefore, caution must be used to insure that the
program has not been recompiled between the creation of BAKOUT and
the use of BAKIN., The recompilation process is 1likely to have
altered the addresses of some or all variables and blocks in SCM and
LCM.

Following blocks one and two are NLAYER blocks, one for each
layer in the simulation grid. Each of these blocks is NWPL words
long. They reside on BAKIN in sequence from bottom to top.

If TRLEAK=.TRUE., the layer blocks are followed by (NLAYER - 1)
consecutive blocks of leakage terms. Fach block is of length MODE *
NROW * NCOL * 2 words. These blocks reside on BAKIN in sequence from
bottom to top.

DESCRIPTION OF BAKOUT.-~File BAKOUT is written by subroutine OUTPT
when a simulation is complete and when SELRES=.TRUE. The record
structure is identical to that described for file BAKIN. It is the
BAKOUT file which is read as BAKIN when restarting.

DESCRIPTION OF INPUT.--File INPUT contains the records described in
PROGRAM INPUT REQUIREMENTS.

DESCRIPTION OF OUTPUT.--File OUTPUT contains all printed output
generated by the program including the job dayfile. In addition, it
will contain any alphanumeric maps and hydrographs requested by the
user if the DIRECT(META,,PRINTER) command is executed after program
completion.

80



DESCRIPTION OF OBSFIL.--File OBSFIL is a sequential file which must
be provided by the user who wishes to display observed time-depth
values on a hydrograph plot. Record 1 contains the FORTRAN format
which is to be used to read the time-depth value pairs. The format
must include both right and left parentheses. The data records which
follow contain the data pairs formatted as described in record 1.
The first value of each pair is the elapsed time of the observation
in seconds. The second value of each pair is the head or drawdown,
value in feet. Note that the wuse of this second value on the
observed hydrograph should coincide with the use of HYD or DHY for
the corresponding calculated hydrograph. Both the observed and
calculated hydrographs are plotted on the same axes. Attempts to
plot observed heads with calculated drawdowns on the same axes may
result in plots which are wunexpectedly 1large in the vertical
direction. The last record of the data set for an observed
hydrograph must have the text "ENDOFDATA" in columns 1-9.

The user must have as many repetitions of this sequence (not
including the format record) as there are observed hydrographs. The
total number of observed hydrographs must not exceed the number of
calculated hydrographs defined for the run. Further, the row,
column, and layer 1locations of the observed hydrographs must be
identical to the row, column, and layer locations of calculated
hydrographs. Observed hydrograph data which does not match with
calculated hydrograph locations will be ignored.

The sequence of observed hydrograph data sets on OBSFIL must be
the same as the "OBS" commands defined in data input Block 9. The
reason for this is that there is no location information in the
OBSFIL data sets. The location is defined by each "OBS" command.
Thus, the OBSFIL data sets are strictly order dependent.

DESCRIPTION OF MASS1 AND MASS2.--These two files are only used when
USEBIO=.TRUE. The files are sequentially read and written. On
downward sweeps through the grid, blocks of NWPL length are buffered
out to one of the files from top to bottom. On upward sweeps, blocks
are read in reverse order from the file last written to. After
processing, the layers are then buffered out to the other file.
These processes alternate until the simulation is completed. The
program maintains a series of pointers to track the sequence of
events on these two files in an effort to speed up the I/O
processing. Nonetheless, the use of MASS1 and MASS2 is painfully and
expensively slow and is not recommended except when no alternative
exists.
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Explicit record manager 1/0

It is not necessary to define on the PROGRAM statement those
files which are processed directly with Cyber Record Manager
subroutines. Indeed, definition of those files on the PROGRAM
statement would cause fatal FORTRAN errors during compilation.

To establish and use a "Record Manager File" (RMF), Record
Manager subroutines FILEWA, OPENM, GET, PUT, and CLOSEM, the
following logic must be utilized:

1. A File Information Table (FIT) must be established. The FIT
contains information about the file name, access methods,
record lengths, blocking factors, user buffer names and
sizes, and file organization. Within this program, all
explicit RMF files use Word Addressable (WA) file
organization. Subroutine FILEWA is called to establish a
FIT. Word addressable files are used as massive memories,
much as LCM "LEVEL 3" is used.

2. The file must be opened for input and/or output. All WA
files are bi-directional, i.e., they may be read from or
written to in any sequence. The file is opened when OPENM
is called with the FIT as a formal parameter.

3. Subroutines GET and PUT must be used to read and write the
RMF files, The call to either subroutine includes the name
of the user-defined array which contains the FIT, the
user—-defined array which will be used as the buffer, and the
length of the transfer string in characters.

4, Finally, when processing is complete on an RMF file,
subroutine CLOSEM must be called to close the file properly.

DESCRIPTION OF MSFIT.--When USERMS.TRUE., rotating mass storage
(disk) is used as the peripheral device for layer swapping. Program
DATAIN establishes a FIT for MSFIT. Then, DATAIN builds the array
LCMPTR which contains the address on MSFIT where each layer will be
stored. Transfers to MSFIT from memory are made with calls to BUFOUT
which calls the Cyber Record Manager routine PUT. Transfers from
MSFIT to memory are made with calls to BUFIN which calls the Cyber
Record Manager routine GET, Each block consists of the NWPL
contiguous words allocated to each layer.
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DESCRIPTION OF TRFIT.--When TRLEAK=.TRUE., transient leakage terms
are calculated for each cell in the grid. Program DATAIN establishes
a FIT for TRFIT. 1If restarting from a previous simulation, DATAIN
will copy the contents of the BAKIN restart file pertaining to
transient leakage to TRFIT. Subsequently, TRFIT is written and read
by subroutine CLAY in the computational overlay by using calls to
subroutines RMPUT and RMGET, which in turn call the Cyber Record
Manager routines PUT and GET. TRFIT contains the exponential terms
in the leakage equations and may become quite large. This
word-addressable file was used rather than LCM storage because of the
potentially large size of the "array". The arrays ADRMA and ADRMB
are used within subroutine CLAY to point to the addresses of the disk
area for each of the terms RMA and RMB. TRFIT will be copied to
BAKOUT by subroutine OUTPT in the main overlay at the end of a
simulation when SELRES=.TRUE.

PROGRAM INPUT REQUIREMENTS

This section details the function, format, and sequence of input
records which may be submitted to the program compiled as 1in
Appendix I. See the program listing (Appendixes VII and VIII) for an
abbreviated set of instructions. Examples given (Appendixes III, IV,
and V) simulate a hypothetical three-dimensional aquifer system. The
job control used is for the Cyber-176 computers at the Kirtland Air
Force Base, Air Force Weapons Laboratory (AFWL), using the NOS/BE
operating system and may need to be modified for other computer
systems.

Decks are discussed as being divided into 13 input blocks, each
of which serves a different purpose. Some of the blocks are
optional. However, block 6 must preceed blocks 7, 8, and 9.

Blocks 2, 4, 11, 12, and 13 use the "NAMELIST" logic discussed
in the above section "NAMELIST Processing'.
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Data input block 1l: Cyber job control at Kirtland AFB

The job control language (JCL) described here is for the AFWL
Cyber-176 computer systems running under NOS/BE operating system.
The card images below must be coded beginning in column one. With
the exception of the COMMENT statement(s), no embedded blanks are
allowed in Block 1 input (fig. 5). The items shown in figure 5 in
upper case should be coded exactly as shown. Those shown in lower
case must be defined by the user.

Card 1:

jobname is any alphanumeric identifier beginning with an
alphabetic character and containing a maximum of 20
characters. The system will wuse the first five
characters and append a two-character code to them,
resulting in a system—unique seven-character job name.

tttt is the maximum central-processor time in seconds (octal).
The job will be terminated 1if time exceeds this
maximum. T177 (approx. two minutes) should be ample
for many simulations. Increase this wvalue if the job
terminates with the dayfile message "CP TIME LIMIT".

eeee is the maximum large-core-memory (LCM) used in
thousands of words (octal). The value of '"eeee"
should be set to 1300 on the initial run of a
simulation. The program reduces the LCM requested to
the amount actually used and displays this wvalue in
the job dayfile. The value of '"eeee'" should be set to
this actual value in thousands for subsequent runs.

ST176 selects the Cyber-176 computers for execution of the
simulation.

PP is the execution priority; the highest priority is 60.
The system Will auiduwarically teduce the pricrity if

- the job exceeds the specifications for this high
priority. Job cost is not related to priority with
the exception of 40 which costs twice the normal
charge and guarantees no Wworse than overnight
turnaround. Use 40 if desired.

NT1 informs the system that a maximum of one magnetic tape
drive will be requested. This parameter is used only
when restarting using tapes. The use of magnetic
tapes will force slower turnaround and lower execution
priorities than the use of disk files. When not used,
simply key in the "." immediately after P60.
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Card 2:

The ACCOUNT card indentifies the user's accounting codes for the
AFWL accounting offices. The exact format of the fields between the
parentheses should be provided when an account is established at
AFWL.

Card 3:

The COMMENT card may be used anywhere within Block 1. Its
purpose is to copy the text contained after the "." onto the dayfile
attached to the output., Use as many COMMENT cards as needed to
provide a quick-glance description of the listing.

Card 4:

The LIBRARY (METALIB) card makes the META plotting routines at
AFWL available to the program. This card must be included when maps
or hydrographs are requested in Block 9. (Refer to subroutine PRMAP
in tables 4 and 5).

Card 5:

ATTACH a disk permanent file available.

FD3D is the logical file name (LFM) of the compiled 3-D
program (Appendix I).

perm-file-

name-1 is the name given the disk permanent file by the user

(Appendix I).

idnumber identifies the user's set of permanent files to the
system. The permanent file named in perm-file-name-1
is unique when qualified by the user's ID.

MR=1 sets the multi-read option. With this option on, more
than one job may ATTACH this permanent file
concurrently.
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Card 6:

This card is used only when restarting a simulation from the
results generated by some previous run. If these results are on a
magentic tape rather than on a disk permanent file, do NOT use this
card in Block 1 (refer to the instructions for Block 3 input).

ATTACH is the same as in card 5 above.

BAKIN is the LFN for the results of a previous run.
perm—file-

name-2 is the name given to the disk permanent file by the

user during the previous run.
idnumber is the same as in card 5 above.

MR=1 is the same as in card 5 above,

Card 7:

This card is used only when observed hydrograph data are to be
plotted by the META routine along with output from the model. (Refer
to "Description of OBSFIL" above).

ATTACH is the same as in card 5 above.

OBSFIL is the LFN of observed hydrograph data.

perm-file-

name-3 is the name given to the disk permanent file at the

time the user created it.
idnumber is the same as in card 5 above.

MR=1 is the same as in card 5 above.

Card 8:

This card makes it possible for the logical file HDUMP to be
made a permanent disk file.

Card 9:

The RFL (Request Field Length) card is necessary to request
sufficient LCM (lLarge Core Memory) to store the data arrays. The
field length requested must not exceed the amount identified on the
job-card (card 1 above) by the "eeee" parameter. The program will
reduce the actual amount of LCM used to the exact amount necessary.
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RFL Request Field Length.

ECS= identifies the type of memory resource requested. ECS
refers to Extended Core Storage, also known as LCM on
the Cyber series computers. It is allocated to jobs
in segments of 1000 (octal) words with the length of
60 bits each. To some extent, the job's execution
priority, and resultant turnaround time, is a function
of the amount of LCM called for. Jobs using less than
SOOK (approximately 164K decimal) will be scheduled to
run very quickly. Jobs using less than 1000K
(approximately 262K decimal) will run less frequently.
The maximum LCM which one job may request from the
system at this time is approximately 1300K
(approximately 360K decimal) words. Depending on the
system workload, these large-memory jobs might run
only on the weekends.

eeee is the number of words requested in thousands (octal).
"eeee" should be identical to the "eeee" value on the
job card (see card 1 above).

Cards 10, 11, and 12:

The FILE cards are used to assign certain attributes to the
files identified. The system software which does the input and
output for all jobs is known as Record Manager. Record Manager
handles data addressing differently according to whether the data is
destined for LCM or SCM. The purpose of these three cards is to
inform Record Manager that these three file names may be used. FILE
cards may be included even when the files are not used.

FILE specifies that data for the Recorder Manager file information
table (FIT) is to be defined for specific files.

BAKIN is the LFN of a restart input file.

DARUUT is ithe LFN of a itestari vutpul [ile.

HDUMP . is the LFN of a binary file containing head values.
SBF=NO Record Manager command to set the buffer suppression flag

to the '"NO" state. This feature allows I/O to both
LCM and SCM.

Card 13:
The LDSET card directs the system LOADER to place the SBF=NO

data into the FIT's for the files defined the FILE commands. (see
"Explicit Record Manager I/0").
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Card 1l4:

The FD3D forces the system to load and execute the executable
binary program. At this point, the simulation begins execution.

Card 15:

The DIRECT (META,,PRINTER) card directs the META output to the
line printer. To direct output to other devices, see table 5 and
"SUBROUTINE PRMAP".

Card 16:

This CATALOG card 1is wused to save the matrices from this
simulation for a future restart. This card should be used only when
SELRES=,TRUE. (Block 2). 1If the results from this simulation are to
be saved on magnetic tape rather than on a disk permanent file, omit
this card and refer to the instructions in input Block 3.

CATALOG makes an existing LFN a permanent file by creating entries

in system permanent file manager tables. A permanent
file is known in these tables by a permanent file name
unique within each user's ID. As many as five cycles
can exist with the same permanent file name and ID.

BAKOUT is the LFN of the restart output file.

perm-file- '
name-4 is the name the user wishes to give the permanent file.
This name may be a maximum of 40 characters, the first

of which must be alphabetic. No embedded blanks are
allowed.

idnumber 1is the same as in card 5 above.
RP=999 specified the retention period for this permanent file,
days, The walve '"900" 4ic the maximm and acke fnr

"indefinite" retention. The system default if this
parameter is not specified is RP=10.
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Card 17:

This CATALOG card is used to save the head matrix from this
simulation on a disk permanent file.

CATALOG is the same as in card 16 above.

HDUMP is the LFN of the head matrix.
perm—file-
name-—>5 is the name the user wishes to give the permanent file.

idnumber is the same as in card 5 above.

RP=999 is the same as in card 16 above.

Card 18:

End-of-record marks the end of Block 1. This card image is the
standard Cyber end-of-record (EOR). If punched on a card, the EOR is
a 7/8/9 multi-punch in card column 1. If entered into a job deck
from an interactive terminal, the EOR is the text "*EOR" keyed in
columns 1-4,

Data input block 2: NAMELIST $CONTROL

Block 2 input is a set of logical switches which the user may
define to control the selection of various program options. Each
switch may be set to a logical .TRUE. or a logical .FALSE. within
this block. The user may set any combination of these switches. It
should be noted that the switches set in this block are NOT saved
from previous simulations using the restart procedures. Thus, switch
settings are used for the duration of the on2 run in which they are
defined. They are in NAMELIST format so the first card is SCONTROL
starting in card column 2 and the last card is S$END starting in any
of columns 2-77. The $CONTROL and $END cards are always required.

The first set of switches define the computing environment of

this simulation. Normally, the user would use the default values of
these switches.

90



SWITCH DEFAULT USE

MF6000 .FALSE, Select CDC-6600 and Cyber—74 series mainframes. If
this option is chosen, then the user must
explicitly specify MF7000=.FALSE.

MF7000 .TRUE. Select CDC-7600, Cyber-76 or Cyber-176 mainframe.
Note: One of the MF.... switches must be
.TRUE. and the other LFALSE. because the
architecture of the 6000 1is considerably
different than the architecture of the 7000's.
In general, larger aquifer simulations cannot
be run on the 6000 series mainframes.

USELCM . TRUE. Use Large Core Memory (LCM) for the storage of
simulation matrices. Selection of this option
provides for fastest computations, quickest
turnaround, and lowest cost. The restriction
on this option is that the matrices must take
less than 360K (decimal) words of LCM. This
allows a practical 1limit of approximately
14,000 nodes in the grid. (The number of
nodes times the number of variables per node
must be less than about 330,000.)

USERMS .FALSE. Use rotating mass storage (RMS) for the storage of
simulation matrices. This option should be
selected for simulations larger than USELCM
will allow. Turnaround is reasonably fast,
but costs will be higher due to the 1large
volume of disk I/0 transfers. This option
uses Cyber Record Manager word—addressable
file structure. If this option is selected,
the user must explicitly specify
USELCM=,.FALSE.

USEBIO .FALSE, Use buffer—-in/buffer-out input/output. This option
is available for those (hopefully) rare
instances when the system does mnot have
sufficient disk capacity for USERMS. Two tape
drives may be dedicated to running the
problem. This option's use can be quite slow
and expensive; it 1is not recommended for
general use.

Note: One of the USE... switches must be
.TRUE. and the other two must be .FALSE.

The next set of switches control the restart logic of the
program. The user may restart from previous simulations using file
BAKIN. The user may generate a file BAKOUT from which subsequent
simulations 'may restart. When restarting, various options are
available to the user.
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SWITCH DEFAULT USE

RESTRT +FALSE. Restart this simulation from a previously run
simulation. When set to .TRUE., the LFN named
BAKIN will be read, initializing all matrices
and program COMMON blocks to the values which
pertained at the end of the earlier
simulation. If BAKIN resides on a disk
permanent file, an ATTACH card must be defined
for BAKIN in input Block 1. If BAKIN resides
on a magnetic tape, the VSN of that tape must
be defined in input Block 3. This simulation
will restart at a new pumping period unless
either of the switches RSRTTS or RSRTIT,
described below, are set to .TRUE.

RSRTPP (con-
ditional) Restart this simulation at the beginning of a

new pumping period. This switch is only
active when RESTRT=.TRUE. The default value
of this switch depends on the value of the
switches RSRTTS and RSRTIT (following). If
either of them is .TRUE., then this switch
will default to .FALSE.; otherwise, this
switch will default to .TRUE.

RSRTTS .FALSE. Restart this simulation at the beginning of a new
time-step. This switch is only active when
RESTRT=.TRUE. and should only be set to .TRUE.
when the restart is to begin at a time-step
other than the first time-step of a new
pumping  period. If the user specifies
RSRTPP=.TRUE., this switch is ignored.

RSRTIT .FALSE. Restart this simulation at the beginning of a
new iteration. This switch dis only active
when RESTRT=.TRUE. and should only be set to
.TRUE. when the restart is to begin an
iteration other than the first iteration of a
new pumping period. If the wuser specifies
RSRTPP or RSRTTS=.TRUE., this switch 1is
ignored.

RECMPL .FALSE, The program has been recompiled, or the matrices
are to be completely redefined. This switch
is only active when RESTRT=.TRUE. When
RECMPL=.TRUE., all data specified 1in input
Blocks 4, 5, and 9 must be redefined. This
switch must be set to JTRUE. 1if ©both
RESTRT=.TRUE. and the program FD3D has been
recompiled since the BAKIN file to be used for
this restart was created.
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SWITCH DEFAULT

USE

SELRES .FALSE.
ZRMBAL .FALSE.
PHISET «FALSE.

Select restart output. When SELRES=.TRUE,, this
simulation will create the LFN named BAKOUT at
the end of the run. BAKOUT will contain all
model COMMON blocks and all matrices as of the
end of the simulation. This file may be saved
on the computer as a permanent file by using
the CATALOG command as defined in input Block
l. Or, it may be saved on a magnetic tape by
specifying the tape VSN in input Block 3.
This' switch should be .TRUE. if the results
from this simulation are to be used as the
basis for a future simulation.

It should be noted that SELRES=.TRUE. and
RESTRT=.TRUE. may be used in any combination
within any one simulation. A run may be a
restart from an earlier run; it may be the
basis for a subsequent run; it may be both, or
it may be neither.

Zero out mass balance cumulative totals and
rates prior to beginning this simulation.
This switch is normally only wused when
RESTRT=.TRUE. and when the mass balance totals
and rates calculated in the previous run
should be ignored by this simulation. For
example, 1if the prior run was a steady-state
run and this is to be a stress run, earlier
mass balance calculations may be ignored.

Set starting head values (STRT) to the values

for head (PHI) before starting the simulation.
This switch is wuseful in conjunction with
RESTRT=.TRUE. to initialize the starting heads
to the current heads; thus, drawdown
calculations at the end of this simulation
will be based on the heads in the aquifers at

+ o~
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The next switches may be used during any run whether the run is

a restart or not.
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SWITCH DEFAULT USE

WELZRO .TRUE. Set the WELL arrays (pumping rates) to zero prior to
the start of each pumping period. This is the
technique used in the Trescott program
(Trescott, 1975). When WELZRO=,FALSE., the
WELL array is not set to zero, and additional
pumping rates are accumulated into the
existing rates on a node by node basis. This
switch is wuseful when it is convenient to
enter only changes to pumping rates for each
new pumping period.

DMPINT .FALSE. Dump input data arrays. By setting this switch to
.TRUE., the wuser requests the program to
produce a formatted 1listing of the data
matrices for all nodes in the grid as soon as
array initialization is complete and before
the simulation begins, This switch may be
used in conjunction with ONLYIN=.TRUE.

ONLYIN .FALSE. Only in. When ONLYIN=,TRUE,, the program will
terminate after the data matrices have been
initialized, but before any simulation occurs.
This switch when wused in conjuction with
DMPINT=,TRUE. allows the calculation of TR,
TC, and TK, and is wuseful for wvisually
checking the simulation input prior to
simulation. Please note that ONLYIN=.TRUE.
will not produce a BAKOUT tape even if
SELRES=, TRUE.

PHIDMP .FALSE. Dump head values. When PHIDMP=.TRUE., the program
will dump the head array (PHI) to the LFN
named HDUMP at the end of each pumping period.

To save the HDUMP file as a disk permanent
file for post-processing, cards 8 and 17 of
figure 5 must be included.
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The following switches are normally only used by the programmers
when attempting to debug the program., Setting these switches to
values other than their defaults may result in enormous volumes of
printout, most of which is cryptic.

SWITCH DEFAULT USE

DMPIT .FALSE. Dump debug print each iteration.

DMPPP .FALSE. Dump debug print each pumping period.

DMPTS .FALSE. Dump aebug print each time-step.

DMPVR .FALSE. Dump all variables when dumping debug print.
DMPRIV .FALSE, Dump all river variables when dumping debug print.
TRACE .FALSE. Trace program logic and branches on printer.

Data input block 3: 1I/0 control record

This block should only be used when either RESTRT and/or SELRES,
as defined in input Block 2, is .TRUE. The user may use input
Block 3 to define the volume serial numbers (VSNs) of the magnetic
tapes to be requested for the restart input file BAKIN and/or the
restart output file BAKOUT. This block must be defined whether disk
permanent files or magnetic tapes are used for BAKIN and/or BAKOUT.

Block 3 consists of one card which has exactly four fields, each
of which is 10 columns long (fig. 6).
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COLUMNS USE

1-10 This field contains the text "BAKIN".

11 - 20 Used only when RESTRT=.TRUE., this field is blank when restarting
from a disk permanent file. When restarting from a
magnetic tape, this field contains the text "VSN=vvvv'",
left justified in column 11. '"vvvv" is the AFWL tape
library location, known as the volume serial number. When
the program is ready to read BAKIN, it will request the
computer operator to mount this tape. Once the tape is
mounted, the program will restart the simulation, then
return the tape drive to the system when the restart is
complete. Note that the "vvvv" field contains no embedded
blanks. A typical "vvvv" might be: XXI1.

21 - 30 This field contains the text '"BAKOUT".

31 - 40 Used only when SELRES=.TRUE. When it is desired to write
BAKOUT onto a magnetic tape, the VSN of the magnetic tape
must be entered in this field in the format "VSN=vvvv'",
left justified in column 31. When the program is finished
with the simulation, the program will request the computer
operator to mount this tape. Once the tape is mounted,
the program will write the program COMMON blocks and the
matrices to this tape, then return the tape drive to the
system. When it is desired to keep BAKOUT as disk
permanent file, "*PF" is entered in this field, and the
CATALOG (BAKOUT....) card of data input block 1 is used.

If BAKIN is to be read from a magnetic tape, or if BAKOUT is to

be written to a magnetic tape, or both, "NT1" must be specified on
the job card described in input Block 1.
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Data input block 4: NAMELIST S$INLIST

Block 4 inputs single-valued variables and one-dimensional
arrays. Single-valued variables may be input as shown in the first
15 lines of figure 4. One-dimensional arrays may be input as shown
in lines 19 through 23 of figure 4. The values of Block 4 variables
need not be respecified for a restart (RESTRT=.TRUE.) unless it is
desired to change them. They are in NAMELIST format so the first
card is $INLIST starting in column 2, and the last card is S$END
starting in any of columns 2-77. The $INLIST and S$END cards are
always required. The order of input of the variables is unimportant,
but they are grouped according to function for this discussion.
Variables relating to options are first, then variables relating to
convergence, anisotropy, grid definition, pumpage, rivers, output,
and the input sequence of 3-D variables.

Variables associated with options are:

VARIABLE DEFAULT USE

EQN3 .FALSE. When .TRUE., the program will solve equation A
(equation 3 of Trescott, 1975). This requires
that the variables T and S (Block 7) be input
as hydraulic conductivity (L/T) and specific
storage (1/L) and Q ,(Block 12) be input as
specific discharge (L°/T per foot of aquifer
thickness). EQN3 and EQN4 cannot both be
.TRUE. at the same time.

EQN4 .FALSE. When .TRUE. the program will solve equation B
(equation 4 of Trescott, 1975, as corrected by
Trescott and Larson, 1976) or equation C.
Equation C is solved when transient leakage is
used (TRLEAK=.TRUE.); otherwise, equation B is
solved. EQN4 must be .TRUE. if either
transient leakage or watertable
(WTABLE=,TRUE.) are used. The variables T,and
8 (Rlack 7) ave innut as transmissivity (1L7/T)
and storage coefficient (dimensionless), and Q
(Block 12) is input as discharge (L7/T).

RCHRG FALSE, Recharge. RCHRG=.TRUE. indicates that there is
recharge to some or all of the top layer.
(The recharge values are input as the 2-D
array QRE in Block 8.)
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VARIABLE DEFAULT USE

MBALPR .TRUE, Mass balance printout. MBALPR=.TRUE. indicates
that a mass balance printout is desired. This
is almost always useful.

TRLEAK .FALSE. Transient leakage. When .TRUE., equation C is
solved. (The analytical approximation for flow
from confining beds is wused to couple 2-D
equations for aquifers). TRLEAK=.TRUE. requires
that EQN4=.TRUE.

WTABLE .FALSE, Water table. WTABLE=.TRUE. calls for simulation

of a water table which may exist in all layers
or only in the top layer depending on how the
program was compiled. Refer to "SUBROUTINES
PISAl, PISBl, and PISC1", '"SUBROUTINE WTTRAN",
and 2DBTPRM in Appendix 1.

The use or value of certain variables depends on the options

chosen above. They are:
VARIABLE DEPENDS ON USE
SY WTABLE=,TRUE. Specific yield is a 1-D array used when

SS

M@DE

NVPN

TRLEAK=.TRUE.

TRLEAK=, TRUE.

WTABLE and
TRLEAK, and
2DBTPRM of
Appendix 1

WTABLE=.TRUE. There is one term
(dimensionless) for each layer in the model,
and the first term is associated with
layer 1. For simulation of a water table
only in the top layer, the value SY must
have a subscript equal to NLAYER (fig. 4,
line 16). (See "SUBROUTINES PISAl, PISBI,
and PISCl for the relationship of SY to S.)

Specific storage of the confining bed(s).

SS is a 1-D array with one term for each
layer of the model except for the top layer.
The first value applies to the confining bed
overlying the pottom layer (i/L).

The number of terms to be used in the memory
and influence functions of the confining bed
approximations, Usually a value between 3
and 7 is adequate with the larger values
demanding more computer storage and
producing more accurate results.

Number of 3-D array variables per node (Block 7).
To minimize computer storage, select the smallest
value of NVPN compatible with the simulation. The
use must specify one of the 4 values as indicated
in table 12.
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Table 12.~—Number of 3-D array variables per node (NVPN)

WTABLE .TRUE, .FALSE.
TRLEAK Water table Water table in
in all layers top layer only¥*

.TRUE. NVPN = 20 NVPN = 18 NVPN = 18

.FALSE, NVEN = 15 NVPN = 13 NVPN =13

*Program compiled with 2DBTPRM defined (Appendix 1).
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Variables associated with convergence are:

VARIABLE  DEFAULT USE

CLSURE Not Error of closure criterion. The simulation proceeds
applicable to the next time step when the head change during
the last iteration is less than CLSURE at all
nodes. This variable must be specified for an
initial run (RESTRT=,FALSE.). Typical values
are .01 or .001 feet.

ITMAX Not Maximum number of iterations per time step. The

applicable simulation is terminated if ITMAX iterations have
been completed and the maximum head change
still exceeds CLSURE. If SELRES=.TRUE.
(Block 2) and disk or tape storage is reserved
(Blocks 1 and 3), a BAKOUT file will be kept.
This variable must be specified for an initial
run (RESTRT=,FALSE.). Values between 25 and
100 have been adequate.

NRH@AP 0 Number of iteration parameters. This is the
LENGTH variable from Trescott (1975). A
number between 1 and 20 is allowed. TFive is
usually satisfactory.

RHAP Conditional Iteration parameters. RHPP is a 1-D array of
length NRHPP. which is normally calculated by
the program as in Trescott (1975). After some
experience with a certain model, the modeler
may decide that convergence can be achieved
more quickly by specifying RHOP. If RHOP is
specified, the Toutine to calculate it 1is
ignored and so is the value of WMAX (below).

WMAX Conditional Maximum iteration parameter. When allowed to
default, the program calculates all the
iteration parameters unless they are specified
as RHur (above). The resulting 1teration
parameters may lead to slow convergence
especially when WMAX approaches 1.000. The
user may influence the calculation of the

. iteration parameters by defining a non-zero
WMAX. WMAX = .999 is often a good selection
for fast convergence. (See  "SUBROUTINE
ITPARM").
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VARIABLE  DEFAULT USE

DAMP 1 Damping factor. The head change calculated each
iteration is multiplied by DAMP. Values of
DAMP greater than 1 will cause a greater head
change and may accelerate convergence if the
undamped head change is very small. Values of
DAMP less than 1 may accelerate convergence if
the undamped head changes are oscillating. A
value of 1.0 (i.e., no damping) is usually
satisfactory. Values less than 0.5 or greater
than 1.5 have usually been unsatisfactory.

Variables associated with anisotroply are:

VARTABLE  DEFAULT USE

FACTX 0,0,...,0 Anisotropy factors for the x direction. FACTX is
a 1-D array with one term for each layer. The
first term is associated with layer 1. The
coded value of T (transmissivity or hydraulic
conductivity) is multiplied by this value in
the calculation of TR (Block 7) before the
flow equations are solved. FACTX is not used
for those cells where TR is non-zero; thus,
nonuniform anisotropy can be simulated by
specifying TR directly in Block 7 for part of

the model.
FACTY 0,0,...,0 Anisotropy factors for in the Y direction.
FACTZ 0,0,...,0 Anisotropy factors for the Z direction. FACTZ

is used in the calculation of TK (Block 7).
If EQN3=.TRUE., then FACTZ is the ratio (K'/K)

of vertical hydraulic conductivity to
horizontal hydraulic conductivity. If
EQN4=,TRUE., then FACTZ is the ratio (K'/T) of
vertical hydraulic conductivity to
Lransmissivity. TACTZ is not used for thuse

cells where TK is non-zero; thus, nonuniform
anisotrophy can be simulated by specifying TK
directly in Block 7 for part of the model.
FACTZ 1is not wused if the transient 1leakage
equations are solved (TRLEAK=.TRUE.).
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Variables associated with grid definition are:

VARIABLE USE

NRAHW Number of rows in the y-direction.
NC@L Number of columns in the x-direction.
NLAYER Number of layers in the z-direction.
DELX Grid spacings in the x-direction (L).
DELY Grid spacings in the y-direction (L).
DELZ Grid spacings in the z-direction (L).

The 1location of the origin of the 3-D grid is identical to
Trescott (1975). NRPW tells how many terms are in the DELY vector,
and NCPL tells how many terms are in the DELX vector. Layers are
counted from bottom to top, where layer 1 is the bottom and NLAYER is
the top.

The grid is block centered, i.e., the node points fall exactly
midway between the sides of the cells.

Variables associated with pumpage are:

VARJABLE  DEFAULT USE

NPER 0 Number of pumping periods. NPER is the number
associated with the last pumping period to be
simulated by this run. KP, input in Block 10,
specifies the number associated with the
current pumping period, and simulation stops
after completion of the pumping period where
KP=NPER.

QFAC 1,1,...,1 Discharge multiplying factors. QFAC is a 1-D array
of conversion Tractors used to convert TIlow
rates from convenient . units to consistent
units (L7 /second or L /second per unit of
aquifer thickness 1if EQN3=.TRUE.). QFAC is
used in conjunction with QTYPE (see Block 11)
where the first term of QFAC is associated
with QTYPE=1, the second term with QTYPE=2,
etc. QFAC has 100 terms. If any Q (Block 12)
is converted to consistent units before it is
input, then QTYPE (Block 12) may be allowed to
default to 100 thus utilizing QFAC (100) which
defaults to 1.
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Variables associated with rivers are:

VARIABLE USE

NR Number of river reaches. (See example in appendix 4).
A river reach is defined such that surface flow into a
river reach may occur only at the most upstream node of
the reach, and surface flow out may occur only at the most
downstream node of the reach. (Note that NR may be reset
to zero in Block 13 if it is desired to to eliminate all
rivers at some time.) NR has a maximum value of 10.

NRC Number of nodes in each river reach. NRC is a 1-D array with
NR terms. The terms must be entered in the order in which
the river reaches are to be calculated. If river reach A
discharges to river reach B, then reach A must be
calculated before reach B. (The maximum number of river
nodes allowed in the whole model is 100,
i.e.& NRC 2 100).

INDX Location of river nodes. INDX is a 1-D array with 2 terms
for each river node. The terms are in the order in which
the river nodes are to be calculated. Thus, the first
2 terms of INDX are the row and column, respectively, of
the most upstream node of the first river reach to be
calculated. The last 2 terms of INDX are the row and
column of the most downstream node of the last river reach
to be calculated. The order of river reaches is the same
as in NRC.

RQ Flow (L3/T) into each river reach from outside the model.
RQ is a 1-D array with NR terms. The terms are in the
same order as in NRC. RQ flow can only be specified at
the most upstream node of each river reach. (Note that RQ
may be altered each pumping period, if desired, in
Block 13.)

NADD The destination for outflow from each river reach. (River
reaches are numbered in the same order as in NRC). NADD
is a 1-D array with NR terms. The first term gives the
destination (reach number) of surface flow from the first
reach calculated. If flow from any reach 1is not to be
added to another reach, its destination is zero. (The
total flow into a downstream reach is the sum of the RQ
flow for that reach and the outflow from any upstream
reaches.)
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VARIABLE

USE

RIVER

VK

QMAX

Elevation (L) of the river at each river node. RIVER

is a 1-D array with one term for each river node. The
terms are in the order in which the river nodes are to be
calculated. Thus, the first term is for the most upstream
node of the first river reach to be calculated and the
last term is for the most downstream node of the 1last
river reach to be calculated.

Connection coefficient (%). VK is a 1-D array with one
term for each river node. The terms are in the same order
as in RIVER. The value of VK can be estimated by
simplifying the geometry of the material through which
flow occurs and applying Darcy's law. An example might
be:

Let VK = KF/D

Where K

vertical hydraulic conductivity (%) of the
river bottom or confining bed.

F = the portion of the horizontal area of the
river node over which the river flows.

D = the thickness (L) of the river bottom or
confining bed.

The maximum infiltration rate for each river node (L3/T).
QMAX is a 1-D array with one term for each river node.
The terms are in the same order as in RIVER.

The default values of all the variables associated with rivers

are zZero.

Variables associated with output are:

VARTABLE

DEFAULT USE

NCUBES

NPCH

Conditional Number of output cubes carried over from a

previous run when restarting. When NCUBES is
not specified, output cubes in Block 9 are
added to those carried over when restarting.
When NCUBES=0, no output cubes are carried
over.

10 Number of plot characters used on alphanumberic
contour maps. NPCH=20 may be specified.
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VARIABLE DEFAULT USE

M@DPR 5 There is output from the model every M@DPR'th
time step during each pumping period and at
the end of each pumping period. If printout
is desired only at the end of each pumping
period, set MPDPR to a high value.

The order in which 3-D array variables are entered in Blocks 7
and 9 may be specified by prefixing them with LC (except STRT goes to
LCSTR) and assigning each of these newly created variables an integer
value between 0 and 19. (For a brief explanation of each of the 3-D
array variables see the discussion of Block 7.) The default values
of the first 13 LC...variables are always the same, and the default
values of the remaining 7 depend on NVPN (number of variables per
node) which, in turn, depends on the selection of WTABLE and TRLEAK
(table 12 above). The default values are indicated on table 13.

Block 4 is terminated with $END starting in any of columns 2-77.

Data input block 5 - HEADERS

Block 5 has four cards:

CARD CARD COLUMNS USE

1 1-6 HEADER

2 1-80 Text to be printed at the top of each page of
output.

3 1-52 Text.

4 1-3 END

See figure 7.
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Table 13.--Default values for the LC.... variables

NVPN 13 15 18 20
LCesse
Variable

LCPHI 0 0 0 0
LCWEL 1 1 1 1
LCSTR 2 2 2 2
LCT 3 3 3 3
LCS 4 4 4 4
LCTR 5 5 5 5
LCTC 6 6 6 6
LCTK 7 7 7 7
LCEL 8 8 8 8
LCFL 9 9 9 9
LCGL 10 10 10 10
LCV 11 11 11 11
LCXI 12 12 12 12
LCBOT - 13 - 13
LCPERM - 14 - 14
LCTL - - 13 15
LCTLK - - 14 16
LCSL - - 15 17
LCZCB - - 16 18
LCRATE - - 17 19
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Data input block 6: SYMBOLS

In this block, numeric values are assigned to symbols which will
be used in Blocks 7, 8, and 9 to initialize or change arrays. These
symbols may consist of omne, two, or three alphameric characters.
Symbol values are not retained on the BAK@UT file so they must be
redefined if wused din Blocks 7, 8, and 9 when Trestarting
(RESTRT=.TRUE.).

CARD CARD COLUMNS USE
1 1-7 SYMB@LS
2 and 1-3 A symbol comprised of 1, 2, or 3 alphanumeric
following characters. The program automatically
left justifies them. Thus PXp=Xpp=pPX, but
XXP#XPX.
4-10 Not used.
11-20 Value assigned to this symbol. This number may

be integer, real or in scientific notation.
Leading and trailing blank spaces are read as
blanks - not zeros. See figure 8.

Last 1-3 END
card

Data input block 7: 3D INPUT

Threo—dimensional array variabhlec are those variableec ¢hat hove

a value associated with each node of the model. A minimum of
13 variables are used.

PHI The calculated head (L) for the present iteration,
normally dinput by the modeler using exact values at
constant heads (S<0) and approximate values elsewhere.

WEL The pumpage term at each node (L/T), normally calculated

by the program from pumpage data, not normally input by
the modeler.
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VALUE

~| SYMBOL

3la s 6|7 8 9lio 1 12}1314 1516 17.18]19 20

1|2 3{a 5 6l7 8 slio1112]iz 14 15{1617 18]1920

Figure 8.--Coding form for input of symbol-value pairs (Block 6).
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STRT The starting head (L), normally input by the modeler.

T

TR

TC

TK

The  transmissivity (LZ/T) if EQN4=.TRUE., or the
horizontal conductivity (L/T) if EQN3=.TRUE., always input
by the modeler.

The storage coefficient (dimensionless) if EQN4=,TRUE., or
the specific storage (1/L) if EQN3=.TRUE., or a flag
indicating a constant head (S<0), always input by the
modeler.

The harmonic mean of the transmissivities in the
xX-direction between the jth node and the node at jt+1,
accounting for the node sizes DELX, and DELX.+ (Trescott,
1975, equation 26a), normally catculated b§ ]the program
but may be input by the modeler. The program will
calculate TR for each node where TR is not preset by the

modeler.

Similar to TR but in the y-direction (Trescott, 1975,
equation 26b).

Similar to TR and TC but in the z-direction (Trescott and
Larson, 1976, equation V).

E1l,FL,GL,V, and XI

Intermediate variables calculated and used by the program,
not normally input by the modeler. (Refer to redundant
subroutines called in SIP and PIS, Appendix VII).

Two more 3-D variables are needed when a water table is to be
simulated in any layer below the top layer (WTABLE=.TRUE. and the
code is compiled for 3-D water table):

BOT

The bottom elevation (L) of the 1layer, input by the
modeler;

PERM The horizontal hydraulic conductivity (L/T) of the

Five more 3-D variables are needed if transient leakage is used
(TRLEAK.TRUE. ):

TL,TLK, and SL

ZCB

Intermediate variables calculated and used by the program,
not normally input by the modeler; (Refer to CLAY,
Appendix VII.)

The thickness (L) of the overlying confining bed, input by
the modeler;
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RATE The vertical hydraulic conductivity (L/T) of the overlying
confining bed, input by the modeler.

The first card of Block 7 has 3D INPUT in columns 1-8.
Subsequent cards have 26 fields of three card columns each as in
figures 9-12. Card columns 19-20 are not used. Numbers or symbols
may be right or left justified or centered in these fields because
the program automatically left justifies them.

The first 6 fields of each card designate the cube (node or
block of nodes) to which the data on the remainder of the card
applies. The first field contains the number of the first row of
this cube and the second contains the number of the last row of this
cube. Similarly, fields 3 and 4 contain the numbers of the first and
last columns, and fields 5 and 6 contain the numbers of the lowermost
and uppermost layers.

To simplify coding, two conventions are established. First, if
only one of the first or second fields is coded, the program will set
them both equal and only one row will be affected. Second, if
neither of the first or second fields is coded, then the program will
place a "1" in the first field and the value of NROW in the second
field so that all rows will be affected. Columns are treated
similarly in fields 3 and 4, as are layers in fields 5 and 6. Thus,
for example, if all of fields 1-6 are left bank, the whole model will
be affected by the data coded on the remainder of the card.

Each of the remaining fields 7-26 (card columns 21-80) is
dedicated to a particular variable following the order specified by
the LC.... parameters in Block 4. The variable whose location is O
(LC....=0) has field 7 (card columns 21-23) dedicated to it, the
variable whose 1location is 1 (LC....=1) has field 8 (card
columns 24-26), etc. See figures 9-12.. The order of variables shown
is the default order.

A variable is initialized (for a particular cube) by placing in
its field a symbol representing the desired value (as specified in
Block 6). Thus, for example, if the symbol HIA were given the value
of 1000 in Rlock 6 and the default leration of the variable STRT were
used, then placing HIA in field 9 (card columns 27-29) would
initialize the starting head at 1000,

In Block 7, the order of the cards is very important because

cube values may be overwritten, added to, or changed by subsequent
3-D cube input cards.
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Variables corresponding to fields that are blank are not
initialized. For example, a cube with a symbol in the T field, and
blanks in all other fields, will initialize only the variable T.
Values already in the TR, TC, and TK arrays (as when restarting) are
not overwritten. In this case the program can be forced to use the
new T to recalculate the variable TR, TC, or TK by redefining that
variable to zero in the cube of interest.

Constant head cubes are specified by initializing S to a
negative value and both PHI and STRT to the desired head.

The last card in Block:-7 has END in columns 1-3.

Block 7 may be omitted when there is no 3-D input as may be the
case when RESTRT=.TRUE.

Data input block 8 - 2D INPUT

Certain variables are in the form of 2-D arrays:

QRE  Recharge rate per unit area of land surface (L/T). QRE
applies only to the top layer of the model.

PERM Horizontal hydraulic conductivity (L/T). PERM may be a
3-D or a 2-D variable depending on how the program is
compiled (Appendix 1). When it is a 2-D variable, it is
applied only to the top layer.

BOT Bottom elevation (L). Like PERM, BOT may be either a 3-D
or 2-D variable. It applies only to the top layer when it
is a 2-D variable.

The first card of Block 8 has 2D INPUT iun columns 1-8.

Subsequent cards are divided into 8 fields of three card columns
each (fig. 13). Fields 1-4 are used exactly as in Block 7, i.e., to
specify the beginning and ending rows and columns respectively of a
cube to which data on the remainder of the card applies. Fields 5
and 6 are not used.
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CUBE QRE

ROW coL. BOT
BEG |END |BEG |END PRM
| 2 3 4 5 6 7 8

112 3[4 5 6]7 8 9|10 11 12]1314 15]16 17 18113 20(12] 222312425 2§

112 3|4 5 617 8 9110 1112|1314 15]1617 18{1920]21 222324252§

Figure 13.--Coding form for input for 2-D variables (block 8) showing

fields 1-8 and permissible keywords.
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Field 7 may contain one of the three key words PRM, BOT, or QRE.
If PRM is in field 7 then an alphameric symbol for the value of
horizontal hydraulic conductivity of the uppermost layer must be in
field 8. (The symbol in field 8 must have been defined in Block 6).
Likewise, if BOT is in field 7 then a symbol for the bottom elevation
of the uppermost layer must be in field 8 and if QRE is in field 7
then a symbol for the recharge flux must be in field 8.

The last card in Block 8 has END in columns 1-3,

If there is no 2-D input, Block 8 may be omitted.

Data input block 9: OUTPUT CUBES

Output from the model is controlled in Block 9. Output may be
in the form of printed lists, maps, and hydrographs. Values for any
or all 2-D and 3-D variables in any or all nodes may be output.

The first card of Block 9 has OUTPUT CUBES in card columns 1-12.

Subsequent cards are divided into 13 fields of three card
columns each (fig. 14). The first 6 fields are used to specify the
cube for which output is desired as in blocks 7 and 8 above. Fields
7 through 13 may contain the combinations of keywords, numbers, and
symbols shown in table l4.

The values of '"symbols" are defined by the modeler in Block 6.
Note that the "symbol for the desired variable" must correspond to an
integer from 0-19 corresponding to the LC.... variables in Block 4.
i The koywords that may appear in field 7 are defined as:

CUB One or all of the 3-D array variables will be indicated on
field 8 or 10,

DDN  Drawdown,

SUR The unconfined water surface; i.e., the heads in the topmost
active nodes,

HYD A "hydrograph" of the heads at the end of each time step for
the first node of the cube,
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cus

DDN
SUR

HYD LST

DHY MAP

CUBE QRE LAM

ROW coL. LAYER BOT LOG

BEG|END | BEG | END | BEG |END PRM LIN | ALL
I {2 ]3| 4| 5] s 7| 89wl |i2] 3

112 314 S 617 8 910 11 121314 15]16 17 18119 20121 2223{242526{272829/3Q 31 32|33 3435|136 3738 39404]

112 3|14 5 6|7 8 9{10 1112|1314 15]16 17 18[1920]21 2223242526272829303132[333435/36373839404!

Figure 14.--Coding form for specifying '‘cube' output (block 9) showing

fields 1-13 and permissible keywords.
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Table l4.-—Acceptable combinations of keywords, numbers, and symbols

for Block 9 (OUTPUT CUBES)

FIELD FIELD FIELD FIELD FIELD FIELD FIELD
7 8 9 10 11 12 13
CUB Symbol for LST - - - -
the desired
variable
CUB - LST ALL - - -
CUB Symbol MAP Symbol Symbol Symbol Symbol
for the or for map for map for for base
desired LAM scale scale contour elevation
variable X.(L/in) Y.(L/in) interval (L)
(L)
DDN - LST - - - -
aor
SUR
DDN - MAP Symbol Symbol Symbol Symbol
or or for map for map for for base
SUR LAM scale scale contour elevation
X.(L/in) Y.(L/in) interval (L)
(L)
HYD Symbol for LAG Symbol - - -
or vertical for
DHY scale horizontal
(L/in) scale
(inches
per log
cycle)
BYD Symbol for LIN Symhnl - - -
or vertical for
DHY scale horizontal
(L/1in) scale
(seconds
per inch)
@BS - - - - - -
QRE = - - - = -
BOT - - - - - -
PRM - - - - - -
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DHY A "hydrograph" of drawdown at the end of each time step for
the node of the cube,

®BS A "hydrograph' of observed heads or drawdowns will be
plotted on the same axes as the DHY or HYD hydrograph
for the first node of the cubes,

QRE List of the 2-D array for recharge,

BAT List of the 2-D array for the bottom elevation of the top
layer,

PRM List of the 2-D array for the horizontal hydraulic
conductivity of the top layer.

The keywords that may appear in field 9 are:
LST A printed list of the array values,
MAP A printed map of the array values,
LAM Both a 1list and a map,
L#G The horizontal (time) scale is logarithmic,
LIN The horizontal (time) scale is linear.

The keyword that may appear in field 10 is ALL indicating that
the listing is to include all of the 3-D array variables.

Special techniques are required to obtain maps of certain
variables because the META routine uses only positive integers. For
the sole purpose of mapping parameters that are normally less than 1
such as T and S, the appropriate symbols in Block 6 are defined to
positive integer values and the model is run for one iteration.
Array values that may be negative, such as drawdown, can be mapped by
specifying a negative base elevation in field 13. (Refer to the
subroutine PRMAP, Appendix VII, for the calculation of plot symbols).

When the size and scale of a map are such that more than one
10 x 12 inch map segment (printer page) is required, and a plot
character spans the boundary of the map segment, an error message
"(X,Y) OUT OF BOUNDS" will appear. This may require no action on the
part of the user.

The last card of Block 9 has END in column 1-3.
If no change in output is sought when restarting (RESTRT.TRUE.),

omit Block 9. If different output is desired when restarting, set
NCUBES=0 (Block 4) and specify the output cubes that are desired.
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Data input block 10: ENDOFCUBES

The cube input is terminated with a card having ENDOFCUBES in
columns 1-10. This card is necessary whether or not Blocks 5-9 are

present.

Data input block 11: NAMELIST $NEWPP

Block 11 is a NAMELIST containing the time specifications for a

pumping period. It is repeated for each successive pumping period.

Block 11 may consist of only one card. It has S$NEWPP starting

in column 2, and the following variable names:

KP (Number of pumping periods.) The simulation stops upon

finishing the pumping period where KP = NPER (Block 4),.

NWEL (Number of wells.) NWEL=0 specifies that no wells will be

used during this pumping period. Otherwise this variable is

omitted. (The modeler may prefer always to use the flag
described in Block 12.)

TMAX (Maximum time.) TMAX is in days.
NUMT Maximum number of time steps.

CDLT (Multiplying factor for DELT.) Each subsequent time step
is CDLT greater than the previous one. Usually CDLT=1.5.

DELT (Initial time step divided by CDLT.) DELT is in hours.

After these variables have been specified the NAMELIST is
terminated with $END,

To simulate a pumping period of an exact length set NUMT to a
larger value than would be necessary with the given DELT and CDLT.
The program will calculate a DELT less than or equal to the value
coded so that the last time step will arrive at exactly TMAX.

To simulate a certain number of time steps, set TMAX larger than
needed and NUMT, CDLT, and DELT will be used exactly as coded.
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To simulate both a pumping period of an exact length and a
certain number of time steps, the modeler must calculate the
combination of TMAX, NUMT, CDLT, and DELT to allow them all to be
used as coded.

Data input block 12: NAMELIST S$NEWELL

Block 12 is a NAMELIST containing specifications for well
discharge or recharge on a node by node basis. It is repeated for

each well.

Multiple wells may be specified for a single node, in

which case the program will automatically accumulate them.

Block 12 may consist of only one card. It has S$NEWELL starting
in column 2 and the following variable names:

ROW

COL

LAYER

(The row of the well node.)
(The column of the well node.)

(The layer of the well node.)

Any RPW, C@L, or LAYER specified as O indicates that the last
well for the pumping period has been input.

Q

nTVoR

(Pumping rate.) Q is negative for discharge and

pgsitive for recharge. The uni}s of Q are normally
L”/second if EQN4=.TRUE. or L /second per wunit of
aquifer thickness if EQN3=.TRUE. However, the use of
QTYPE (below) and QFAC (Block 4) allow Q to be input in
any convenient units.

(Type of mmits af O.) OTYPF=1 means that the first term

of QFAC (Block 4) will be used to convert Q to the
correct units, QTYPE=2 means that the second term of
QFAC will be used. See example in Appendix IV. The
default value of QTYPE is 100 and the default value of
QFAC (100) is 1 as in Appendix III. Thus, if QTYPE is
not specified the program assumes that Q is being input
in consistent units.

The NAMELIST is terminated with $END beginning in card columns 2-77.
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Data input block 13:

NAMELIST SNEWRIV

Block 13 is a NAMELIST that allows the modeler to respecify two
variables NR and RQ (Block 4) at each new pumping period.

The normal way that Blocks 11,
one pumping period to a card, and the

the time specifications,

12, and 13 are entered is to

code
well

data, one well to a card, and sequence them along with the river data

as follows:
(SNEWPP KP=1......0s..SEND

$NEWELL.Q............$END

$NEWELL RPW=0,.......$END
LsNEWRIV".......'.'.’sEND
7

SNEWPP KP=2.....0040.$END

$NEWELL..'.....‘II..’$END

< .
$NEWELL RPW=0, .......SEND
| SNEWRIV........eoees . SEND
o

SNEWPP KP=XXX, e +0s..SEND

ArTYITTINT T AT
< quuwuuh-oooooooooocoosEuD
.

$NEWELL RQIJ=O, @ 000 00 $END

\$NEWRIV..0..".0....‘$END

First pumping period of this

run.

Wells associated with this pumping

period. (There may be none.
Also, see WELZRP in Block 2
$CONTROL)

Flag.

River data.
Second pumping period.

Wells.

Flag.

River data.

Where XXX=NPER, indicating that this
is the last pumping period.

Flag.

River data.
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Data input block 14: End-of-file

Block 14 consists of two cards. The first has the three digits
7/8/9 overpunched in card column 1. The second has 6/7/8/9
overpunched in card column 1. If entered from an interactive

terminal, these cards are *EOR and *EOF in columns 1-4,.
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APPENDIX I: Compiling a simulation program at Kirtland AFB

The source code for this program is maintained on a permanent
disk file at the Air Force Weapons Laboratory (AFWL) computer center.
Permanent files are accessible from all CDC mainframes at AFWL. The
code itself should be run on the Cyber 176 computers. The Cyber
utility program UPDATE is wused to maintain the source code.
Therefore, when a user desires to compile the code for a series of
simulations, he must provide information for UPDATE to correctly
build the FLECS source with the array dimensions and other processing
options selected.

This appendix provides all information required to create an
executable load module and to store the resultant load module on the
AFWL system disks for future use.

Generally, a user desiring to run a simulation will only need to
run the instructions in this appendix once (successfully). When
completed, the job sequence described below will have produced an
executable load module tailored to the user's simulation and stored
it on a permanent disk file which may be executed repetitively
without re-compiling. Figure I-1 depicts the relationship between
the files and processors used in this jobstream.

All input control cards described below must be entered exactly
as displayed, except that lower-case letters reference fields which
the user will define when submitting the compilation job. Record
numbers in the explanatory text refer to the numbers in left margin.
These reference numbers are not to be keyed into records being sent
to AFWL. All control commands begin in column 1.

Job control block

This section describes the Cyber control records. With the
exception of the COMMENT commands, no embedded blanks are allowed.

1. 3okname,T177,T0177,P60,ST176,Flecce.
2.  ACCOUNT(your accounting information)

3. COMMENT. Any comment information to describe your run

4, PURGE (OLDFILE,permanent-file-name-1,ID=your-id,PW=XR,NA=1,MR=0)
5. RETURN(OLDFILE)

6. ATTACH(OLDPL,NMFD3DOLDPL , ID=USGSPOS ,MR=1)

7.  UPDATE(Q,D,K,L=Al13)
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Figure 1-1.--Flow diagram for compiling program at AFWL.
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|
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|
LOADER maps |
|
|

 S—
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FD3D:
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10.
11.
12.
13.
14,
15.
16.
17.
18.
19.
20.
21.
22.
23.
24,
25.

26l

RETURN(OLDPL)

ATTACH(FLECS , NFLEC, ID=USGSPOS ,MR=1)
FLECS(COMPILE)
RETURN(FLECS , COMPILE)

FTN(A, I=FOUT,R=2,0PT=2,PL=1000000,LCM=I,L=0)

RETURN(FOUT)

REQUEST(FD3D, *PF)

RFL(ECS=eecee)

MAP(FULL)

LIBRARY(METALIB)

FILE(BAKIN,SBF=NO)

FILE (BAKOUT, SBF=NO)

FILE (HDUMP, SBF=NO)

FILE (OBSFIL, SBF=NO)
LDSET(FILES=BAKIN/BAKOUT/HDUMP/OBSFIL)

LDSET (PRESET=ZERO)

L

O0AD(LGO)

NOGO.

CATALOG(FD3D,permanent-file-name-1,ID=idnumber ,XR=XR,RP=999)
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RECORD FIELD

jobname

eeee

permanent-
file—-name-1

DESCRIPTION

The system jobcard identifies your job to the
system by name and defines certain limits on
system resources. The field may be from 1 to 20
alphanumeric characters. The first 3 characters
will be assigned to the user by the system
librarian at AFWL when an account is established.
Use a job name that is descriptive.

.This is the maximum amount of ECS (or LCM) which

the job will use, in thousands of words, octal.
The larger the number is, the slower turnaround
will be, with breaks at 477K and 777K. The
maximum allowed is 1340K.

The user may experiment with this wvalue; however,
477K is sufficient for approximately 5,000 nodes,
777K for approximately 10,000 nodes, and 1340K for
approximately 14,000 nodes.

The ACCOUNT command provides accounting information
to the system to allow billing for the computer time
used by a job. An account number will be given by
AFWL when an account is established.

Comments are optional. Use as many as necessary.
Comments are displayed in the job dayfile.

This PURGE command assures that the file which this
job intends to create does not already exist on the
system. Any permanent disk file with name and
password permissions identical to those defined on
this record will be purged from the system.

This is the name to be assigned to the executable
load module created in this run. PFNs may be

from ! tc 20 zlphanumeric characterc in lzngth, the
first of which must be alpha. Assign PFNs which
accurately describe the contents of the file. For
example, a PFN called "FD3D30X30X10" might be used
as the PFN for a load module to model a 30 by 30 by

10 grid.
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10.

11.

12,

idnumber

An ID must be given for each permanent file
command. The use of an ID to qualify each PFN
assures that the user's job will attach permanent
file with permanent—file-name-1 rather than one
that belongs to another user on the computer. The
ID is assigned to each user by AFWL when an account
is opened.

This RETURN command detaches the old permanent file,
if it had been attached to a job with the PURGE
command .

This ATTACH command attaches the master program
library which contains all source statements for

the program. The Cyber utility UPDATE will read

this file and generate another file which contains
only those source statements selected by user—defined
options.

The UPDATE command loads the Cyber UPDATE utility
program and begins execution. UPDATE will read the
instructions defined in the UPDATE control block
(below). It reads the OLDPL attached in job control
statement 6 and produces a file named COMPILE which
will contain all program source statements selected.

This RETURN command detaches the OLDPL from the
job and returns it to the system.

This ATTACH command attaches the FLECS structured
FORTRAN processor to the job.

The FLECS command loads the FLECS structured
FORTRAN processor and instructs it to read the
source statements located on the COMPILE file.
FLECS produces a formatted listing on the printer
output file and a file named FOUT. FOUT contains
FORTRAN statements which will be processed by the
FORTRAN compiler, FTN,

This RETURN command detaches FLECS and the COMPILE
files from the job and returns them to the system.

The FTN command compiles the FORTRAN statements
produced by the FLECS structured FORTRAN processor.
FTN produces a listing on the printer output file
(OUTPUT) and a file of relocatable binary instructions
(LGO).
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LCM=1

13.

14.

15.

eeee

16.

17.

18-21

22.

23.

This option must be selected for models requiring
more than 400K octal words of LCM (approx.

4000 nodes). It forces the compiler to generate
indirect addressing for LCM variables.

This optional command suppresses the FIN
printer listing. In this case, the R=2
parameter may also be deleted.

This RETURN command detaches the FOUT file from
the job and returns it to the system.

The REQUEST command informs the system that the

file named FD3D is to be a permanent file. This
command is critical, since files not declared to
be permanent are written on physical disks which
eliminate files upon program completion.

The RFL command requests ECS (or LCM) field
length which (presumably) will be large enough to
hold all of the LCM arrays which this program
requires.

This number must be identical to the "eeee" field
described for record 1. If this LCM field length
proves to be insufficient, use a larger value and
resubmit this job.

The MAP command tells the Cyber LOADER that cross
reference map is to be printed out. This
information will be crucial when runs do not work.
The maps also state the precise LCM and SCM
requirements.

The program utilizes the METAPLOT graphics
software which is installed at AFWL. This
LIBRARY command tells the Cyber loader to look
in the METAPLOT library of subroutines for some

cf the subrcutines called in this nreogram

The FILE commands inform the Cyber Record Manager
software that these files, which are also defined
on the PROGRAM statement at the start of the
simulation program, will be reading from and
writing to both SCM and LCM memory locations.

This LDSET command tells the Cyber LOADER to use
the FILE commands defined in 18 - 21 above.

This LDSET command tells the Cyber LOADER to

preset all SCM and LCM memory locations to zero
before creating the executable load module.
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24,

25.

26.

27.

UPDATE control block

XR=XR

RP=999

of

job
subprograms

that

The LOAD command invokes the Cyber LOADER, and
tells it to read the relocatable binary file, LGO,
which was produced by the FORTRAN compiler in
record 12 above. LOADER creates an absolute

load module on the file named FD3D.

The NOGO command completes the overlay loading
process and generates the full maps requested by
record 16 above.

The CATALOG command tells the system to store the
file named FD3D as a permanent file, with the PFN
and ID specified in the appropriate fields and
described above with record 4.

This parameter defines a password for the permanent
file. The XR password allows simultaneous reading
of the file by more than one job, and will

preclude other users on the system from purging
this file accidentally.

This RP parameter specifies an infinite retention
period for this permanent file.

The format at the end-of-record depends on the
method used to submit this job. If transmitting a
deck from a remote job entry terminal, the
end-of-record consists of a record with 7, 8,

and 9 overpunched in card column one. If running
interactively from a teletype-equivalent terminal,
using the Cyber EDITOR, the end-of-record consists
of the test "*EOR" in column one. This record
terminates the-job control block.

This block follows immediately after the end-of-record at the end
control block. The user defines those options and
Cyber UPDATE utility is to select from the

source statements residing on the OLDPL. The text selected by UPDATE
is written to the COMPILE file.

The first record of the UPDATE control block must be:

*COMPILE SIPMN.ENDMN,SIPCM.ENDCM,SIPIN.ENDIN

This record starts in column one. It tells UPDATE to write the SIP
main overlay to COMPILE first, followed by the SIP computational
overlay and then the SIP data input overlay.
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Next, the user must define those options which UPDATE is to take
into account when writing the COMPILE file. Included in this section
are definitions for the number of rows, columns, and layers, together
with other "sizing" parameters. The user will define the UPDATE
options using the generalized format:

*DEFINE option

coded in column one of each record. Each *DEFINE command will cause
certain conditional source statements to be entered into the COMPILE
file by UPDATE. In this manner, the source code is tailored to the
requirements of this simulation. Some of the program options will
use defaults if no *DEFINE command is entered. For others, the user
must select one of the available *DEFINE commands, identified below.

Mainframe and I/0 file options

The user must select one and only one of these options. The
CDC~7600 and Cyber-176 computers are referred to as "7000 class"
mainframes. The CDC-6600 and Cyber-74 computers are referred to as
"6000 class' mainframes.

OPTION DESCRIPTION

*DEFINE MF7000 The program is to run on 7000 class
mainframe.

*DEFINE MF6000 The program is to run on 6000 class
mainframe.
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Row and column node dimensions

The number of nodes in the row and column directions must be
defined. UPDATE will generate various arrays based on these
dimensions. The code 1is designed to allow the selection of any
number of rows and columns, in multiples of five, from 10 to 95. For
example, if a model is 23 rows by 37 columns, the user should define
a grid which is 25 by 40. The minimum dimension is 10 by 10 and the
maximum is 95 by 95. One and only one option must be defined. Note
that simulations using smaller numbers of rows and/or columns may be
run on code defined with larger numbers of rows and/or columns.
However, the converse is not true. Obviously, the larger the number
of rows and/or columns defined, the more memory the program will
require. Thruput and cost may be affected as a result.

The generalized format for this option is:
*DEFINE rrcc
where: rr is a two digit number from 10 to 95 inclusive

indicating the number of rows. RR must be a multiple
of 5.

cc is a two digit number from 10 to 95 inclusive
indicating the number of columns. CC must be a
multiple of 5.

Number of words per layer (NWPL)

The program performs many of its internal operations on complete
layers. It stores a fixed number of words per layer, depending on
the number of rows (NROW) columns (NCOL) and variables per node
(NVPN). The user must multiply these three numbers together, then
round the result up to the next larger multiple of 1000 and then
define that value for UPDATE.

The generalized format for this option is:

*DEFINE PLXXXXX

where: xxxxx is the number calculated as described above. The
number may be a minimum of 1000 and a maximum of
99000, If the number is less than 5 digits, use
only the first 4 xxxxx positions.
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Greater than 131K words of LCM option

If the sum of the number of words used to store all layers
exceeds 131,072, the program must introduce extra logic to circumvent
the Cyber computer's limit on addressing size. The wuser must
multiply the number xxxxx calculated above by the number of layers in
the proposed model. If the result exceeds 131,000, the user must
define this option and also must define a value for the '"number of
layers" options described below.

The format for this option is:
*DEFINE GT131K
If the number of words in all layers is less than 131,000, the
selection of this option may cause the execution of this model to be

slower and more expensive. The '"number of 1layers" options below
still must be defined whenever GT131K is defined.

Number of layers

This option is only used when the user has selected the GT131K
option as described above and wants to use Large Core Memory (LCM)
for the storage of simulation matrixes. 1In this case, the number of
layers which will be simulated must be specified.

The generalized format for this option is:
*DEFINE NLxx
where: =xx is an integer representing the number of layers, left

justified. If xx is less than 10, xx will use only one
digit.

Maximum number of iterations per timestep

The user must select one and only one of these options. These
options allocate memory for the storage of certain variables used to
track the changes 1in head for each iteration of a timestep. No
timestep may exceed the number of iterations for which memory has
been set aside. Normally, selection of 100 or 200 iterations 1is
adequate. The wuser may wish to select a larger number when
simulations to steady state or with widely fluctuating stresses are
to be performed.
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The generalized format for this option is:
*DEFINE NITxxxx

where: =xxxx is the maximum number of iterations per timestep.
xxxx may be 100, 200, 300, 400, 500, or 1000.

Maximum number of specified-head nodes

The program keeps track of the location of and the net flow to or
from each specified-head node. The user must determine the maximum
number of specified-head nodes which will exist in the model, and
enter the appropriate option.

The generalized format for this option is:
*DEFINE NCHxxxx
where: =xxxx is the maximum number of specified-head nodes allowed

in the model. xxxx may be 100, 200, 300, 400, 500,
1000, 1500, 2500, or 3000.

Maximum number of active wells

The program maintains various arrays pertaining to the location
of and quantities being pumped from individual wells. The user must
determine the maximum number of wells to be used and enter the
appropriate option.

The generalized format for this option is:

*DEFINE NWxxxx

where: xxxx is the maximum number of pumping wells. xxxx may be
100, 200, 300, 400, 500, 750 or 1000.
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Transient leakage exponential terms

———

If the user intends to use the program with TRLEAK=.TRUE. for
transient leakage from confining layers, then he must determine the
size of the array to be allocated in subroutine CLAY. The size
equals the number of rows times the number of columns times the
number of "modes", where "mode" is the number of exponential terms to
use. The user must round this number up to the next higher multiple
of 1000 and enter the correct option. If transient leakage is not to
be used, enter the option with a value of 100.

The generalized format for this option is:
*DEFINE MODExxxxx
where: xxxxx is the result of the multiplication described above.
xxxxx may have any value from 1000 to 20000, and must

be a multiple of 1000. 1If transient leakage is not
to be used, xxxxx = 100.

Maximum number of hydrograph plots

The user may have the program produce time-head or time-drawdown
hydrograph plots at any node in the model. The maximum number of
hydrographs must be defined by this option. If observed hydrographs
are also to be plotted, the user must define the OBSHYD option,
described below, in addition to this option.

The generalized format for this option is:
*DEFINE NHGxx

where: xx 1is the maximum number of hydrograph plots. =xx may have
the values 10, 20, 30 or 40. If no hydrographs are to

~r <

L PN e -
ue PLuuu\,Ed, xx = 10.

Observed hydrograph plots

The user may choose to enter observed hydrograph data into the
model. The program will plot the observed values on the same axes as
the calculated values for the selected nodes. If observed
hydrographs are to be produced, this option must be defined:

*DEFINE OBSHYD
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Maximum number of list/map output cubes

Data which is read in data input Block 9 defines cubes for which
list and/or map output is to be produced. This option is used to
define memory allocated to the arrays which are used to support
output cubes.

The generalized format for this option is:
*DEFINE NCUxxx
where: xxx is the maximum number of output cubes. xxx may only

have the value 100. If this option is not selected, 50
will be the maximum number of output cubes by default.

Maximum number of symbol-value pairs in DATAIN

Program DATAIN allocates memory for storing the user—-defined
symbol-value pairs in data input Block 6. This space is allocated
only while the data entry overlay is memory-resident. The maximum
number of symbol-value pairs must be defined with this option.

The generalized format for this option is:

*DEFINE NSYMxxxx

where: xxxx may have the values 200, 400 or 1000.

Water—table problems in two dimensions

The program allows the use of two different water table options.
Tf a1l water table nodes reside in the top layer a two-dimensional
water—table cordition exists. If water table nodes reside in any of
the model layers a three-dimensional water—table condition exists.
The three-dimensional condition is the program default. If the user
wishes to use two-dimensional water-table conditions, then both BOT
(the bottom elevation of the water table layer) and PERM (the
hydraulic conductivity of the wunconfined cells) are treated as
two-dimensional variables. Otherwise, they are carried as
three—-dimensional variables.

To select two-dimensional water—table conditions,

*DEFINE 2DBTPRM

140



Unconfined water surface lists and/or maps

If the user is using three-dimensional water-table conditions,
this option is recommended. If the user defines RIVERS, this option
is mandatory. When selected, it will allow the printing of 1lists
and/or maps of the unconfined water surface. The array WSUR will be
maintained by the program for this purpose.

To select this option:

*DEFINE WSUR

Areal recharge to the top layer

The selection of this option will allow the recharge term, QRE,
to be included in the model.

To select this option:

*DEFINE RECH

Rivers

If the user intends to use the program's river routing and the
river leakage to and from the underlying aquifers, this option must
be selected. When selected, the user must also define WSUR.

To select this option:

*DEFINE RIVERS

End-of~file record

The last card in the UPDATE control block must be a Cyber
end-of-file record. The end-of-file format depends on the method
used to submit this job. If transmitting a card deck from a remote
job entry terminal, the end-of-file record consists of a record with
6, 7, 8, and 9 overpunched in card column one. If running
interactively from a teletype-equivalent terminal, using the Cyber
EDITOR, the end-of-file consists of the text "#EOF" in column one.
This record terminates the job.
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APPENDIX II: FLECS ~ Fortran language with extended

control structures

FLECS is a structured programming language, based on FORTRAN,
written by Terry Beyer at the University of Oregon. The control
structures available when using the FLECS pre-processor are
illustrated in figure II-1, excerpted from the FLECS User's Manual
(Beyer, 1975).

APPENDIX III: Input and output for example simulation—-—
two aquifer, steady—-state problem with

discharge wells and surface recharge

This appendix presents an example of the use of the computer code
to represent two aquifers separated by a confining layer
(fig. III-1). The example is the same one presented by Trescott
(1975, appendix IV).

The program used for the examples. in appendixes III, IV, and V
was compiled with the input deck listed in table III-1. The listings
in Appendixes VII and VIII were generated by a deck modified to
reduce cross-references by setting R=0 in line 230,

Both aquifers are 100 feet thick with a hydraulic conductivity of
N 0Nt fr/serc. Only vertical flow ie represented in the confining
bed. The lower layer is confined (artesian) and the upper layer is
unconfined (water table). No flow boundaries enclose the modeled
area and a specified-head boundary runs ggong one side of the upper
aquifer. A uniform recharge of 1.0 x 10 ft/sec is applied to the
surface. There is a discharging well in each of the two aquifers.
Table III-2 1lists the data used for this simulation. A detailed
description of data input is given in the body of the documentation.
The printout resulting from this simulation follows table III-2.
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Table III-1.--Input-deck to compile the program used in

Appendixes III, IV, and V

100=WRUH1COMPILEANDLOAD,T177,10177,P60,ST176,EL400.
110=ACCOUNT (0UUU0J0 , 00ULUUYDOL , 0VUL)
120=COMMENT.THIS DECK COMPILES A PROGRAM FOR
130=COMMENT.SIMULATING THE EXAMPLE PROBLEMS
140=COMMENT.IN APPENDIXES III,IV, AND V.
150=PURGE (OLDFILE,NMFD3D2020,ID=USGSPOS, PW=XR,NA=1,MR=0)
160=RETURN(OLDFILE)
170=ATTACH(OLDPL,NMFD3DOLDPL,ID=USGSPOS,MR=1)
180=UPDATE(Q,D,K,L=A13)

190=RETURN (OLDPL)
200=ATTACH(FLECS,NFLEC,ID=USGSPOS,MR=1)
210=FLECS (COMPILE)

220=RETURN(FLECS, COMPILE)
230=FTN(A,I=FOUT,R=2,0PT=2,PL=1000000)
240=RETURN(FOUT)

250=REQUEST(FD3D,*PF)

260=RFL(ECS=400)

270=MAP (FULL)

280=LIBRARY (METALIB)

290=FILE (BAKIN,SBF=NO)

300=FILE (BAKOUT,SBF=NO)

310=FILE (HDUMP,SBF=NO)
320=FILE(OBSFIL,SBF=NO)
330=LDSET(FILES=BAKIN/BAKOUT/HDUMP /OBSFIL)
340=LDSET(PRESET=ZEROQ)

350=LOAD (LGO)

360=NOGO.

370=CATALOG (FD3D,NMFD3D2020,ID=USGSP0OS, XR=XR,RP=999)
380=*%EOR :

390=*COMPILE SIPMN.ENDMN,SIPCM.ENDCM,SIPIN.ENDIN
400=*DLEFINE MF7000

410=*DEFINE 2020

420=%DFTINFE PLRONO

430=*DEFINE NITS00

440=*DEFINE NCH400

450=*DEFINE NU100

460=*DEFINFE MODE4000

470=*DEFINE NHG10

480=*DEFINE OBSHYD

490=*DEFINFE NSYM200

S00=*DEFINE WSUR

510=*DEFINE RECH

520=*DEFINE RIVERS

530=*EOR

540=%EOF
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Table 11I-2.--Input deck for simulation of two-aquifer, steadv-state

problem with discharpge wells and surface recharee

WRUHBEXANPLE,T77,1277,60L200,51176,P00.
ACCOUNT (0000000 , 0200000000 , 00NN)

LIBRARY(MEVALLY)

ATTACHCERID, NHEDID2020, [D=USGSPOS, KR=1)

RFL(ECS=200)
FO3D.

DIRECT(META, ,PRINIER)

SEUR
SCONTROL
SEND
SINLIST
NVPH=15,
NROw=20,
NCOL=20,
NLAYEK=2,
WIAbLE=,TRUE,,
$Y=0,0,
RCHRG=,TRUE.,
NPER=1,
NRHOP=S,
ITHAX=50,
CLSURE=.00U1,
DELX=20%10490,
DELY=20%1000,
FACTX=2%1,0,
FACTY=2%1.0,
EONd=,TRUE,,

SEND
HEADER
EXAMPLE N APPENDILIX
A FREE SURFACE ===--
END
SYMBOLS
HI 100,
BTHM 0.
TI 0.1
SO 0.0
K L.001
CH -1.0
acn SUUUUGLET
TK 0000001
2K 2000
2KY 2667
ONE 1
PHI 0
END

JAN 1980
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Table III-2.--Input deck for simulation of two-aquifer, steadv-state

problem with discharge wells and surface recharge - Concluded

3D InPUT

1 2 il H1 TI SO
1 TK
2 2 CH
2 BTM K
END
2D INPUT
2 .QRERCH
END
JUTPUT CUBES
1 2 DDN LST
1 2 CUBPHIMAP 2K2KYUNE
END
ENDOFCUBES
SHEWPP KP=1, TilAX=1,0, nNUMT=1, CboLT=1.0, DELT=24, SEND
SNEWELL  ROW=10, cou=s, LAYER=1, Q=-1.0, SEND
$NEvELL  kOw=10, CoL=15, LAYER=2, Wu=-1.0, SEND
SNE#WELL  ROW=0, SeNhND
SEOR
SEQF
EOF..
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APPENDIX IV: Input and selected output for example simulation:
two—aquifer problem with a limited-source boundary

to represent a stream

This appendix presents an example of the use of the computer
code to represent a stream whose discharge is small relative to the
intended stress. As in Appendix III, two aquifers are separated by a
confining layer (fig. IV-1). The specified-head boundary along one
side may represent a major stream whose discharge is large relative
to the intended stress.

The minor stream is represented with three reaches (fig. IV—%).
Reaches 1 and 2 are tributary to reach 3. Reagh 1 carries 3 ft7/s
into the modeled area. Reach 2 carries 2 ft~ /s into the modeled
area. Reaches 1 and 2 discharge into reach 3 which in turn
discharges into the major stream.

The card deck used to simulate a steady-state condition is shown
in table 1IV-1l. Multiple time steps are required because of the
explicit treatment of head-dependent source/sink boundaries. The
simulated steady-state condition is shown in the selected output
following table IV-l.

The second stage of the simulation imposes a stress on this
steady-state condition. The input deck for the second stage is shown
in table IV-2. The stress consists of three fells withdrawing water
from the aquifers and the diversion of 2 ft”/s from reach 1. The
response to the stress is shown by selected output following
table IV-2,
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River reach 3

Recharge

Specified-head
boundary
fmt

- e re
y/; chuifer/g/

7

/ 7
/ E9nfining Bed

7
// Aquifer 1

Figure I¥-1.--Schematic illustration of two-aquifer problem with a

head-dependent source/sink boundary defined to

represent a stream.
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Table IV-1l.--Input deck for steady-state stage of two-aquifer

problem with a head-dependent source/sink

boundary defined to repnresent a stream

WRUHASTEADYSTATS, T177,1077,80200,87176,P00,

accouxnt (UUVBYLVY , 000UO0VVLYY , UUD0)
COMMENT ., THLS DECK SIMULATES THE STEADY-STATE CONDITION

COMMENT  FOR THIE EXAYPLE I APPENDLL IV,

LIBRARY(METALLIB)

ATTACHCFD 3D, dMED302020, LD=USGSPOS, dR=1)

RFEL(£CS=200)

FILE(BAKIH, SBE=N0)

FLlLE(BAROUT, SBE=NO)
FILEC(HBUKP,SUE=H0)
LOSET(#F1LES=oAR TN/ BAKOUT/ZHDUNP)
FD30.

DIRECT(META, ,PRINTER)

CATALOG(BAROUT,RIVEKNUT, IU=USGSPUS, XR=Kk,RP=999)

SEOR

SCONTRUL
PHISET=.TRUE.,
SELRES=,TRUE.,
SEND
BAKIN BAKOUT ¥prF
SINLIST
NVPN=15,
NROw=20,
NCoL=20,
NLAYEKR=2,
WTABLE=T,
NPER=1,
MODPR=100,
NRHOP=S,
ITMAX=1V0,
CLSURt=1.0,
PELX=20%1000,
pELY=20x100v,
DebLZ=2%100,
HRAR R § Y
FACTY=2%1.0,
FACTZ=24,1E-0,
EQN4A=,TRU,,
SY(2)=vu.lS,
NR=3,
NRC=10,06,7,
NADD=3,3,0,
QHAX=23*1.0,

RIVER=18Y, 180, 175, 170, 15,

15R, 196, 159, 150, 145,
135, 130, 125, 120, 11y,

160, 155,
110,
110, 105,

THDX= 8,19, 9,18, 10,17, 11,6, 12,15, 12,14,
19,12, 18,12, 17,12, 1o,12, 15,11, 14,10,

13, v, 13, 8, 13, 7, 12, b, 12,

VK=23*+1.0k=-08,
RQ=3.9v,2.90,
SEND
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Table IV-1l.--Input deck for steady-state stage of two—aquifer

problem with a head-dependent source/sink

boundary defined to represent a stream - Continued

HEADER
¥ 8 K X EXAMPLE FOR APPENDIX IV & 4 % % TWO-AQUIFER PRIOULEM WITH HEAD-DEPENDENI
ROUNDARY DEFINED fU KREPRESENMDI A STREAM * ¥ x ¥

END

SYMHBOLS

Z1p 0

HO2 100
HO3 105
HO4 110
HOS 115
Ho0o 129
H07 125
HoB 130
09 135
H10 . 140
Hil 145
H12 150
Hi3 155
H14 160
H15 ib5
d16 170
Hi7 175
18 180
H19 185
TI 0,1
SO 0.0001
BT2 90

K 0.001
CH -1.0
TK 00000001
END
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Table IV-1l.--Input deck for steady-state stage of two—aquifer

problem with a head-dependent source/sink

boundary defined to represent a stream - Concluded

3D 1nPUT
2 Hu?2
3 Hu3
4 HU1
) HOS
6 HO6
7 Ho7
8 HOB
9 HU9
10 H10
11 Hit
12 Hi2
13 H13
14 H1i4
15 H15
16 Hi6
17 H17
18 H1g
19 H19
1 2 T1 SO
2 2 HO2 cH
2 KBT2
END

OUTPUT CUBES
1 2 CUBZIPLANM
END
ENDOFCUBES
SNEWPP KP=1, NwEL=0, IMAX=730000, NUMT=200, COLT=1.0, DELY=87600, SEND
SNEWRLV  SEND
SEOR
SEOF
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104300001°
10+300001°
10+300001°
10+300001°
10+30000T"°
10+300001°
10+300007°

10+300001°
10+300001°
10+300001"
T0+30000t1°
10+4300001°
10+30000%1°

10+4300001°
To+300001°
104300001°
10+30000°1°
10+300001°
10+300001°
T0+300001°
10+300001°
10+4300001°
104300001°

<=31vy
<=31IVvy
<=731vy
<=31vy
<=31vd
<=31vy
<=31vyd

<=3lvd
<=31vd
<=31lvd
<=31vid
<=31Vvy
<=31vy

<=31vy
<=31VvY
<=31vy
<=31Vvy
<=31vy
<=3.VvH
<=31vy
<=31vy
<=31vY
<=31vy

“IMTANI* XYW
"LOTANI®XVYNW
TLITANT® XYW
CLATANT® (VW
CIITINIC LYW
CIITANITXVYNW
CLATANI®KVR

CIIIANICXYN
CLATANICXVYN
SIATANT XYW
CLATINT XYW
CLOTANT XYW
SLATANICXVK

CTIATANI XYW
LAIANT XYW
LTSN (VK
CLAUTINI®AYW
CITIINI®AVH
CIATINICXYN
CLITANI® (VK
“LATANI® (UK
CLUTANICXVH
CINTINICAVR

L0=-300001°
L0=300001°
L0~300001°
Lo=3a0000t1"
Lo-300001°
Lo-300001"
L0-300001"°

L0=300001"°
L0-30000%1"°
Lo-300001"°
Lo-3000071°
L0~300001°
L0=-300001"

=°aNod
<=*aN0od
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<=39¥VYHISIA OA €
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