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THREE-DIMENSIONAL SIMULATION OF SPONTANEOUS RUPTURE: 

THE EFFECT OF NON-UNIFORM PRESTRESS 

by 
Steven M. Day 

Systems, Science and Software 
P. 0. Box 1620 

La Jolla, CA 92038-1620 
{714)453-0060 

Abstract 

We use a finite difference method to study crack propagation 
in a three-dimensional continuum, for conditions of both uniform and 
non-uniform prestress. The rupture criterion employed satisfies two 
fundamental physical requirements: it ensures finite stresses in 
the continuum and finite energy dissipation in crack extension. The 
finite-stress numerical simulations exhibit abrupt jumps in rupture 
ve 1 oc i ty when sharp changes in prestress are encountered on the 
crack plane, behavior analogous to that predicted theoretically for 
two-dimensional, singular cracks. For uniform prestress conditions, 
the slip velocity function is approximately a low-pass filtered 
version of that of a singular, constant rupture velocity crack. For 
non-uniform prestress, spatial variations of peak slip velocity are 
strongly coupled to spatial variations of rupture velocity. 

For uniform prestress and 1 ow cohesion, rupture ve 1 oc i ty is 
predicted to exceed the S-wave velocity in directions for which Mode 
II (inplane) crack motion dominates. A sub-shear rupture velocity 
is predicted for directions of predominantly Mode III (antiplane) 
crack motion. Introduction of stress heterogeneities is sufficient, 
in each of the three cases studied, to reduce average rupture 
velocity to less than the S-velocity, but local super-shear rupture 
velocities can still occur in regions of high prestress. Rupture 
models with significant segments of super-shear propagation 
velocities may be consistent with seismic data for some large 
earthquakes, even where average rupture velocity can be reliably 
determined to be sub-shear. 
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INTRODUCTION 

It is generally assumed that earthquake ground motion results 
from unstab 1 e s 1 i p accompanying a sudden drop in shear stress on a 
geologic fault. An important theoretical tool for studying such 
ground motion has been the so-called 11 dislocation 11 earthquake 
model. In this approach the earthquake is represented in terms of 
the displacement discontinuity, or "slip function," on the fault 
p 1 an e. The form of the s 1 i p f u nc t i on i s genera 11 y chosen on an 
intuitive basis, without rigorous analysis of the time-dependent 
stresses acting in the focal region. 

In contrast to dislocation models, "dynamic" earthquake models 
are those which take explicit account of the driving (tectonic) and 
resisting (frictional) stresses in the source region, and derive the 
resulting slip via the equations of motion. Such earthquake models 
generally lead to nonlinear, mixed boundary value problems requiring 
numerical methods for their solution. The three-dimensional case, 
in particular, presents formidable computational requirements. 

In this study, we present numerical solutions for the rupture 
and slip histories predicted by a dynamic earthquake model. We 
consider various conditions of both uniform and nonuniform 
prestress. Our objective is to obtain an improved theoretical 
understanding of potential rupture propagation effects on earthquake 
ground motion. The earthquake is modeled as a spontaneously 
propagating shear crack in a three-dimensional continuum, with 
rupture growth governed by a s 1 i p-weaken i ng fa i 1 ure criterion. The 
equations of motion are solved by a finite difference method. 

A number of studies have treated the three-dimensional dynamic 
problem of a propagating shear fault, with the simplification that 
rupture velocity is specified a priori rather than being derived 
from a failure criterion. These results are reviewed by Das (1981) 
and Day {1982). 

Numerical solutions for fixed rupture velocity dynamic faults 
have satisfactorily quantified some important three-dimensional 
geometrical effects such as the influence .of fault width on the slip 
function. In the 1 atter reference, for ex amp 1 e, c 1 osed-form 
approximations are developed for the dependence of final slip, slip 
rise time, and slip velocity intensity (i.e., the strength of the 
crack-edge velocity singularity) on fault width and length. By 
means of such relationships, the fixed rupture velocity dynamic 
models help establish physical interpretations for the purely 
kinematic parameters associated with the more routinely used 
dislocation earthquake models (e.g., Swanger, et ~' 1980). 
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Madariaga's (1977) analysis suggests that changes in rupture 
velocity of a propagating fault are the predominant source of 
high-frequency radiation. To gain a physical understanding of 
unsteady rupture propagation requires a "spontaneous rupture" 
dynamic model. That is, a failure criterion must be introduced into 
the numer i ca 1 s i mu 1 at ion so that rupture growth is determined as 
part of the ·dynamic so 1 uti on. Spontaneous-rupture dynamic mode 1 s 
have been studied in two dimensions, using both analytical solutions 
and numerical solutions. Freund (1979) provides a good review of 
this work. 

Three-dimension a 1 solutions for spontaneous shear cracks are 
very limited in number. Numerical solutions have been obtained by 
Day (1979), using the "slip-weakening" failure criterion (Ida, 1972; 
Andrews, 1976a), and by Das (1981) and Virieux and Madariaga (1982), 
using the "critical stress level" criterion (Das and Aki, 1977). 

In this paper, we first describe the conceptual and 
experimental basis for the slip-weakening rupture model and point 
out some of the uncertainties involved in applyi ng the model to the 
scale of geologic faulting. In the subsequent section, we apply the 
rupture model to obtain finite difference solutions for spontaneous 
rupture in a uniformly prestressed whole space. Then we turn to the 
effects of nonuniform prestress. We study finite difference 
simulations for three particular problems. In two cases, the 
prestress configuration consists of a single, isolated concentration 
of high stress on the fault plane. The third case consists of five 
separate stress concentrations, with intervening lower-stress areas. 

Our focus in the present paper is on the rupture process 
itself, particularly the dependence of rupture velocity and slip 
velocity, respectively, on prestress and fault strength. Our intent 
is to identify specific phenomena associated with rupture 
propagation which may be important for defining the seismic 
radiation. We deliberately treat problems involving only simple 
geometries, and make no effort to simulate the full range of 
complexity which might be present in the earth. 

An important further step will be to determine how the rupture 
phenomena identified in this study would be manifested in the 
radiated seismic signal. The slip histories obtained from the 
numeri ca 1 so 1 uti on s presented here are sufficient to synthesize the 
radiated wave field, and this issue will be considered in a 
subsequent report. 
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FAULT MODEL 

The model of faulting employed here follows that described by 
Day ( 1982), except that rupture is spontaneous, not prescribed a 
priori as in that study. In particular, we retain the approximation 
that faulting is confined to a single plane and that the continuum 
is linearly elastic everywhere outside that plane. In this model, 
any inelastic response of the fault zone must be approximated 
through a (nonlinear) boundary condition on the fault plane. We 
will use the terms 11 failure 11 and 11 rupture 11 interchangeably to denote 
loss of strength of the fault zone, without prejudice as to whether 
the actual process of faulting in the earth more nearly resembles 
frictional sliding on a discrete fault plane or fracture of intact 
rock. 

When an abrupt stress-drop is imposed on a crack in an 
otherwise linearly elastic continuum, the stress at the crack edge 
is singular. As pointed out by Andrews (1976a), this is true even 
though, in special cases, the traction acting on the crack plane may 
itself be non-singular. The basic assumption guiding our 
construction of a failure criterion is that material strength is 
finite so that shear stress concentrations near the crack edges must 
be bounded by some prescribed yield stress. As noted by Andrews, 
bounded stress must be accompanied by energy absorption at the 
rupture front as rupture extends. 

One way to avoid the stress singuarity is to posit a .. cohesive 
zone 11 just ahead of the crack edge in which slip is resisted by some 
distribution of cohesive tractions. Ida (1972) introduced the 
slip-weakening shear-crack model, in which the cohesive traction is 
assumed to depend only on the amount of slip across the crack. Ida 
analyzed the steady-state problem of a propagating, antiplane shear 
crack, for various functional forms of slip weakening. It was 
demonstrated that this model is equivalent to the Griffith criterion 
in its prediction of 

1

rupture growth, provided the zone over which 
the cohesive tractions act is small compared with the overall crack 
dimension. The specific fracture energy of the Griffith criterion 
was identified with the work done by the cohesive traction. 

In this study, we employ the slip-weakening model in the form 
given by Andrews (1976a), and illustrated in Figure 1, with some 
obvious generalizations to three dimensions. The shear traction 
vector.!. on the fault plane is limited in magnitude by a finite 
yield stress, 'Tu, which is greater than, or equal to, the initial 
equi l ibri urn value of traction, 'T 

0
• Slip commences at a point when 

necessary to prevent the magnitude of ~ from exceeding 'T u. This 
relative displacement is denoted ~' and has a path length denoted by 
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Figure l. Sketch of the sl ip-weJ.kening model. The curve 
represents the shear stress level on the fault 
required to sustain sliding, as a function of the 
slip path-length. 
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J, where d is given in differential form by dJ2 = ds•ds. The slip 
is assumed to weaken the fault plane at that poi n~ reducing the 
shear traction required to sustain sliding by an amount proportional 
to J. Finally, when J reaches a critical value, d0 , cohesion is 
considered to be destroyed, and further sliding occurs at a 
specified 11 dynami c fri ct i on 11 level, T f. 

We will define the dynamic stress drop, ~T, to be 
difference between the absolute values of shear prestress 
sliding frictional stress, 

the 
and 

(1) 

A second important quantity is a dimensionless ratio which Das and 
Aki (1977) call S, and which is a measure of how near the initial 
stress field is to failure. This ratio is defined by 

T U - T 0 s = 
~T 

(2) 

and S + 1 represents the stress change which occurs across the 
rupture front, normalized to the dynamic stress drop. 

This failure model satisfies the requirement that stress be 
everywhere finite. The energy dissipated in overcoming cohesion, 
per unit area encompassed by extension of the rupture, is denoted by 
2y. It is given by 

(3) 

and y can be interpreted as a specific fracture energy. 

Laboratory measurements of rock friction show slip-weakening 
behavior of this type. Dieterich, et a l. ( 1978) and Dieterich 
(1980) have measured time histories of-shear stress and slip during 
u nstab 1 e s 1 i p events induced on 1 apped sawcut s in 1 arg·e 1 aboratory 
samples (granite blocks, with long dimension on the order of 1 
meter). An example of these observations of unstable slip events, 
taken from the latter reference, is shown in Figure 2. Dieterich 
examined in detail the shear stress-displacement curves for several 
such events. He finds that the stress drop at the onset of rupture 
is not instantaneous. Instead, a finite slip of approximately 3 to 
5 microns is required before the residual sliding friction level is 
reached. The intervening stress-displacement behavior is very 
similar to that assumed in Figure 1 (see, for example, Figure 6 of 
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versus time, for an unstable slip event in granite (from Dieterich, 1980). 



Dieterich, 1980). These laboratory results lend support to the 
simple slip-weakening criterion as a reasonable model for unstable 
frictional sliding. We will proceed on the hypothesis that unstable 
frictional sliding, in turn, is a useful analogue for natural 
earthquakes with source dimensions on the order of hundreds to 
thousands of meters. 

From Dieterich•s data, reproduced in Figure 2, we can infer a 
representative value of S. This ratio lies in the range 0.0 to 0.5 
for the five stress recordings shown, S1 through S5. In our 
numerical experiments with uniform prestress, we will examine 
rupture propagation for two values of S in this range, S = 0.2 and 
S = 0 . 5. We cannot be sure, of course, that these values are 
representative of actual earthquake faulting. In fact, the 
numerical results in the next section suggest that, on the average, 
cohesive stresses are probably somewhat larger than implied by these 
values of S. 

We will also need an estimate for the fractional stress-drop, 
fl T / T 0 • Laboratory stick-slip experiments in rock give values of 
f1 T / T 0 of a few percent to a few tens of percent (e.g., Byerlee, 
1967; Scholz, et al., 1972; Dieterich, et al. 1980). In our 
numerical simulations-with uniform prestresS":- !:1 T / T 0 will be set to 
0.1. Actually, for a given value of fl T , the value of !:1T/ T0 has 
very little effect on the dynamic solution; it influences 
principally tne amount of slip which occurs in the direction 
perpendicular to the prestress direction, and this slip component is 
usually small in any case. The main importance of estimating 
fl T / T 0 , in the context of the slip-weakening model, is to guide our 
estimation of d0 • 

Laboratory results give us few guidelines from which to 
estimate d0 , apart from the qualitative one that d0 may be 
substantially larger for geologic faults than for laboratory faults 
since it appears to increase with surface roughness and gouge 
particle size (Dieterich, 1981). The numerical solutions for 
uniform stress will be nondimensionalized with respect to d0 • In 
the non-uniform stress simulations, however, we introduce a length 
scale into the problem; so we will have to assign numerical values 
to d0 • For the reason discussed below, we will use values of d0 
several orders of magnitude larger than the laboratory values, which 
range from roughly 2 x 10-6 meters to 2 x 10-4 meters 
(Dieterich, 1980). 

If we are to retain the analogy to frictional sliding, 
relatively large values of d0 appear to be required to prevent 
those stress components not relieved by slip on the fault from 
exceeding the failure stress. To see this, we perform a calculation 
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similar to one done by Andrews (1976a). For Mode III (antiplane 
strain) crack propagation, in which the shear stress component Tyz 
is relieved on the plane y =zero, Ida and Aki (1972) give the 
following expression for the unrelieved compon nt of shear stress on 
y = 0, '[ xz: 

. 
).lS 

T xz = 2R ( 4) 

where l.l is the shear modulus, uR is the rupt1re velocity, and s is 
the slip rate. Ida (1972) obtained a numerical estimate of the peak 
value of s for an antiplane crack in which TyziS limited by the 
slip-weakening criterion. His result can be w~itten as 

(5) 

where V is the slip velocity intensity for the so-called 
11 macroscopic 11

, or 11 large-scale 11 solution. That is, V characterizes 
the crack-tip velocity for the corresponding singular crack problem, 
and is defined by 

s - VE;,-1/2 

where E;, 1s distance behind the crack tip, and E;, is small compared to 
the overall crack length, but still exceeds the length over which 
the conesive stresses act. 

Although Equations (4) and (5) were der·ved for the antiplane 
problem, we will assume that they also provi e a rough estimate of 
maximum shear stress in the general case of ; shear crack in three 
dimensions. Day (1981) determined V numerically for propagating 
rectangular shear cracks in three dimensions, and found that V is 
limited by the narrow dimension of the crack, W. Using his 
approximation for V, 

v-~ !!u 
- 2 l.l R 

together with Equations (4) and (5), we find, ery approximately, 

Max. shear stress -
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Therefore, to ensure that the maximum shear stress does not exceed 
Tu, it is adequate that d0 obey approximately 

l!.TW - < T /l!. T ud
0 

u 
(6) 

For example, for a fault width of 4 km, a aynamic stress-drop of 10 
MPa (100 bars), shear modulus of 3.2 x 104MPa, S of 0.5, and 
fractional stress-drop equal to 0.1, the inequality (6) is satisfied 
for d0 of about 0.12 m or greater. This set of _parameters wou 1 d 
imply a fracture energy y of about 4. 5 x 105 Jm-Z, which happens 
to be very close to Aki •s (1979) estimate of 4 x 105 Jm-2 for 
tne specific fracture energy associated with stopping of rupture 
during the 1966 Parkfield earthquake. 

The above considerations should roughly apply even if we 
acknowledge that failure is probably not strictly confined to a 
plane. Then the interpretation would be that large values of d0 
are necessary in order for the specific fracture energy (which is 
proportional to d0 in our model) to adequately simulate energy 
loss through inelastic work in the continuum. It is obvious, 
however, that considerable uncertainty exists, both as to the 
numerical value and physical interpretation of the model parameter 
do· 
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UNIFORMLY PRESTRESSED FAULT 

Problem Description. We use the slip-weakening model to 
s i mu 1 ate spontaneous rupture in a uniform who 1 e space. The f au 1 t 
occupies the p 1 ane z = 0 and re 1 i eves the xz component of stress. 
Rupture starts at the origin and grows outward, and the fault slip 
is symmetric about both the x and y axes. The prestress, T 0 , 

strength, T u' frictional stress, T f, and the critical slip, 
d0 , are all constant on the plane z = 0. The continuum is a 
Poisson solid; that is, the ratio of the P-wave speed, a, to the 
S-wave speed, a, equals v""3. The fractional stress drop, 6.T/T 0 , 

is 0.1, although variations of 6.T/To would have very little effect 
on the numerical solutions. We will consider two values of S, 
S = 0.2 and S = 0.5. 

The relevant boundary value problems are solved using a 
three-dimensional finite difference method. The dynamic solution is 
explicitly time-stepped, and artificial viscosity is used to 
suppress any high-frequency oscillations in the solution caused by 
the numerical dispersion which is intrinsic to discrete numerical 
methods such as finite difference. As a further precaution, the 
slip velocity time-histories are post-processed with a low-pass 
filter to remove any significantly dispersed high-frequency 
components of the solution. 

Rupture Inception. Once started i n a uniform stress field, 
rupture proceeds spontaneously, without stopping, driven by the 
dynamic stress concentration at the fault edges. However, some 
additional mechanism is required to initiate rupture from the 
equilibrium prestress configuration. We might imagine, for example, 
that a relatively small area on the prospective fault plane has been 
weakened, and that the shear stress there falls from T 0 to T f. 
This initial crack then slides stably under a slowly increasing 
tectonic load. Eventually, a situation develops which is analogous 
to the c r i t i c a 1 crack i n e 1 as t i c fracture me chan i c s , and 
accelerating crack growth ensues. 

Our interest will be confined to the dynamics of faulting 
after the onset of instability, and we wi 11 not concern ourselves 
here with the quasi-static processes leading to instability. 
Instead, we will simply induce an instability artificially, as 
described later. However, in order to establish a fundamental 
length scale for the dynamic so l ution, it is useful to estimate the 
size of a critical static crack. For this purpose, we assume that 
the crack is initially circular. We further assume (only for the 
pre sent purpose, however) that, at the onset of i nstabi 1 i ty, the 
circular crack initially expands uniformly, retaining circular 
shape. To estimate the critical radius, rc, we seek a balance 

465 



between strain energy release rate and the energy dissipation rate 
at the crack edge, per unit increase in the crack radius. We start 
with Neuber's (1937) solution for the static slip on a circular 
shear crack in a Poisson solid: 

(7) 

where Soo is the static slip, u is the shear modulus, a is the shear 
wave speed, rc is the crack radius, and r is the distance from the 
crack center. The total "available" energy, E, is defined as the 
drop in strain energy due to crack formation minus the work done 
against friction, and can be calculated from Equation (7): 

E = (8) 
---==----7u 

The slip-weakening mechanism dissipates energy~ at the rupture 
front at the rate 

per unit increase in crack radius. The desired estimate of the 
critical radius is rc such that E-~ is stationary, which gives 

lTT u(S + 1) d0 
r c = 24 b T 

(10) 

For our dynamic simulations, we have induced an instability 
through the artifice of enforcing, within the focal region, a 
minimum rupture velocity equal to half the shear speed a (Andrews, 
1976b, used a similar method to start plane-strain shear cracks). 
The choice of this value for minimum rupture velocity is a 
compromise between approximating quasi-static crack inception 
(favored by rupture velocity approaching zero) and reducing 
computation time (favored by a high minimum rupture velocity). 

Numerical Results for Rupture Velocity. Because of the 
spatial uniformity of the problem, there is no intrinsic length 
scale apart from the critical crack radius (Equation (10)). We will 
present the numerical results in nondimensional form using rc as 
the fundamental length unit. Since the derivation of rc is 
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approximate, however, we will ignore the numerical factor 7n/24 in 
Equation (10). Then, distance x and time t, respectively, are given 
in terms of the nondimensional variables, x• and t•, by 

(S + 1) ~do 
X = 

~T 
x• 

( s + 1) ~ do 
t = t• (11) 

~T8 

Figure 3 shows contours of the rupture front at equal 
intervals of dimensionless time, t•, for the two values of S. The 
rupture front is defined to enclose reg i ons of the f au 1 t p 1 ane on 
which the s 1 i p has exceeded d0 • For both v a 1 ues of S, rupture 
propagation is most rapid in the direction of prestress, the x 
direction, and is least rapi d i n the y di r ection; this leads to 
roughly ellipt i cal rupture fronts. The f igure indicates that 
rupture acceleration is less r apid for the higher-strength case, 
S = 0.5, than for S = 0.2. 

Figure 4 shows rupture ve 1 oc it i es obta i ned from the numeri ca 1 
solutions along the two princi pal direction s . The velocities are 
shown as functions of hypocentral distance, for both values of S. 
The initial, flat parts of the curves represent the minimum rupture 
velocity, 0.5 a. As the minimum is exceeded , rapid acceleration of 
the rupture front occurs. Th is begins on the x axis (prestress 
direction) at dimensionless distance of abou t 0.7, and begins at a 
slightly greater distance along t hey axis. 

In the y direction, the r upture velocity smoothly approaches 
the shear wave velocity; for S = 0.2, the rupture velocity reaches 
0.95 a by the time the fault has propagated a dimensionless distance 
of about 5. Increasing the str ength increase s the distance at which 
a given rupture velocity is achieved, as shown by the curve for 
s = 0.5. 

In the x direction, accel eration is more rapid than in the y 
direction; for S = 0.2, the rupture reaches t he shear wave velocity 
at x•-:::; 1.5. For S = 0.5, the shear wave velocity is reached at 
x • ~ 3. 0. The rupture ve 1 oc i ty then 1 eve 1 s off somewhat, before 
accelerating rapidly again toward the P-w ave velocity, a. For 
S = 0.2, the rupture velocity reaches 0.9 a at x• ~ 3.5. The 
leveling off of the rupture veloc ity near the shear wave velocity is 
more pronounced for S = 0.5, and the acce l eration toward the P 
velocity occurs at greater distance. 
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Also indicated in Figure 4 are the distances along the x and y 
axes, respectively, at which a singular crack (i.e., the case 
S = oo), driven at u R = 0.5 s, first begins to accelerate 
spontaneously. These values are obtained analytically, using 
standard results for the energy release rate, G, at the edge of a 
circular crack growing at constant velocity (e.g., Richards, 1976). 
The energy release rate is a known function of crack radius, rupture 
velocity, and position on the rupture front; we simply equate G to 
twice the specific fracture energy, set the rupture velocity to 0.5 
s, and solve for crack radius. As was the case for the two 
numerical solutions for finite S, the singular rupture front begins 
accelerating first along the x axis (the prestress direction), and 
last along they axis. 

Once the crack starts accelerating, the analytic results for 
S =oo no longer apply. The dotted lines suggest the expected 
behavior of the singular crack, based on the approximation of using 
the self-similar circular crack solution for G after the onset of 
accelerating rupture. 

The most important aspect of Figures 3 and 4 is the prediction 
of rupture velocities exceeding the shear wave velocity for 
propagation in the direction of Mode II crack extension (x axis). 
On the other hand, rupture remains sub-shear in the direction of 
purely Mode III crack propagation (they direction). Das (1981) has 
obtained similar results using the critical stress level criterion 
of failure. 

The result that the Mode III rupture is sub-shear, but 
approaches the S-wave velocity asymptotically, agrees with 
two-dimensional analytical solutions for Mode III cracks (e.g., 
Kostrov, 1966). The prediction of super-shear rupture in the 
direction of prestress, for both S = 0.2 and S = 0.5, is in 
agreement with Burridge's (1973) two-dimensional analysis of Mode II 
rupture propagation for a finite-stress rupture criterion. The 
two-dimensional numerical solutions of Das and Aki (1977) and 
Andrews (1976b) also yield super-shear rupture velocities for values 
of S similar to those used here. Those studies have established, 
however, that for values of S exceeding approximately 1.63, Mode II 
rupture propagation is sub-shear. This result is expected to govern 
the three-dimensional solution, as well; so for substantially higher 
fault strength relative to t1-r, rupture velocity is expected to be 
sub-shear in all directions. 

Earlier we discussed some observations made by Dieterich of 
unstable slip events in granite blocks with dimensions on the order 
of a meter. Typical fault parameters observed in these experiments 
are (see Figure 2) t1-r ~ 0.2 MPa, S ~ 0.5, and d0 ~ 3 x 10-6 m. 

470 



Then, assuming u ~ 3 x 104 MPa for granite, we find that a 
hypocentral distance of 1 meter corresponds to a dimensionless 
distance x• of about 1.5. From Figure 4, we see that this is well 
within the range of sub-shear rupture velocity for S = 0.5. Thus, 
the numerical solutions indicate that rupture velocities will 
usually be sub-shear for similar experiments on this scale. This 
prediction is sensitive to the value of S, however; for S = 0.2, for 
example, a 1 meter distance corresponds to x• = 1.8, which, 
according to Figure 4, is close to the distance for transition to 
super-shear rupture, for this value of S. It is conceivable, then, 
that rupture velocity measurements on this length scale will 
occasionally exceed ~' for similarly prepared fault surfaces. 

Numerical Results for Slip Velocity. Normalized slip 
velocities along the x and y axes are shown in Figure 5. These have 
been low-pass filtered to attenuate Fourier components with 
(nondimensional) periods shorter than about 0.6. The figure shows 
that the peak (low-passed) slip velocity increases with focal 
distance. The increase appears to be simi 1 ar in form to the Vr 
increase found analytically for circular, fixed rupture velocity 
models (Kostrov, 1964). Peak slip velocity, at a given focal 
distance, is higher on the y axis than on the x axis. This 
azimuthal variation is qualitatively explained by the Burridge and 
Willis (1969) solution for the slip s on a self-similar, expanding 
elliptical crack: 

s 
2 2 1/2 

C ~T~ (t2 X y ) - -:-2- -r 
u \.) \.) 

X y 

(12) 
2 2 2 

H(t - T- y2 ) 
UX Uy 

where C is a constant and u x and u are the rupture velocities 
in the x and y directions, respective1y. This expression predicts 
that peak (low-passed) slip velocity, on the y axis will approach 
(uxfuy)1/2 times the peak slip velocity at the same focal 
distance on the x axis. At x' = 5.7, this accounts for about half 
the observed difference in peak velocity between the two azimuths. 
The discrepancy is not surprising, considering that Equation (12) 
strictly applies only to singular cracks and for constant rupture 
velocities, with u x less than the Rayleigh wave velocity and uy 
less than the shear velocity. 

The overall shapes of the slip velocity curves are similar to 
those for the self-similar solution (Equation (12)). That is, they 
are roughly low-pass filtered square-root singularities. In fact, 
the peak slip velocities in Figure 5 are very close to what one 
would predict from low-pass filtering the self-similar solution 
(which has singular stress) using the same short-period cutoff that 
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was applied to our numerical solutions. The finite stress condition 
incorporated into the numerical solution apparently does not 
substantially reduce peak velocity, relative to singular-stress 
crack solutions, within the frequency band preserved by the present 
numerical solutions. Scaled to ~T = 10 MPa, 
u = 3.24 x 104 MPa, s = 3.46 km/sec, and (S + 1)d0 = 0.12 m, 
the upper frequency cutoff for these ca 1 cu 1 at ions wou 1 d correspond 
to about 15 Hz, and the maximum hypocentral distance represented in 
Figure 5 would correspond to about 2.25 km. 

These results show that the expression (Tu - Tf)S/u does 
not necessarily provide a good estimate of peak slip velocity, as 
has been hypothesized previously (for example, Del Mar Technical 
Associates, 1978). Figure 5 shows peak slip velocities as high as 
five times this estimate, and these must be interpreted as 1 ower 
bounds since the computed velocities have been low-pass filtered. 
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FAULTS WITH NON-UNIFORM PRESTRESS 

Introduction. There is growing evidence that spatially 
inhomogeneous stress changes are a prevalent feature of 
shallow-focus earthquakes (for example, Hanks, 1974; Kanamori and 
Stewart, 1978; Hartzell and Brune, 1979; Bache, Lambert and Barker, 
1980). Such variations in stress-drop, plus the likely variability 
of frictional strength along faults, may be expected to give rise to 
irregularities in rupture velocity. Madariaga•s (1977) analysis 
suggests that such rupture velocity . v ari at ions may be the 
predominant source of high-frequency radiation from propagating 
faults. Clearly, it is important to improve our understanding of 
rupture propagation and its relationship to non-uniformities in the 
stress field. 

In this section, we describe numerical simulations of 
spontaneous rupture propagation in the presence of localized stress 
concentrations. Three particular problems are considered. In two 
cases, the prestress configuration consists of a single, isolated 
concentration of high shear stress on the fault plane. In both 
cases, the high-stress patch is embedded in a lower regional stress 
field. The third case consists of an array of five separate stress 
concentrations with intervening lower-stress zones. 

The fault parameters used in the three simulations are given 
in Table 1. The strength, T u, sliding friction T f, and critical 
slip, d0 , are all held constant; only variations of To are 
considered. The elastic properties, for all three simulations, are 
a= 6.0 km/sec, a = 3.46 km/sec, and u = 3.24 x 104 MPa. In each 
case, rupture is induced in a high-stress region centered at the 
origin. The fault then propagates in the z = 0 plane, and relieves 
the x,z stress component. In Problems I and II, rupture growth was 
permitted to stop spontaneously. In Problem I I I, rupture growth 
decelerated considerably as it progressed into the low-stressed 
region, but still reached pre-specified strength barriers which 
delimited a 6 km x 18 km rectangular region. 

Problem I. Figure 6 shows the geometry for Problem I. The 
high-stress patch (AT= 10 MPa) is circular, with a radius of 1400 
meters. Outside this radius, the fault plane is uniformly 
prestressed at the sliding friction level (AT= 0). 

Figure 7 shows rupture-front contours at 0.3 second intervals 
of time. The rupture accelerates rapidly over the prestressed 
patch, then abruptly decelerates as it breaks into the zero 
stress-drop region. In the y direction, deceleration is very 
abrupt, and the fault penetrates only about 150 meters beyond the 
edge of the stress concentration. In the x direction, however, the 
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Table 1. 

FAULT PARAMETERS FOR NON-UNIFORM PRESTRESS SIMULATIONS 

Problem 

Number 

I 

I I 

I I I 

0.10 

0.10 

0.08 

'I 
u 

(MPa) 

102 

102 

102 

'If 

(MPa) 

90 

90 

90 

475 

Max 'I 
0 

(MPa) 

100 

100 

100 

Min 'I 
0 

(MPa) 

90.0 

92.5 

92.5 



y 

Figure 6. Fault geometry for non-uniform prestress Problem I. 
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Figure 7. Rupture front contours obtained from the numerical solution 
to Problem I. The rupture front is shown at 0.3 second 
intervals. The fault stops spontaneously after l .5 seconds. 
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fault penetrates about 500 meters into the low-stress region. After 
1.5 seconds, rupture growth has ceased. 

Figure 8 shows both peak slip velocity (low-passed, 5 Hz 
cutoff) and rupture ve 1 oc i ty a 1 ong the x axis. Rupture ve 1 oc i ty 
accelerates rapidly throughout the stress concentration as we would 
predict on the basis of the uniform prestress solution. The shear 
wave velocity is reached at a hypocentral distance of about 800 
meters, and rupture velocity is then super-shear until reaching the 
edge of the stress concentration. When the fault breaks into the 
lower-stress region, rupture velocity drops immediately to about 
1 km/sec, and rupture growth finally stops spontaneously. The 
gradual stopping of rupture in a region of zero dynamic stress-drop 
is in qualitative agreement with the predictions of Husseini, et al. 
(1975), which were based on an antiplane strain crack model. -----

It is known, from the analytical results of Eshelby (1969), 
for example, that crack edges have no inertia, in the case of 
singular cracks. That is, rupture velocity responds instantaneously 
to changes in driving stress. The rupture velocity drops abruptly 
in our numerical solution as well, after rupturing through the 
stress concentration. Thus, the finite-stress numerical fault model 
exhibits a lack of inertia similar to that predicted by classical 
fracture mechanics. 

The rupture velocity given in Figure 8 is the local, or 
11 tangent .. , rupture ve 1 oc i ty. That is, it is obtai ned from the 
gradient of rupture arrival time. While the tangent rupture 
velocity exceeds the shear wave velocity over a significant area of 
the fault, the average, or 11 secant 11

, rupture velocity is always 
sub-shear in this problem. That is, at any point along the x axis, 
the hypocentral distance divided by rupture arrival time is less 
than a for this simulation. 

Peak slip velocity roughly parallels the shape of the rupture 
velocity curve in Figure 8. The initial increase in peak slip 
velocity with hypocentral distance is expected from our results for 
the uniform prestress problem. When the rupture velocity 
decelerates after breaking through the stress concentration, the 
peak slip velocity also decreases. 

Problem II. This case, sketched in Figure 9, differs from the 
previous one only in having a non-zero dynamic stress-drop 
(~-r = 2.5 MPa) outside the area of stress concentration 
(~-r = 10 MPa). Figure 10 shows rupture front contours for this 
case. Fault growth again stops spontaneously in this case. This 
spontaneous arrest of rupture occurs in spite of the fact that the 
prestress everywhere exceeds dynamic friction. As in the previous 
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Figure 10. Rupture front contours obtained from the numerical solution 
to Problem II, shown at 0.3 second intervals. Fault growth 
stops spontaneously at approximately 2.1 seconds. 
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case, rupture growth decelerates outside the stress concentration, 
but overshoots further into the lower-stress region than was the 
case in Problem I. The overshoot distance is 600 meters in the y 
direction and 1500 meters in the x direction, compared to the stress 
concentraton radius of 1400 meters. 

Rupture velocity and peak slip velocity along the x axis are 
shown in Figure 11. Local rupture velocity is super-shear near the 
edge of the stress concentration, peaking at about 4 km/sec, and 
drops abruptly to about 1 km/sec after breaking through the stress 
concentration. It then recovers to about 1. 7 km/ sec before smoothly 
decelerating to zero. Secant rupture velocity is everywhere 
sub-shear. The peak slip velocity mirrors this behavior of the 
local rupture velocity, again demonstrating the strong linkage 
between the two quantities. 

Problem I I I. The problem geometry for this case is sketched 
in Figure 12. Each of the five high-stress areas (6-r = 10 MPa) is 
square, with dimension 2250 meters, and they are symmetrically 
disposed about the hypocenter. The remainder of the plane is 
low-stressed (6-r = 2.5 MPa), and each low-stress area between stress 
concentrations is 1050 meters in width. 

Figure 13 shows the rupture front contours at 0.1 second 
intervals. A fairly complex pattern of rupture emerges. Along the 
y axis, for example, rupture stops shortly after 1 second. As 
rupture advances on the other parts of the fault plane, however, the 
stress concentration along the y axis increases, causing rupture 
propagation to recommence at about 1. 8 seconds. Along the x axis, 
rupture accelerates rapidly as it breaks each high-stress patch, and 
decelerates between patches. At 1.1 seconds, and then again at 1.9 
seconds, the rupture front "jumps", 1 eavi ng unbroken areas behind, 
which subsequently break. 

Figure 14 shows the peak slip velocities and rupture 
velocities along the x axis. The close relationship between max1mum 
slip velocity and rupture velocity is especially evident here. The 
dashed portions of the rupture velocity curve represent regions that 
ruptured out of sequence as the rupture front jumped ahead to a 
high-stress patch. 

We note that apparent local rupture velocities in excess of 
the P-wave velocity occur at the edges of the stress 
concentrations. Of course, the secant rupture velocity (hypocentral 
distance divided by rupture travel time) is everywhere less than the 
P-wave speed, as required by causality. On the other hand, the 
secant rupture velocity does slightly exceed the S-wave velocity at 
some intermediate points along the x axis. Over the entire fault 
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length, however, the secant rupture velocity is slightly sub-shear, 
equaling approximately 0.95 a. · 

The mean value of the dynamic stress-drop over the entire 
6 x 18 km fault in Problem III is about 4.2 MPa. We have defined S 
for the u n i form s t r e s s c as e as the rat i o of the co he s i v e stress 
(Tu - T0 ) to the dynamic stress-drop ~T; if we take the ratio of 
spatial averages of these quantities for the non-uniform stresses of 
Problem III, we get a value of about 1.8. This value is 
considerably higher than the values for S of 0.2 and 0.5 used in the 
uniform prestress s i mu l at ions. As a result, the average rupture 
velocity has been reduced from well above the shear wave speed for 
the uniform stress case to about 5 percent below the shear wave 
speed for the non-uniform prestress case. This result can be 
compared with the theoretical results cited earlier which predict 
sub-shear rupture velocity when S exceeds 1.63. It is interesting 
that the theoretical predictions, which were based on 
two-dimensional formulations and uniform stress conditions, are in 
reasonable accord with the gross average behavior of the 
three-dimensional, non-uniform stress model. 
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DISCUSSION 

We have used a finite difference method to study crack 
propagation in a three-dimensional continuum, for conditions of both 
uniform and non-uniform prestress. The model of rupture which was 
employed satisfies two fundamental physical requirements: it 
ensures finite stresses in the continuum, and it dissipates energy 
in the course of crack extension. Furthermore, the rupture model 
agrees reasonably well with available laboratory measurements of 
unstab 1 e s 1 i p events although sea 1 i ng of the mode 1 parameters to 
natural earthquakes presents large uncertainties. 

In some respects, the behavior of our three-dimensional 
finite-stress numerical simulations resembles that predicted by 
two-dimensional singular-stress crack models. We observe an abrupt 
jump in rupture velocity after rupture of a stress concentration, 
for example, which agrees with the prediction of the singular theory 
that crack edges lack inertia ( Eshe l by, 1969) • When the dynamic 
stress-drop outside the stress concentration was increased from 0 
(Problem I) to 2. 5 MP a (Problem I I) , the magnitude of the rupture 
velocity jump diminished slightly, but a finite jump still occurred 
instantaneously (within the resolution of the numerical solution). 

Also foreshadowed by classical fracture mechanics, at least 
qualitatively, is the strong coupling which we find between rupture 
velocity and peak slip velocity for the non-uniformly prestressed 
fault simulations. Analytic solutions (for example, Freund, 1979) 
for the elastic field in the vicinity of a propagating crack-tip 
singularity give a slip velocity singularity whose intensity is 
proportional to two factors. The first of these is a functional of 
the whole rupture hi story of the crack, and can generally be found 
only from numerical solutions similar to ours; the second factor, 
however, increases monotonically with the instantaneous rupture 
velocity. 

In other respects, the behavior of our finite-stress numerical 
simulations is quite different from the behavior of the singular 
models. An important result to emerge from this and earlier 
theoretical studies of finite-stress shear crack propagation (e.g., 
Burridge, 1973; Andrews, 1976b; Das and Aki, 1977; Burridge, Conn 
and Freund, 1979) is the recognition that rupture velocities in 
excess of the shear wave velocity may be possible when cohesive 
stresses are sufficiently low. In this study, we have established 
the applicability of the earlier two-dimensional results to the 
three-dimensional problem of mixed-mode shear crack propagation. 
Specifically, super-shear rupture velocity is predicted for 
low-cohesion cracks in directions for which Mode II (inplane) crack 
motion dominates, while sub-shear velocity is predicted for 
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directions of predominantly Mode III (antiplane) crack motion. Das 
(1981) has obtained a similar result using a different finite-stress 
rupture criterion (the 11 Critical stress level 11 criterion) and a 
different numerical method (the boundary integral equation method). 

The theoretical work cited above has demonstrated that rupture 
velocity becomes sub-shear if the cohesive stress is sufficiently 
high, i.e, if the dimensionless strength parameter S defined in the 
text is less than about 1.6. The numerical results presented here 
demonstrate that average rupture velocity can be reduced to the 
sub-shear level by another mechanism as well -- the introduction of 
stress heterogeneities. Furthermore, segments of a fault can 
rupture at super-shear veloci ty while the average rupture velocity 
remains sub-shear. The latter phenomenon was observed in all three 
of the non-uniform prestress simulations studied. 

The numerical results indicate that the possibility of 
super-shear rupture velocity in rock depends on how near the average 
prestress is to some 11 failure 11 stress (which need not be identified 
with the laboratory streng th as measured on small, homogeneous 
samples of intact rock). Thus, detailed study of rupture 
propagation velocity and its spatial variability, for a given event, 
could provide important i nf ormation on the stress levels acting in 
the fault zone immediately prior to failure. Several studies have 
inferred super-shear rupture velocities for earthquakes (e.g., 
Kanamori, 1970; Douglas, Hudson and Marshall, 1981). These results 
may be evidence for prestress levels relatively close to failure. 
Super-shear rupture velocites have also been reported for laboratory 
stick-slip experiments (e.g., Wu, Thomson and Kuenzler, 1972; 
Johnson, Wu and Scholz, 1973). In the laboratory studies cited, 
stick-slip was preceded by stable sliding; it may be that the 
occurrences of super-shear rupture velocity reflect a weakened state 
associated with this stable sliding phase, rather than reflecting 
the static strength of the fault. On the other hand, Das and Scholz 
(1981) have cited evidence from earthquake aftershock occurrences, 
for several events, which suggests the presence of stress levels 
very close to failure even off the plane of main-shock faulting. 

Most seismic studies of rupture velocity only estimate its 
average value. Thus, it is possible that a rupture mechanism 
analogous to our Problem III simulation occurs commonly in nature. 
That is, some fault segments in large earthquakes may rupture at 
super-shear velocities, even though most reported rupture velocity 
determinations are less than the shear wave velocity (e.g., Geller, 
1976). In fact, Wu and Kanamori (1973) prefer such a mechanism for 
the 1965 Rat Island earthquake. They infer from seismic surface 
wave observations that the event had an average rupture velocity of 
4 km/sec. At the same time , their analysis of seismic body waves 
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led to a multiple event interpretation; the inferred rupture 
v e 1 o c i t i e s for the i nd i vi d u a 1 sub-events were i n the range 5 • 1 to 
6.7 km/sec, values approaching the P-wave velocity. Actually, our 
numerical simulations show that even supersonic (greater than the 
P velocity) rupture velocities may be physically admissible for 
individual sub-events of an earthquake, even though causality 
demands that its average rupture velocity be subsonic. 

Even the relatively simple prestress configurations studied 
here result in fairly complex rupture histories. An important 
further step will be to examine their effect on the radiated seismic 
signal. The radiated wavefield can be synthesized using the slip 
histories obtained from these numerical simulations, and this issue 
will be considered in a subsequent study. 
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ABSTRACT 

General expressions for energy radiated from seismic sources in linear elastic 
bodies are illustrated and clarified by examining the energy radiated from two 
simple sources: a spherically symmetric source and a constant stress drop 
(crack) fault model. Calculations with the spherical source demonstrate that 
the point source approximation for the radiated energy is not asymptotic in the 
sense that it does not approach the actual radiated energy for small source di­
mension. Comparison between the energies radiated from the spherical source 
for a ramp time function and for a modulated ramp demonstrate that the modula­
tion is not effective in increasing the total radiated energy even though it 
does cause a peak in the spectrum of the farfield particle velocity at the char­
acteristic frequency of the modulation. For a/cT>2, where a is the radius of 
the spherical source, c is the wave speed and T is the rise time, the strain 
energy change overestimates the radiated energy by less than a factor of two. 
The simple fault model is used to examine further the circumstances for which the 
radiated energy can be predicted adequately from the knowledge of the difference 
between the static end states. The conditions given by Rudnicki and Freund 
(1981) are shown to generalize the assumption of Orowan (1960) that the final 
stress on the fault equals the dynamic friction stress. 
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INTRODUCTION 

Rudnicki and Freund (1981) have recently examined representations for the energy 
radiated by seismic sources in linear elastic, isotropic, homogeneous solids. 
The purpose of this examination was to clarify the nature of seismic energy ra­
diation and to illuminate its origin in seismic faulting without making any un­
necessarily restrictive hypotheses about the source of radiation. Hence, far­
field representations of the radiated energy were obtained for any source de­
~ribable by a moment density tensor. Fault surface representations were ob­
tained without making any assumptions about the behavior of the fault surface 
tractions and particle velocities or the relation between them. 

In this paper, the meaning of the general expressions for radiated energy is il­
lustrated and clarified by detailed examination of two very simple models of 
seismic sources: a spherically symmetric homogeneous source and a constant 
stress drop (crack) fault model with uniform fault surface tractions. A spheri­
cally symmetric source is obviously not an appropriate model for seismic fault­
ing. Nevertheless, it has been frequently used to discuss radiated seismic en­
ergy (e.g. Yoshiyama, 1963; Bath, 1966; Randall, 1964, 1973) because simple 
evaluation of the radiated energy is possible. Although numerical analysis is 
routinely used to study more realistic fault models, the quantities necessary to 
evaluate the radiated energy, fault surface tractions and particle velocities or 
farfield particle velocities, are often difficult or expensive to compute accu­
rately. More importantly, many of the general features of energy radiated from 
the spherical source model also apply to radiation from a fault although the de­
tails are, of course, different. In addition, an important advantage that the 
spherical source model has over many simple dislocation models, for example, 
that of Haskell (1964), is that the strain energy change is bounded so that it 
is possible to make a nontrivial assessment of the amount of energy radiated 
relative to the total amount available. 

Because, as already noted, the geometry of the spherical source model is not ap­
propriate for a realistic model of faulting, some features of energy radiation 
from constant stress drop (crack) models are also examined. Specifically, the 
results of Rudnicki and Freund (1981) concerning the circumstances in which the 
radiated energy can be estimated from the difference between the static end 
states are examined in terms of the simple fault model of Orowan (1960). It is 
shown that the conditions given by Rudnicki and Freund (1981) are a generaliza­
tion of Orowan's (1960) assumption that the final stress on the fault equals 
the dynamic friction stress. 

The paper begins by reviewing the results of Rudnicki and Freund (1981). Then, 
results on energy radiation from the spherical source and simple crack models 
are presented. Finally, the relation between a static estimate of radiated 
energy and some simple dynamic estimates used to interpret seismic observations 
is discussed. 
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RESULTS FROM RUDNICKI AND FREUND 

Farfield Representations 

Rudnicki and Freund (1981) adopt the following definition of radiated energy: 

E = 
R 

r 
J 
s 

r n .a . . ~. l dSdt 
L. J ~J ~ 

(1) 

where u. is the displacement measured from some initial static state, a .. is 
~ . ~J 

the stress associated with u., the superposed dot denotes the time rate of 
~ 

change, S is a spherical surface of radius r centered at the source, and ~ is 
the unit normal to S directed toward the source. The integrand of (1) is the 
rate at which work is done by material inside S on material outside S. In gener­
al, the integral in (1) will depend on the radius r at which it is evaluated. 
However, for r >> i, where i is a characteristic source dimension, the stress 
and particle velocity for elastodynamic sources typically satisfy 

u. 
~ 

-1 
0 (r ) , a . . 

~J 
(2) 

as r ~ oo in any fixed direction. Because the element of area dS can be written 
2 

as dS = r dO where d O is an element of solid angle, (1) can be expected to have 
a finite nonzero value as r ~ oo • 

Although the representation (1) gives a clear conceptual meaning to radiated 
energy as the total energy flow from the source, it is not amenable to direct 
measurement. However, if in addition to (2), the stress and particle velocity 
are related by 

. -2 
0 .. n. + p(~ · ~)n;cd + p(~ · u)m.c = O(r ) 
~J J -'- ~ ~ s 

(3) 

as r ~ 00 in any fixed direction, then the radiated energy can be expressed as 
00 

r r . 2 ~) 2 ]dSdt (4) ER p[cd (I} ~) + c (m s ~ 

-oo s 

where p is the density, cd and cs are the dilatational and shear wave speeds, 

respectively, and ~ is the unit tangent vector to S in the direction of the shear 
traction on S, that is, 

mj(nkokimi) = nioij - nj(nkokin£) on S. 

Of course, (4) applies only for isotropic solids. Rudnicki and Freund (1981) 
demonstrate that (3) is satisfied for all sources that can be characterized by 
a moment density tensor. 

The radiated energy, as represented by (4), can, at least in principle, be deter­
mined by observations. Farfield particle velocities can be observed and used to 
estimate the integral (4). Despite the practical difficulties that may be in­
volved in such a procedure, it is significant that the radiated energy can be 
measured, since observations in the farfield are not sufficient, even in 
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principle, to reconstruct the complete spatial variation of the moment density 
tensor (Kostrov, 1968; Aki and Richards, 1980). The integral (4) can, of 
course, be estimated in the nearfield, but, in this case, the representation 
(4) is not equivalent to (1) and the interpretation of (4) as energy outflow 
from the source is lost. Note, however, that because farfield particle velo­
cities and, hence, the radiated energy cannot, in general, be expressed in 
terms of the seismic moment tensor, one can infer that the radiated energy 
contains information that is not available even if the complete time variation 
of the seismic moment tensor is known. Furthermore, the Parseval identity can 
be used to express ER in terms of the Fourier transforms of the particle velo-

cities. These properties make the radiated energy an attractive quantity for 
characterizing seismic sources. 

Practical difficulties that arise in making empirical estimates of ER are, how­

ever, substantial. A good estimate requires tnat the particle velocities be 
observed over a sufficiently large angular range. Moreover, corrections for 
path effects, finite boundaries, and differing distances of observation points 
from the source must be made. Nevertheless, this procedure apparently was used 
by Gutenberg and Richter (1942) to establish a relationship between radiated 
energy and magnitude although several authors (e.g. Brune, 1970; Vassiliou and 
Kanamori, 1982) have remarked that the precise significance of this relationship 
is unclear. However, because of the difficulties mentioned, it may often be 
convenient to approximate the source as a point. More precisely, in the point 
source approximation attention is restricted to wavelengths that are very much 
greater than source dimensions. In this case, the radiated energy can be ex­
pressed in terms of the moment tensor Mij(t) and, in particular, Rudnicki and 
Freund (1981) have shown that the radiat~d energy is given by 

00 

I 

+ 3 M~. (T ) 
lJ s 

f 2M~ . (Td)M~ . (Td) + -3
5 

lJ . lJ 

M~. (T ) dt 
lJ s 

(5) 

where Td = t- r/cd, T = t- r/c and M~. = M .. -A .. ~k/3. For a fault source 
s s lJ lJ , lJ-l< 

that is a planar surface SF of sliding discontinuity, the only nonzero components 

of Mij are M12 = M21 = M(t) where 

M(t) (6) 

~ is the shear modulus and the coordinate axes have been chosen so that the slip 
6u is in the x

1 
direction and x

2 
is normal to the fault plane. In this case (5) 

reduces to 

E = 
R 

1 
5 

lOnpc 
s 

co 

-co 

co 

(7) 

-co 
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Despite the simplicity of the point source approximation, calculations with the 
spherically symmetric source described later indicate that although this may 
be an adequate approximation for displacement values, it has deficiencies when 
applied to the radiated energy. 

Fault Surface Representations 

The previous expressions for the radiated energy (with the exception of (7)), 
apply for general types of sources and are useful for making estimates of the 
radiated energy from observations. To assess the physical origin of the radiated 
energy it is necessary to have representations that relate to the nonelastic 
processes at the source. If the source has the structure of a propagating crack, 
Rudnicki and Freund (1981), following Kostrov (1974), have shown that the radi­
ated energy can be expressed as 

-6 u- 0 . . n . u . d Sd t -
lJ J ]_ 

co 
(' 
I 

F(t) dt (8) 

where, for convenience, it has been assumed that the initial stress is zero 
(Rudnicki and Freund (1981) show that the initial stress does not contribute 
to the radiated energy). In (8) 6U = Uf. 

1
-u ... 

1 
is the change in strain 

lna lnltla 
energy of the 
where SF is a 
edges) and n. 

]_ 

body; the second term is the work of the fault surface tractions, 
surface coinciding with the fault surfaces (excluding the extending 
is the unit normal pointing into the adjacent material; and F(t) 

is the energy flux to the extending fault edges. 
defined as (Freund, 1972a; Kostrov, 1974) 

More precisely, F(t) is 

F(t) = lim 
s

0
-. o 

r J 
0 .. n.u. + 

lJ J ]_ 

:-1 1 l ' 
1 - u + - pu u i v ; d S 
'--· 2 ° ij ij 2 i i _j , 

(9) 

where So is a tube enclosing the fault edges and v is the local velocity of the 

fault edge. Although the strain energy change depends only on the static end 
states, the other two terms depend on the details of the dynamic rupture process. 
Hence, as is to be expected, E cannot, in general, be determined from the static 
end states. R 

If the fault extension occurs quasistatically, no energy is radiated and (8) 
reduces to an expression for the strain energy change 

0" co 

r r (' 

6U 
I r • 

dSdt F
0

(t) dt (10) I L0 .• n. u. Jo -.. 
-co SF 

lJ J ]_ 
- co 

where the subscript "O" denotes the value during quasistatic propagation. Sub­
tracting (10) from (8) yields a revealing formula for the radiated energy: 
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00 00 

I I r [ [ n . o . . u . J 
0 

- [ n . a .. u . ] ] d Sd t + 
J ~J ~ - J ~J ~ . 

[F
0
(t) - F(t)] dt 

-eo -oo 

The source of radiated energy is the difference in the work rate of the fault 
surface tractions during quasistatic and dynamic extension (first term) and the 
difference in the energy flux to the fault edge during quasistatic and dynamic 
extensio~(second term). An alternative expression for the radiated energy 
that is essentially the form given by Kostrov (1974, eq. 2.26) can be obtained 
by integration by parts of the first term in (11) (permissible because the 
fault surface tractions are bounded) and noting that the integrated portions 
vanish because the static end states are fixed . The result is 

(X) 00 

r r 
I 

r 
.: [F

0
(t)- F(t)J dt . [[n.~ .. u.] - [n.~ .. u.]

0
] dSdt + 

- J ~J ~ J ~J ]_ 
-oo -oo 

This form makes evident that there is no contribution from the first term in 
(11) and (12) if the fault surface tractions are time independent. Also, if 
an average fault surface traction (a n ) is defined by 

ij j ave 

00 

r 
J 

-oo 

r 
I 

s 
F 

. , 
[a .. n.u . .Jo dSdt 

~J J ~ -

f( ) u.finall dS L- n .o. . -
J ~J ~ve ~ 

the first term in (11) can be rewritten using the relation 

00 00 

r " r I I • i 
dSdt [(oijnj)ave uiJo dSdt ! !aijnjuiJO 

-oo SF -oo SF 
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SPHERICALLY SYMMETRIC SOURCE 

Consider a spherical source of radius a. If the source is homogeneous, the 
stress and particle velocities in the surrounding linear elastic material are 
identical to those that result from the application of a pressure p(t) to the 
boundary of a spherical cavity. The behavior of p(t) will, of course, depend 
on the nature of the physical processes in the source region, but here it suf­
fices to assume that an appropriate pressure function can be inferred. Hence, 
it is only necessary to consider the response of the linear elastic regio~ 
r > a subject to the boundary condition 

0 (a, t) = -p(t) 
r 

(15) 

where 0 (r, t) is the radial component of stress. The only nonzero displace­
r 

ment is u(r,t) in the radial direction and the radial stress is related to the 
displacement by the equation 

(A. + 2~) ( : + 2 ;- \ (16) 

where~ is the shear modulus and A is the Lame constant. Thus, the definition 
of radiated energy (1) reduces to 

where R>> a. 

2 
4nR 

co 

r r 
L -0 (R,t)~(R,t) J dt 

r 
(17) 

For zero initial velocity and displacement and a pressure p(t) applied 
beginning at t = 0, the solution for the particle velocity has the following 
form 

~(r,t) 
1 a 
pc r 

t- (r-a)/c 
r 
i, 

p(t')g(t-t'- (r-a)/c) dt' 
0 

(18) 

where p is the density and c = cd is the dilatational wave speed. The function 
g is the particle velocity at r a due to sudden application of a pressure pc 
(Achenbach (1973, p. 131) gives the potential~ for this case where u = o~/or)) 
and is given by 

(19) 

where 

503 



and 
2 2 S = 2a - a . 

(1-2\))/ (1-\)) 

It can easily be verified that u(r,t) and a- (r,t) 
r 

satisfy (2) and that (3), which in this case reduces to 

a- + pcu 
r 

(20) 

as r 4 00
, is also satisfied. Consequently, the radiated energy can be expressed 

in the form (4) as 

2 4nR pc 
r 
I 

. 
-oo 

where the equivalence of (21) and (17) is exact in the limit as R ~ 00 • 

(21) 

For a spherically symmetric source, the moment tensor is isotropic, that is, 

M •• (t) 
~J 

and M(t) is related to p(t) by 

M(t) -1 3 
n~ (A + 2~)a p(t) 

(22) 

(23) 

(Aki and Richards, 1980, Vol. I, Problem 3.5). Consequently, the point source 
approximation for the radiated energy (5) reduces to 

1 .. 2 
M (t-r/c) dt (24) 

-oo 

where the relation (A+2~) 
2 pc has been used. 

An alternate expression for the radiated energy, analogous to the fault surface 
representation (11), can be obtained by demanding that the rate of work at r = a 
and at r = R be equal to the rate of change of kinetic energy K and of strain 
energy U in the region a < r < R. This requirement is expressed as 

4nR
2 

a- (R,t)u(R,t) - 4na
2

o- (a,t)u(a,t) = K + U 
r r 

(25) 

Integrating in time and recognizing that the kinetic energy vanishes in the 
initial and final states yield 

2 
4na J p(t)u(a,t)dt - ~u 

-oo 
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where (15) and (17) have been used and 6U is the difference between the strain 
energy in the initial and fina l states. For quasistatic application of p(t), 
E = 0 (as can be verified by direct calculation from the quasistatic solu-

R 
tion) and (26)reduces to 

6U 
2 

4na 

00 

r 
-oo 

(27) 

where, as before, the subscript "0" denotes the quasistatic value. The quasi­
static solution for the displacement is 

3 2 
uo(r,t) = p(t)a /4~r (28) 

and, thus, the strain energy change is 

2 3 
p na /2~ 

00 
(29) 

where p lim p(t). Substituting (27) into (26) yields 
00 

2 
4na 

00 

r 
-oo 

p(t) [u(a,t) - uo(a,t)J dt (30) 

The interpretation of (30) is similar to that of (11): energy is radiated be­
cause the particle velocity at the source boundary is different during quasi­
static and dynamic response of the material. If (30) is integrated by parts the 
result is 

2 
4na 

00 

r 
-oo 

p(t) ru (a,t) - u(a,t)J dt 
- 0 

where the integrated portions vanish because u (a,t) 
and final states. 

0 

(31) 

u(a,t) in the initial 

In the following subsections the radiated energy is determined for three spe­
cific choices of p(t): an exponential increase, a ramp function, and a modu­
lated ramp function. The first example is used to assess the accuracy of the 
point source approximation. The last two examples are compared to illustrate 
the effect on the radiated energy of enriching the high frequency portion of 
the particle velocity spectrum. 

Example 1: Exponential Pressure Increase 

Assume the pressure p(t) is given by 

p(t) = p (1 - e-t/T) (32) 
IX> 

where p
00 

is the final value of p(t). The particle velocity can be evaluated 

from (18) and used to determine the radiated energy from either (21) or (26). 
The result for the radiated energy is 
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2 (a/cT) 

[a/cT) + a]2 + S2 (33) 

and the radiation efficiency, defined as ~ = ER/ 6U, is plotted in Figure 1 

for v = 0.25 as a function of a/cT. Note that as T ~ 0, p(t) approaches a 
step function and ~ = 1. 

The exact expression for the radiated energy (33) can be compared with the result 
of the point source approximation by substituting (32) into (23) and evaluating 
the integral (24). The result is 

~ 
(E ) = 

R point (34) 

where M 
co 

-1 3 
n~ (A. + 2~)a p

00
• Because the strain energy change for a point source 

of fixed moment is infinite, the radiation efficiency of a point source is zero. 
The ratio of the energy radiated by the point source to the actual radiated 
energy is 

-1 2 
(a/cT) r1 + (a/cT) + (2a) (a/cT) ] (35) 

Examination of (35) reveals that the point source approximation yields a value 
for the radiated energy within 10% of the actual value only for a/cT in the 
range 0.52~ a/cT~ 0.56. Moreover, in contrast to the point source approxima­
tion to the particle velocities, which becomes more accurate as a/cT becomes 
small, the approximation for the radiated energy severely underestimates ER for 
small values of a/cT. 

Example 2: Ramp Function 

For a ramp function increase in pressure, that is, 

p(t) = p 
co 

( t/T 
~ 1 

the radiated energy is 

(36) 

2 3 
p a 

co 
[ N-l(a/cT) 2 rl· l- 0 -le-acT/a(~ s1"n ° T/ + 0 S T/ )] (37) u: 1-1 u: IJ c a IJ cos c a } 

The radiation efficiency is again plotted in Figure 1. The curve is quali­
tatively similar to that for the exponential time function although the initial 
rise of the ramp function is much steeper. 
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Example 3: Modulated Ramp Function 

The pressure increase is assumed to have the form of the modulated ramp function 
used by Haskell (1964) for the displacement in his fault model: 

p (t) p 

1 ( T [t - (T/2nn ) sin (2nn t/T)] 
..( 

co L 1 t > T (38) 

For n = 0, p(t) = 0 for 0 < t < T and for n = co (38) reduces to the ramp function 
(36). The modulation produces a peak in the Fourier spectrum proportional to 

-2 
(w - wn) where w is Fourier frequency and Wn = 2nn/T. The evaluation of the 

radiated energy involves consid erably more algebra than in the two previous 
examples but the final result can, nevertheless, be expressed i~1 the following 
compact form 

-1 2 3 
(2~) p na 

co 

+ 

2 
(2a)(a/cT) O 

2 2 2 2 
(2a-O ) + 4a 0 

2 
(a/ cT) Im f n4 ca + ~s) 

Sa . cc-a + ~e>2 + o 2J2 

(39) 

[ l - ex p ( (-a + ~ S ) c T I a) J } 

k 
where 0 = 2nn(a/cT), 0 = (-1) 2

, and Im [ .. . ] denotes the imaginary part of 
[ .. . J. This expression reduces to (37) for n ~co. Equation (39) is plotted in 
Figure 1 as a function of a/cT for several values of n. For n ~ 3, the curves 
cannot . be distinguished from those for the ramp function pressure. Although 
the modulation of the ramp function has a significant effect on the Fourier 
spectrum of the particle velocity, amplifying the spectrum in the neighborhood 
of w = wn , it is evident from Figure 1 that the overall effect on the radiated 

energy is relatively small. The greatest effect occurs for n = 1 and even in 
the steep portion of the curve, the difference in ER is at most by a factor of 

two. Although it is not known whether this feature i s shared by more realistic 
models of seismic faulting, it is consistent with the conclusion of an empirical 
study by Vassiliou and Kanamori (!'982) of the spectral energy density of strong 
ground motion velocity records from three earthquakes. They conclude that most 
of the energy is radiated from the low frequency portion of the spectrum, that 
is, below 1 to 2 Hz. 
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ENERGY RADIATION FROM CRACK MODELS 

If fault surface tractions are time-independent (so-called constant stress drop 
models), the first term in (11) or (12) vanishes so that the radiated energy 
is given by 

co 

r 
<) 

-co 

[F0 (t) - F(t)} dt . (40) 

This expression is a more general form of that derived by Husseini and Randall 
(1976) in their discussion of energy radiation from constant stress drop 
models. The energy flux to the fault edge F(t) can be related to the dynamic 
energy release rate G by 

F (t) = J G v ds (41) 

where the integral is taken around the fault edge and v is the local velocity 
of propagation. For semi-infinite cracks (or finite cracks prior to the arri­
val of reflected waves at the crack-tip) the function G has been shown (Atkin­
son and Eshelby, 1968; Freund, 1972b; Fossum and Freund, 1975) to have the form 

G = G
0 

(i,) g(v) 

where g(v) is a universal function of velocity (for a given mode of propagation) 
and G

0
(i,) is the quasistatic energy release rate for a crack that instantane-

ously coincides with the actual crack. The function g(v) satisfies g(O) = 1 
and g(c) = 0 where c = cs in antiplane strain and c = cR, the Rayleigh wave 

speed, in plane strain. For plane strain and antiplane strain, g(v) ~ 1 - v/c. 
Because g(v) decreases with velocity, ER increases with velocity but, in 

contrast to the results for dislocations (Clifton and Markenscoff, 198~), 
approaches a finite limit as v approaches the limiting velocity. More specif­
ically, for propagation near the limiting velocity, F(t) << F

0
(t) and the 

radiated energy can be approximated by 

E = 
R 

co 

r 
<. 

-co 

Using (10) to replace the right-hand side of (43) yields 

co 
(' r E = -~u r · l dS dt 

R Lcr •• n.u·Jo 
-co SF 

. ~J J ~ 

(43) 

(44) 

Hence, the radiated energy is equal to the excess of the strain energy change 
over the work of the fault surface tractions during quasistatic fault propaga­
tion. 
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The meaning of this expression can be clarified by considering a simple model 
of faulting in which the shear stress drops from a uniform initial value 

t
1 

to a final value TO over an area S where TO is also uniform over S~ 

the strain energy change is (e.g. Savage and Wood, 1971) 

Then 

(45) 

where 6u is the average relative displacement. Because the tractions on the 
fault surface (excluding the extending edge) have been assumed to be time­
independent, the traction must equal its final value ~O . Thus, the second 

term in (44) is T 
0 

S 6 u and the radiated energy is 

(46) 

where 6T = Tl - TO is the static stress drop and M
0 

is the final (static) 

value of the seismic moment (6). This estimate of the radiated energy is iden­
tical to that obtained by Orowan (1960) when the final stress on the fault is 
equal to the friction stress. An alternate derivation of (46) that illus­
trates the approach of Orowan (1960) can be obtained by neglecting the last 
term in (8) and assuming that the traction on the fault surface is equal to a 
uniform time-independent friction stress rf . With these assumptions (8) 
becomes 

1 
2 

where To and Tl are again the final and initial values of fault surface 

traction. When ~O = T.f , (47) reduces to (46). 

(47) 

The remarkable feature of (46) is that it is an estimate of the radiated energy 
that can be obtained entirely from knowledge of the static end states. In 
other words, equation (46) is a zero frequency estimate of the radiated energy. 
Some empirical evidence that (46) is a good approximation for large earth­
quakes has been given by Kanamori (1977). Specifically, Kanamori (1977) 
showed that for earthquakes having a rupture length of about 100 km, the 
energy calculated from the right hand side of (46) is a good approximation to 
the energy obtained from the magnitude and the Gutenberg-Richter energy mag­
nitude relationship. To the extent that this relationship yields an accurate 
value for the radiated energy, Kanamori's (1977) results suggest that (46) is 
a good approximationo 

Although the apparent propagation speed of faults is near the limiting velocity 
so that it is accurate to assume F(t) << F

0
(t), it seems unlikely that fault 

surface tractions are time-independent as necessary for (40). Perhaps the 
simplest example of a case in which the fault surface tractions are time-
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dependent is the partial stress drop model of Brune (1970) and there seems to 
be no reason to rule out more complex time dependence. However, it is possible 
that the time dependence of fault surface tractions may cause high frequency 
energy radiation that does not substantially contribute to the total radiated 
energy. A study by Vassiliou and Kanamori (1982) of strong-motion velocity 
records from three California earthquakes suggests that even as close as 1 to 
5 km from the fault, most of the contribution to the radiated energy is from 
velocity components below 1 to 2 Hz. in frequency. 

Unfortunately, there have been no detailed numerical calculations to determine 
the accuracy of the approximation (46). However, the calculations for the 
spherical source model, summarized in Figure 1, suggest that for a/cT > 2, the 
strain energy change overestimates the radiated energy by less than a factor 
of two. Moreover, the enrichment of the high frequency portion of the spectrum 
by modulation of the ramp function was shown to have little effect on the over­
all amount of radiated energy. 

Some evidence that F(t) << F
0

(t) for many earthquakes can be inferred from 
critical values of G necessary to cause rupture. A frequently used fracture 
propagation criterion is that fracture occurs when G = G . where, for simpli-

cr~t 

city, G . is usually assumed to be a constant or a function of position that 
cr~t 

reflects the resistance of material to fracture propagation. Values of G . 
cr~t 

summarized by Rudnicki (1980) range from 10-106 J/m2 with the lower end of the 
range appropriate for creep events and laboratory tensile tests and the higher 
end associated with earthquakes that fracture fresh or largely rehealed frac­
tures. However, Rudnicki (1980) has pointed out that even the largest of these 
values, when multiplied by fault area, yields an energy that is orders of mag­
nitude smaller than the energy calculated from the Gutenberg-Richter relation­
ship for a magnitude appropriate to the fault area. Specifically, the ratio 
of the Gutenberg-Richter energy to fracture energy is estimated to be about 

10
6 

for a magnitude 8 earthquake and 10
2 

for a magnitude 6. As pointed out by 
Kostrov (1974), the decrease in the ratio suggests that the fracture energy 
may be more significant for smaller earthquakes and laboratory size fractures. 
Consequently, these events may have significantly different energy radiation 
characteristics than larger earthquakes. Aki (1979) has noted, however, that 
the local values of G . may be much higher than the average over the fault. 

cr~t 

Nevertheless, the size scale associated with these locally high values may be 
such that the energy radiated from them is not a significant contribution to ER. 
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CONCLUDING DISCUSSION 

In the last section, it was pointed out that, under certain circumstances, an 
estimate of the radiated energy from knowledge of the static end states is 
possible. Although one can, in theory, state precisely the circumstances when 
such an estimate will be accurate, identifying them in practice is difficult. 
In this discussion, the form of such an estimate is compared with two simple 
dynamic estimates that have been used to interpret seismological observations. 
For a circular fault of radius a, the estimate (46) for the radiated energy 
yields 

E = 
R 

7 
32 

where M
0 

is the final (static) value of the moment. 

(48) 

A popular model for interpreting seismic observations is that of Brune (1970) 
which is based on the shape of the Fourier transform of the displacement. For 
the purposes of this discussion, it suffices to assume that the magnitude of 
the Fourier transform of the seismic moment is given by 

rv 

I Mo M (w) 

w [1 
2 + (w/w0 ) ] 

(49) 

where wo is the "corner frequency" and 

co 

r -z-w~ M (w) J e ·. _ (t) dt 
-co 

(This assumption is equivalent to using the form of the farfield spectrum sug­
gested by Brune (1970) and a double-couple radiation pattern.) The radiated 
energy can then be evaluated from (7) by using the Parseval relation and (49). 
The result, neglecting the small contribution from the dilatational waves, is 

7 
32 L 4 

35n 

3 
(50) 

Using values for the corner frequency suggested by Brune et al. (1979), that is, 

yields a numerical value for the term in brackets of 0.287 to 0.387. 

Vassiliou and Kanamori (1982) have studied energy release for deep focus earth­
quakes by assuming that the farfield displacement time function is trapezoidal 
with a duration of Td and a rise time Tr. If it is assumed that the height of 
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the trapezoid is proportional to M0/Td and that the radiation pattern is that 

for a double couple, the radiated energy is 

7 
M2 [ 32 ( )3 1 ] ER 

0 a 
(51) 32 3 35n csTd C)2 iJ.a '(1 -

where C = Tr/Td. Vassiliou and Kanamori note the effect of C is small for 

0.1 ~ C ~0.5. Using C 0.2, Td = a/v and a rupture velocity, v = 0.75 cs' 

yields a value of 0.959 for the term in brackets. 

Note that both of the dynamic estimates of energy radiation have the same form 
as the static estimate (48), that is, they are proportional to the square of 
the seismic moment divided by the cube of the overall rupture length (although 
in the estimate of Vassiliou and Kanamori (1982) the rupture length enters in 
terms of the duration of the farfield time function). Moreover, the numerical 
factor in brackets in (51) is close to unity whereas that in (50) is equal to 
about one-third, which is not too greatly different. Randall (1973) has noted 
that a variety of estimates of seismic energy based on the form of the dis­
placement spectrum, give similar results. However, a feature common to both 
Randall's estimates and those here is that rupture is characterized by a single 
characteristic dimension, the overall rupture length, as a result of assuming 
that rupture proceeds smoothly. There is, of course, ample evidence that rup­
ture proceeds in a discontinuous fashion, controlled by the strength and dis­
tribution of barriers and asperities. No thorough analysis of the effects of 
discontinuous rupture on energy radiation has yet been given. An analysis by 
Haskell (1964) suggests that such incoherent rupture could increase the total 
radiated energy by a factor of three, but the interpretation of this result is 
complicated by the fact that the strain energy change, and hence the static 
estimate of the radiated energy, for this model is unbounded. If incoherent 
ruptures result primarily in high frequency energy the empirical results of 
Vassiliou and Kanamori (1982) suggest that such energy is not significant in 
altering the total amount of radiated energy. On the other hand, discontinuous 
ruptures have been shown to have a substantial effect on estimates of static 
parameters (e.g. Madariaga, 1979; Rice, 1980; Rudnicki and Kanamori, 1981) 
and, as a consequence, static estimates of the radiated energy would also be 
affected. 
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DYNAMIC CIRCULAR SYMMETRICAL AND ASYMMETRICAL CRACK MODELS 
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Abstract : Far-field radiations are investigated for dynamic circular 
cracks. We study synrrnetrical models where the center of the initial 
crack is also the center of the final one, and asynrrnetrical models 
where the center of the initial crack is at a given distance of the 
center of the final crack. We found two bursts of energy associated 
with stopping phases that control the width of the far-field pulse and 
the fall-off of the spectrum. 

Three types of nucleation are considered for symmetrical models. 
The average corner fiequency of S waves v~ is related to the final 
source radius L by v~ = 0.32 S/L. The corner frequency of P waves is s . . 
larger than v

0 
by a factor of 1.25. The fall-off of the spectrum is of 

the order of v-2.3. When the initial crack has a finite size, sharp 
initial phases are induced, filling the intermediate region of the 
spectrum and shifting slightly the corner frequencies to higher values. 

Asynrrnetrical models are strongly radial dependent. An important 
directivity effect is shown, giving corner frequencies as high as~ 2 8 v~ = 0.60 S/L and v~ = 0.90 S/L with a fall-off of the order of v · . 

A-Introduction. 

Crack models provide considerable insight into the process of 
shallow earthquakes. During the five past years, improvement in numeri­
cal methods allows complicated crack models to be studied. Madariaga 
(1976) has solved the dynamic circular faulting. The obtained dynamic 
features have been introduced in kineiatic .models by Boatwright (1980). 
Spontaneous rupture has been intensively studied (Das & Aki, 1977 ; 
Day, 1979; Miyatake, 1980; Das~ 1981). Free surface effects have been 
included (Archuleta & Frazier, 1978 ; Miyatake, 1980). Heterogeneous 
behaviour has been simulated (Das & Aki, 1977 ; Miyatake, 1980). 

In order to constrain source models 'by observations, an interesting 
problem is to study far-field radiatio11 for circular synrrnetrical and 
asynrrnetrical crack models. Afterpresenting the problem formulation, 
we study the Madariaga circular ciack. ~hree different kinds of nuclea­
tion are investigated. By shifting the center· of ~he nucleation, we 
destroy the synrrnetry and study the impact on the far-field pulse and 
spectrum. 

B-Plane Crack Model. 

To understand the influence of different geometries of the fault 
on the far-field radiation, we restrain our study to a particular set 
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of models that we present in this section and for which the mathemati­
cal formulation is simple. A more complete formulation can be found 
in Archuleta & Frazier (1978), for example. Let us introduce the medium 
with equations governing the wave propagation, boundary conditions 
applied at the edges of the medium (source included) and initial condi­
tions at the beginning of the rupture. These are now discussed in the 
following sections. 

1-Medium : We assume a linear, homogeneous, isotropic and infinite 
medium where elastodynamic equations which relate stress and displace­
ment at a point M are given by the relations 

.. 
pu. 

]_ 

0 .. 
l.J 

0 • • I • 
l.J J 

equation of motion 

~uk'ko~J· +~cu.'. + u., .) 
.L l.J Jl. 

Hooke's law 

2-Boundary conditions : Let us consider a plane crack and choose our 
coordinate frame so that the crack plane will be on the plane (xoy). 
On this plane, shear stress drops suddenly to a constant dynamic 
friction stress o at a pain~ M, after the passage of the rupture front. 
This failing in t~e linearity induces a discontinuous displacement, or 
slip, between the two surfaces of the crack sr and Sl. We complete our 
coordinate frame by taking sr on the positive side of the axis z. This 
is the only boundary condition to be applied in the infinite medium. 

3-Initial conditions : The medium before the rupture is in equilibrium 
under a static shear stress Oxz = o (x,y,z), with a zero velocity every­
where. We consider three dif~erent stypes of rupture nucleation. 

A commonly used way to start rupture is the self-similar nucleation. 
At time t = 0, the crack starts from one point and propagates. The 
initial prestress o 0 is uniform, making computation easier. 

Another widely used nucleation is the instantaneous nucleation. 
At time t = 0, a crack of finite size appears and starts to propagate. 
Again the initial stress is ~niform Oxz = o

0
, but the model is non­

causa 1. 

The third type of nucleation, physically the most acceptable, 1.s 
the static nucleation. A preexisting crack of finite size becomes 
unstable at time t = 0, and starts to propagate. The initial stress is 
the non-uniform static stress of the preexisting crack. 

4-Propagation of the rupture : From its initial shape, the rupture 
expands at a constant rupture velocity vr until its final shape. This 
is a kinematic description o~ the geometry where the acceleration is 
instantaneous. Theoretical work by Eshelby (1969) and previous work 
on spontaneous rupture by Das & Aki (1977), for example, indicate a 
quick acceleration to a terminal velocity and suggest that an instanta­
neous acceleration approximation is reasonnable. Less may be said about 
the deceleration because not much is known about the parameters that 
control it, and thus the stopping phases of the models discussed here 
may be too large. 
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5-Healing of the rupture : We suppose that the slip is mainly along 
the x-diiection of the shear prestress. This hypothesis is well suppor­
ted during the propagation of the rupture by the work of Miyatake (1980) 
and Virieux & Madariaga (1982). During the stopping process, a small 
amount of slip must occur along the y-direction because of the different 
v·elocities of stopping phases. We neglect it and consider only the 
component 6u of the slip and we note it 6u. When the slip velocity 6u 
at· .;t poinc Mxreverses its sign, we set it to zero healing the crack at 
this ·,point. 

I' 

6-Physical parameters - scaling : Because we assume one direction for 
the ~lip, the only stress that enters in the problem is the stress 
drop 6o= o0 - Of, where o0 is the uniform prestress away from the 
crack. If we call L the longest distance of the final crack edge from 
its center and take the P-wave velocity to be a and the S-wave velocity B 
with a = 13 B, we can define the following dimensionless quantities : 

Length 

Time : 

(x,y,z) L (X,Y,Z) 

t L/B T 

Stress o = 6oS 

Displacement u = L 6o/ ~U 

Velocity : u S6o/ ~U 

Moment m = 1 3 6o M 
0 0 

Moment velocity : m = 1 2 6oSM 
0 0 

Any dimensional results, that have the same ratio between the 
initial crack and the final crack length, the same ratio v /S 
and the same Poisson's ratio (a 13 S), can be found fromrour results. 

C-Slip Velocity Calculation. 

The boundary problem in an infinite medium is transformed into a 
mixed boundary problem in a half-space, by using the symmetry of the 
plane crack. Then noting that s

2 
is the complementary part of s

1 
the 

surface area of the crack plane, the boundary conditions become : 

0 0 
xz 

0 

0 on s
1 

Because the equations are linear, we can substrac~ the uniform 
prestress existing away from the crack, a and also normalize to obtain 

0 
dimensionless boundary conditions 

0 

s 
xz 

s 
zz 

- 1 

0 

s 
zz 

518 

on s2 

0 on s1 



We solve the mixed boundary problem using a finite difference 
method (Virieux & Madariaga, 1982) computing the slip velocity on the 
crack surface as a function of time. 

We distinguish four ty~es of behaviour in the slip velocity at 
one point (figure 1). Befora the point M is reached by the crack, the 
slip velocity is zero. When the crack reaches this point, the slip 
velocity presents a singularity of the form I/ /r, where r is the 
distance from the point M inside the crack to the crack edge. This 
singularity is related to the singularity of the stress outside the 
crack. The third type of behaviour occurs as the edge of the crack is 
moving away. The point M J eceives , energy from every point around it 
and its slip velocity tends to a constant. When the point M becomes 
affected by the arrest of the rupture propagation, we have the fourth 
behaviour, characterized by a slowing of the slip velocity until the 
final stopping of sliding, called the healing phase. The relative 
importance of the four types of behavi our are highly dependent of the 
initial georr.etry of the crack, its time-evolution, its final geometry 
and the position of the point M. 

Dynamic faulting simul~ted by our finite difference method exhibits 
all these features. Let us Anticipate our results to illustrate the 
importance of geometry on time evolution, by showing healing phases for 
anasymmetric crack propagating at rupture velocity v = 0.87S until it 
reaches its final shape. The healing phase does not §tart from where 
the rupture front first reaches the final rupture boundary. Although 
its slip velocity is slowed at first, it is nonetheless one of the last 
points to lock(figure 2). 

D-Far-Field Body-Wave Radiation. 

Since the Burridge & Knopoff paper of 1964, calculations of far­
field P and S waves have been widely published (e.g. Aki & Richards, 
1980 ; Madariaga, 1981). Information about the source slip velocity 
~s contained in what it is defined as the far-field pulse 

-+ 
w(~,t) = l-l~~u (r: ~ t + r ~ R) dS 

where u is the slip veloci~y in the x-direction, R is the unit vector 
pointing towards the observer (figure 3) and C is either P or S wave 
velocity. The frequency spectrum can be expressed as : 

~ 2nv -+ 
w(R,v) =lJ;;.~u(r:, v )e c R.r dS 

Knowing ~u(r,t) on our discrete fault surface as a function of 
time, we compute the Fourie~ transform ~u(r,v) for every point, and 
obtain the frequency spectrum in the direction of the observer as a 
shifted sum of ~u(r,v) over the fault surface. We filter our spectrum 
with a cosine filter to remove the effects of the spatial sampling 
interval. For P waves, a suitable cut-off frequency is vp = a/4 ~x, 
where ~x is one spatial grid step and in effect we do c not model 
frequencies higher than thi~. However applying a filter with the same 
effect on frequency content lof S waves (with a cut-off frequency 
vs = S/6.93~ x) gives small oscillations. We prefer to retain the 

cmaximum frequency content rather than applying heavier but still 
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comparable filters to both P and S waves. 

On this basis we can discuss the properties of the far-field P 
and S wave forms and spectra. The spectrum w(R,v) has a maximum at 
zero frequency because ~u does not change sign on the fault plane ; 
hence w(R,O) = M , the seismic moment. Because of the assumptions in 
section C, M is

0 
actually the M component alone. At high frequencies, 

0 f h f -y xz . an asymptote o t e orm v can be drawn w~th a corner frequency v 
that is the intersection of this asymptote with the low frequency 

0 

level. This high fre1uency fall-off is controlled by stopping phases. 
For a fall-off of v- , stopping phases correspond to a slop discontinui­
ty in the velocity pulse (Madariaga, 1981). The velocity time function 
and spectra are more sensitive to stopping phases. We therefore turn 
our attention to the far-field velocity behaviour and note that the 
velocity spectrum presents a maximum at a frequency that we identify 
with the corner frequency v

0
• Drawing a high frequency asymptote with 

confidence on the pulse spectrum is possible in our first model (similar 
to that of Madariaga, 1976). We find a fairly good agreement between 
this corner frequency and the one picked out from the velocity spectrum. 
Because finding corner frequency as a maximum of the velocity spectrum 
is easier, we retain this definition of the corner frequency for the 
other models. 

£-Symmetrical Models. 

In this section, the initial and final shapes of the crack are con­
centric disks. Because the rupture velocity Cvr= 0.87S ) is the same 
in any direction, the final circular edge is reached everywhere at the 
same time. That is why we call these models symmetrical. We present 
results for 6 = 60° and~ 0°. 

1-Self-similar nucleation - SMI model : The initial crack has a zero 
radius at time t = 0. This model was studied by Madariaga (1976). Our 
results (figure 4) depart from Madariaga's ones for two reasons, in part 
as a consequence of the lower grid density used here. The first is the 
numerical difficulty in modelling self-similar behaviour when the crack 
radius is of the order of the spatial grid step. At the beginning, the 
form of the pulse is smoother than t2 or, as an equivalent statement, 
the velocity pulse shows the linear time tendency only after a while. 
The second ~ifficulty is our modelling of stopping phases, noted by 
small sticks in our figures. Because of our numerical high frequency 
limit and our discrete computation of far-field waves, the jump in 
velocity pulse and the slope discontinuity in pulse are smoothed out. 
So the time duration of the pulse is longer than that shown by Madaria­
ga (1976). 

The high frequency 
However, for S waves, 
the pulse spectrum or 
Brune one (1970). The 

asymptote is selected as Brune & al (1979) did. 
the corner frequency vg, picked out either from 
from the velocity spectrum, is lower than the 

P wave corner frequency v? is always higher than 
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s 
the S wave corner frequency v , since the width of the P wave pulse ~s 

0 
narrower than the S wave pulse. We find : 

vp 0.40 S/L = 0.23 a/L 
0 

s 
v 0.32 S/L 

0 

The ratio of the two corner frequencies 1.25 is lower than the average 
value 1.5 found by Madariaga (1976) but still inside the interval 
[1.2, 1. 7] of Hanks (1981). The high frequency asymptote has a slope 
of the order of -2.3, explained by the smoothness of stopping phases. 

2-Instantaneous nucleation - SM2 model : This model presents the same 
over-all results as the SMI model, except sharper initial phases corning 

I 

from the finite size of the initial crack. We note extreme initial 
phases by small black triangles in our figures. Stopping phases are 
arriving at the observer, while initial phases from different points 
of the crack are still arriving (figure 5). This imbrication is related 
to the ratio of the starting and final radius. We choose a ratio of 0.5, 
in order to stress this point. Initial phases fill the intermediate 
range of the spectrum, but d~ not affect significantly corner frequencies 
and fall-off. 

3-Static nucleation - SM3 model : We choose the same geometry as the 
SM2 model for comparison. The initial state of stress is the static 
stress of the preexisting crack. This model differs only by the greater 
importance of initial phases. We observe a distinguishable arrival for 
the last initial phase (figuf1 e 6). A slight shift of corner frequencies 
could be observed, but the fall-off is still the same - v- 2 · 3 behaviour. 

F-ASYMMETRICAL MODELS. 

The initial and final shapes of the crack are excentric disks, des­
troying the symmetry. We move the center of the nucleation to the posi­
tive side of the x-axis, with the proportions of the figure 2. Because 
of the asymmetry, we present 1results for (8,¢) = (60°,0°) and for 
(8, ¢) = (60°, 180°), corresponding to (8, ¢) = (60° ,0°) for symmetrical 
models. The rupture velocity 1 is still 0.87 S, and the arrest of the 
rupture takes some time to extend over the whole final crack edge. 

1- Self-similar nucleation - AMI model : This model has to be compared 
with the SMI model. An important directivity effect is shown, arising 
from the time lag between stopping phases in different radial directions 
(figure 7 and figure 8). The 

1

pulse shape changes from a box shape (¢=0°) 
to a narrow triangle shape (~ = 180°). For S waves, we observe a shift 

I 
of corner frequency from 0.30 B/L to 0.55 S/L. And, for P waves, the 
shift is from 0.40 S/L to 0. 75 S/1. 

2- Static nucleation - AM2 model : As for the SM2 and SM3 models, the 
finite size of the initial crack implies sharper initial phases that 
increase the directivity effect (figure 9 and figure 10). The S wave 
corner frequency shifts from Ia value 0.32 S/L to a value 0.60 S/L. 
And the P wave corner frequency from a value 0.45 S/L to a value 
0.90 B/L. The fall-off has a slope close to -3. 
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G-CONCLUSION 

Through this study, we present five different source models and the 
corresponding far-field radiations. We show that pulses and spectra are 
controlled by stopping phases. The impact of initial phases is small, 
even for the academic case where the size of the final crack is only 
twice the size of the initial one. 

Azimuthal dependence allows average relations between the geometry 
of the source and physical parameters defined on the far-field radiation. 
Relation between the final length of the crack and the corner frequency 
is in agreement with the Brune's one, for symmetrical models. 

However, for asymmetrical models, a strong radial effect destroys 
this relation. A consequent directivity effect changes the shape of 
the pulse from a 'box' shape towards a "narrow triangle' shape, doubling 
the corner frequency. It implies that the corner frequency has to be 
interpreted with great care. The relation with the length of the final 
crack is still adequate, but the determination of stress drop which 
depends critically on the corner frequency cannot be trusted. 

ACKNOWLEDGEMENTS : 

I am grateful to Raul Madariaga for many discussions, comments and 
encouragements throughout the course of this work. I would like to thank 
Geoffroy King for critically reviewing the manuscript. This work was 
supported by the Institut National d'Astronomie et Geophysique through 
grants from A.T.P. Sismogenese. 

N° Contribution I.P.G.P. : 564 

REFERENCES -

Aki, K. and P.G. Richards (1980). Quantitative Seismology : Theory and 
methods, volumes I & II, W.H. Freeman and Company, San Francisco. 

Archuleta, R.J. and G.A. Frazier (1978). Three-dimensional numerical 
simulations of dynamic faulting in a half space, Bull. Seism. Soc. 
Am. 68, 541-572. 

Boatwright, J. (1980). A spectral theory for circular seismic sources 
simple estimates of source dimension, dynamic stress drop, and 
radiated energy, Bull. Seism. Soc. Am. 70, 1-27. 

Burridge, R. and L. Knopoff (1964). Body force equivalents for selsmlc 
dislocations, Bull. Seism. Soc. Am. 64, 1789-1808. 

Brune, J.N. (1970). Tectonic stress and the spectra of seismic shear 
waves from earthquakes, J. Geophys. Res. 75, 4997-5009. 

Brune, J.N., R.J. Archuleta and S. Hartzell (1979). Far-fieldS-wave 
spectra, corner frequencies, and pulse shapes, J. Geophys. Res. 84, 
2262-2272. 

Das, S. and K. Aki (1977). Fault plane with barriers : a versatile 
earthquake model, J. Geophys. Res. 82, 5658-5670. 

522 



Das, S. (1980). A numerical method for determination of source time 
function for general 3-D rupture propagation, Geophys. Journ. Roy. 
astr. Soc. 62, 591-604. 

Das, S. (1981). Three-dimenshional spontaneous rupture propagation and 
implications for the eart quake source mechanism,Geophys.Journ. Roy. 
astr. Soc. 67, 375-393. 

Day, S.M. (1979). Three-dimensional finite difference simulations of fault 
dynamics Systems, Science & Software Report SSS-R-80-4295. 

Eshelby, J.D. (1969). The elastic field of a crack extending non-uniformly 
under general anti-plane loading, J. Mech. Phys. Solids, 17, 177-199. 

Hanks, T. (1981). The corner frequency shift, earthquake source models 
and Q, Bull. Seism. Soc. ~· 71, 597-612. 

Madariaga, R. (1976). Dynamics of an expanding circular fault, Bull. 
Seism. Soc. Am. 66, 639-666. 

Madariaga, R. (1981). Dynamics of seismic sources, Advanced study Institutes 
Series, 71-96. 

Miyatake (1980): Numerical siFulations of earthquake source process by 
a three-dimensional crack mode. Part I - Rupture process, J. Phys. 
Earth, 28, 565-598. 

Virieux, J. and R. Madariaga (1982). Dynamic faulting studied by a finite 
difference method. Bull. Seism. Soc. Am. 72, 345-369. 

523 



AM 1 heal1ng phases 

X 

nucleation point 

Figure 2: Healing phases for the AM1 model. Dotted lines 
are rupture front at different times. Continuous 
lines with small arrows are healing phases. 
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slip velocity singularity 

A A' -------------~~--------~-------- ---
2 3 

stress singularity 

2 3 A' 
---------1--~------------------
A 

Figure 1: Behaviour of the slip velocity along a cross- section AA' on the 
crack surface, associated with the behaviour of the stress. 
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Figure 3: Reference frame for far- field radiation 
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SM1 

10... 10... 10 1 1 o' 
FREQUENCY ( vL/ fJ ) 

Figure 4: Far-field .ca I cuI at ions for the SM 1 model at fJ =60° and 'fJ =0°. Continuous 
line defines P wave r esults and dotted lineS wave results. Spectra 
are normalized with the moment or the moment velocity. Pulses are 
scaled by a constant time integral. The P wave corner frequency is 
indicated by a full square, while the S wave corner frequency by a 
f u II c i r c I e . S t o p p i n g phases are noted by s m a II vert i c a I s t i c k s. 
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Figure 5 

FREQUENCY ( vL/ /l ) 

Far-field calculations for the SM2 model at 8=60° and <P=0°. 
Full small triangles represent initial phases . Other 
not at ions same as for figure 4. 
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Figure 6 

SM3 
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Far-field calculations for the SM3 model at B=60° and 
<P=0°. Same notations as figure 5. 
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Figure 7 Far-field calculations for the AM1 model at 0=60° and 
<P=O~ Same notations as figure 4-
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FigureS: Far-field calculations for the AM1 model at 0=60° and fP=180°. 
Same nutations as figure 4. 
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Figure 9 Far-field calculations for the AM2 model at 8=60° and 
'f=0°. Same not at ions as figure 5. 
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Figure 10: Far-field calculations for the AM2 model at 8=60° and 
~=180". Same notations as figure 5. 
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PARAMETRIC STUDY OF NEAR-FIELD MOTIONS FOR 

OBLIQUE-SLIP AND DIP-SLIP FAULT MODELS 

by 

John G. Anderson and J. Enrique Luco 

ABSTRACT 

The near-field motion on the surface of a uniform half-space for oblique-slip and dip-slip faults 

has been studied by the use of a dislo~ation model. The fault is modeled by an infinitely long buried 

dislocation of finite width; rupture propagates horizontally along the fault and past the obser\'ation 

points with a constant rupture velocity lower than the Rayleigh wave velocity. In addition to those 

parameters which control peak amplitudes near a vertical, strike-slip fault (depth of the top of the fault. 

horizontal rupture velocity}, the dip of the fault plays an important role. The slip direction and the 

angle betv..·een the rupture front and the down-dip direction of the fault also become increasingly impor-

tant in determining amplitudes of peak ground motions as the dip of the faull decreases from vertical to 

shallow angles. 

Because this model leads to increased amplitudes of ground motions as the fault dip decreases, 

and based on the extent to which this model underestimates peak amplitudes in California for vertical 

strike-slip events, one may anticipate considerable regions with large peak accelerations (>I g) and peak 

velocities ( > 100 em/sec) above thrust faults. 

Institute of Geophysics and Planetary Physics. Scripps Institute of Oceanography. University of California. San Diego. La Jolld. 
California 92093 O.G.A.). 

Department of Applied Mechanics and Engineering Sciences, University of California. San Diego, La Jolla. California 92093 
(J.E.L and J.G.A). 
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INTRODUCTION 

This article is a continuation of the parametric study on strong ground motion which was initiated 

by Anderson and Luco (1982). The previous paper studied the effect of several parameters on the 

strong ground motion in the near field of a vertical strike-slip fault in a uniform half-space. The fault is 

modeled by an infinitely long buried dislocation of finite width~ rupture propagates horizontally along 

the fault and past the observation points with a constant rupture velocity lower than the Rayleigh velo­

city. We now extend the previous results to dipping faults and to faults which include a dip-slip com­

ponent of ground motion. Since Anderson and Luco (1982) thoroughly studied the strike-slip fault, 

our approach will be to begin with that case, and see what happens as we deviate from the pure strike 

slip. We will study the evolution of ground motion for cases which are intermediate between pure 

strike-slip and pure thrust, and then study the pure thrust case in more detail. 

Previous parametric studies of three dimensional oblique-faulting or thrust-faulting in a half-space 

on a model of comparable complexity have apparently not been carried out. A number of two­

dimensional models have been presented (rv1al, 1972~ Schafer, 1973~ Brock, 1975: 1'\iazi, 1975: 

Litehiser, 1976: Bouchon and Aki, 1977~ Bouchon, 1978: Madariaga, 1980). These models assume that 

the rupture velocity along the horizontal dimension of the fault is infinite, in contrast to the model con­

sidered here which assumes a finite horizontal rupture velocity. 

DESCRIPTION OF THE l\lODEL 

The model derived by Luco and Anderson (1982) gives the ground motion near a fault of finite 

width and infinite length, whkh is embedded in a uniform half-space. Figure 1 illustrates the geometry 

of the fault model and the coordinate systems employed. The fault has a strike parallel to the x axis 

(Fig. lA) and may have an arbitrary dip, y , which is measured from the horizontal y axis. Faulting 
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occurs as a uniform shear dislocation between the depths zu ~ z ~ zd· For the general case of a fault 

with dip different from 90 °, the vertical projection of the fault to the free surface extends over the 

range Yu ~ y ~ Yd· The width of the fault is W = .J (zd- zu) 2 + (yd- Yu) 2 = (zd- zu)/siny. 

Figure 1 B is a map of the fault plane in the vicinity of the rupture front. The rupture front trav­

els from x = -oo to x = oo at a constant longitudinal rupture velocity ch where c 1 must be less than 

the Rayleigh wave speed. For an observer at x = 0, the time t = 0 corresponds to the time of passage 

of the rupture in front of the observation point. As shown in Figure 1B, the rupture front need not be 

parallel to the dip direction of the fault. Luco and Anderson introduced a "transverse rupture velocity," 

c2, which describes the rate at which the rupture front crosses the width of the fault at fixed x. The 

slip direction on this fault may be arbitrary and it is described by the rake angle ¢, measured in the 

fault plane from the horizontal axis. The shape of the time function for slip is the same throughout the 

fault, and, in this paper, we use a step offset. 

The numerical results presented below have been obtained using the analytical solution derived by 

the authors (Luco and Anderson, 1982) in which the velocity on the surface of the half space is given 

in terms of a single, finite integral. Accelerations are obtained by numerical differentiation of the syn­

thetic velocity~ displacements by numerical integration. Velocities were calculated at a time increment 

of 0.02 sec and for a total duration of 20 seconds. 

EVOLlJTION FROl\1 STRIKE-SLIP TO DIP-SLIP DISPLACE1\fENTS 

ON THE FAlJLT 

Anderson and Luco (1982) thoroughly examined the case of a vertical ( y = 90 °) strike-slip 

(¢ = 0 °) fault. Some review of the results of Anderson and Luco 0982) would seem to be appropri­

ate. For the vertical strike slip fault, they examined characteristics of the acceleration, velocity, and 

displacement pulses resulting from this model as a function of distance to the fault, as a function of 
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horizontal and transverse rupture velocities, and as a function of rise time. The components ux and u: 

are nodal at the fault plane, and achieved peak values at distances y comparable to the depth of the top 

of the fault. A geometrical factor which controls these peak values is the depth of the top of the fauiL 

the v.·idth of the fault is not important (unless it approaches zero). The horizontal rupture velocity c1 

has an important role in controlling peak values, with ux and u= being more sensitive than u_~ to c1 

when c1 is near the Rayleigh velocity. The vertical rupture velocity c2 did not play an important role in 

modifying peak amplitudes, unless it became much smaller than ch but it did significantly modify the 

pulse shapes. An intriguing aspect of the solution is that for infinite c2, i(x is symmetric about t = 0, 

while ~~ and it: are anti-symmetric. Finally, the effect of increasing rise time is to reduce the ampli­

tudes of acceleration and velocity to values which are less , and sometimes considerably less, than those 

seen for the step offset. 

This study· introduces the effect of changes in two more parameters: the fault dip (y) and the rake 

(¢). To examine the evolution from vertical strike slip (¢ = 0 °, y = 90 °) to dip slip 

(¢ = ± 90 °, y ~ 90 °), we will first look at the effect of the rake for a vertical fault, second look at the 

effect of dip on waves generated by a strike slip fault, and third look at the effect of the rake on waves 

generated by a dipping fault. \\'e begin by examining how a change m the rake affects synthetic 

motions near a vertical fault. Thus Fig. 2 illustrates the change in synthetic displacement, velocity, and 

acceleration for a site at y = 5.0 km as the rake changes from 0 o to -90 o on a vertical fault. Other 

parameters for the synthetics in Fig. 2 are a = .J3{3 = 6.0 km/sec, c1 = 3.0 km/sec. c2 = CX), the slip on 

the fault, A0 = 100 em, Zu = 2.0 km, and zd = 10.0 km. The parameters a, /3, CJ, An, Zu. and =dare 

held at those values for all calculations in th is paper. Figure 2 illustrates that the symmetry of u., and 

the anti-symmetry of ~~ and u= of strike-slip faulting is absent for arbitrary rake, but a complementary 

symmetry exists for pure dip-slip faulting . In particular, a component which was symmetric for strike­

slip becomes anti-symmetric for dip-slip, and a component with anti-symmetric motions for strike-slip 

faulting becomes symmetric for dip slip faulting. A second characteristic of the results shown in Fig. 2 

is that the peak amplitudes are relatively insensitive to the rake. The components most affected by 

variation of the rake are u= and u=, which are increased by a factor of the order of 2 to 3, and i~r which 
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suffers a reduction also by a factor of the order of 2 to 3 as the rake varies from 0 o to -90 °. These 

observations are further illustrated in Fig. 3, which shows the peak values from Fig. 2 and from addi-

tiona! calculations as a function of the rake. 

Next we consider the effect of the dip angle on a fault with pure strike slip motion. The observer 

is at a point 5 km from the vertical projection of the top of the fault to the free surface (y- Yu = 5 km) 

as shown in Fig. 4. The calculations use a constant offset on the fault , and consequently the moment 

per unit length increases in these calculations as the dip decreases. In particular, MolL a Jt'a -.-
1-. In 

smy 

shifting the dip from 90 o to 15 °, this causes an increase of MolL by a factor of 3.86. We have not nor-

malized to constant A~J L because Anderson and Luco (1982) found that close to the fault, the actual 

slip was a more important factor in determination of peak amplitudes than the width of the fault. 

Figure 5 illustrates the synthetic motions generated for three different dip angles . These synthet-

ics give the motions at the site y-Yu = 5 km for strike slip on faults with dips of 90 °, 60 °, and 30 °. 

As in Fig. 2, these synthetics are generated for c2 infinite. In Figure 5, one sees that while the general 

features of the pulse shapes are not changed as the dip decreases, the amplitudes increase considerably. 

Peak amplitudes from Fig. 5 are transferred to Fig. 6, where they are shown as a function of the dip . 

Peak accelerations ii\ and ii:: increase by factors of 26 and 37, respectively, as the dip decreases from 

90 o to 15 °. These increases are much larger than the increase in the moment, which as mentioned is 

only a factor of 3.86. Thus for strike-slip motion on the fault, the dip of the fault plays an important 

role in the determination of peak amplitudes of ground motion. We note that as the dip decreases , the 

closest distance from the observer to the fault also decreases. 

Next, we investigate the effect of a variable rake on the synthetic pulses generated by a dipping 

fault. Figure 7 shows the evolution of synthetic acceleration, velocity, and displacement for a site at 

y-Yu = 5 km, and for infinite c2, caused by a fault with a dip of 30 o as the rake changes from 0 o (pure 

strike-slip faulting) to -90 o (pure thrust faulting). Qualitatively the results shown in Figure 7 resemble 

those on Figure 2 for a vertical fault: arbitrary rake disrupts the symmetry, and the amplitudes of some 

components are modified by a factor of the order of 2 to 3. The peak acceleration in the y - com-

ponent experiences a reduction by a factor of the order of 6 as the rake varies from 0 o to -90 °. Peak 
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amplitudes corresponding to this case are shown on Figure 8. It is interesting that strike slip on the 

dipping fault causes stronger shaking than pure dip-slip motions. 

To summarize this section, we have studied the evolution from strike-slip to dip slip faulting. 

These calculations indicate that the peak amplitudes are quite sensitive to the dip, and less sensitive to 

th:- rake. 

Fl'RTHER PARA\lETRIC STLDIES 0:\ DIP-SLIP FAULTil"G 

The effects of dip angle on the synthetic motions and peak amplitudes for a site near a thrust fault 

are illustrated in Figures 9-11. \\'e have used the same geometry as in Figure 4 for these calculations. 

Figure 9 shows synthetic motions generated when c2 = oo, as it has been in the previous figures. Fig­

ure 10 departs from this, and shows the effect of a finite value for the transverse rupture velocity, 

c2 = -2.5 km/sec. For this case, at any location x along the fault. the rupture occurs first at the bot­

tom of the fault. and propagates across the width of the fault at 2.5 km/ sec. The symmetry properties 

which appear on Figure 9 are absent from Figure 10. The differing delays in the time of occurrence of 

peak accelerations and velocities is caused because these peaks occur when rupture at the top of the 

fault passes in front of the observation point~ with the successively greater width of faults of smaller 

dip, it takes longer for rupture to pass from the bottom edge to the top edge of the fault. With the 

exception of the uy - component, the peak amplitudes sho\\·n in Figures 9 and 10 and summarized in 

Fig. 11 do not appear to be strongly affected by the dip of the fault. The largest effects occur for peak 

accelerations which show an increase by a factor of the order of 3 as the dip decreases from 90° to 15°. 

The peak amplitudes for the transverse component uy show a strong dependence on the dip angle and 

exhibit a minimum at a dip= 45 °. Figures 9 and 10 indicate that the sense of motion of the u.~ -com­

ponent is reversed bet\1.een dips of 30° and 60°. 
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The amplitudes of the acceleration and velocity pulses which are shown in Fig. 10 for finite c2 are 

much smaller than those shown in Figure 9 for infinite c2• Peak amplitudes for the two values of the 

transverse rupture velocity c2 are shown on Figure 11. Differences of a factor of 2 to 3 seem to prevail 

for velocity, and factors of 3 to I 0 for acceleration. The exception to this pattern is the uy - component 

·which for dip angles near 45° and for c2 = - 2.5 km/sec exhibits larger peak values for iiy and u_~ and 

equal peak values for U1 than the results for c2 = oo. 

In Figure 12, we plot profiles of peak values of acceleration, velocity, and displacement along the 

free surface for a thrust fault with a dip of 30 o and c2 infinite. The upper edge of the fault lies beneath 

y = 3.46 km. Peak values in the x and z components · of motion occur in the vicinity of this point 

(y = 3.46 km), while the peaks of the y-components are shifted slightly toward smaller values of y. 

Figure 12 shows considerable asymmetry in y, \\"ith a less rapid decrease in peak values at y > 0, above 

the fault plane, and illustrates the extreme dependence of peak amplitude on position. We attempted, 

unsuccessfully, to correlate details of the shapes of the curves in Fig. 12 (such as the minimum of u, at 

y =:= 0) with the radiation patterns for a point dislocation ( Aki and Richards, 1980, p. 80-81) at the top 

edge of the fault. As pointed out by Archuletta and Hartzell (1981), motion at any one time results 

from contributions from different parts of the fault, and different wave types. Our failure to isolate a 

simple radiation pattern effect which correlates with details in Fig. 12 emphasizes that even though the 

position of the top edge of the fault is among the dominant parameters in determining the peak values, 

the entire extent of the fault contributes to the motion. 

ON MEASURE OF DISTANCE TO FAULTS 

The available data with respect to peak accelerations, velocities and displacements are typically 

organized on the basis of different measures of distance to the fault. In recent correlations, for 

instance, Campbell (1981) uses as measure of distance the closest distance to the fault while Joyner et 

al (1981) and Joyner and Boore (1981) use horizontal distance to the closest point on the vertical 
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projection of the fault area on the free surface. For vertical faults which intersect the free surface these 

two measures of distance coincide. For dipping faults the differences may be significant. This is shown 

in Fig. 13, where the peak amplitude results presented in Fig. 12 for a dipping thrust fault (dip = 30° 

are plotted versus three different measures of distance. These measures correspond to : distance from 

the site to the closest point on the surface area (R-Closest) , distance to the top edge of the fault (R­

Top), and horizontal distance to closest point on the vertical projection of the rupture area on the free 

surface (R-Projection). The distance R-Top was motivated by our observation that the depth of the top 

of the fault is more important than the width of the fault in determining near-field peak amplitudes. 

Inspection of Fig. 13 reveals that the definition R-Ciosest tends to reduce the differences between 

components and between points at the same value of R-Closest but on different blocks. Even with this 

definition of distance differences of about one order of magnitude can be observed in the distribution of 

peak accelerations. The distance R-Projection causes a large scatter at R::::::: 0 (for the purpose of plot­

ting, the peak amplitudes at R-Projection = 0 are shown to the left of a broken scale since all points 

on the upper block above the fault are assigned the same distance R = 0. We note that our steady­

state dislocation model over an infinitely long fault introduces a lo\\·er number of characteristic dis­

tances than a finite fault for which the use of a single measure of distance may introduce additional 

scatter. 

Joyner and Boore (1981) used the larger of the two horizontal components of acceleration in their 

regression; Campbell (1981) selected the average of the two horizontal components. For the long 

period ground motions given by our calculations, Fig. 13 shows that one of the two components is sys­

tematically smaller than the other. This would seem to violate Campbell's implicit assumption, in tak­

ing average values, that both horizontal components obey the same distribution. As pointed out by 

Hadjian (1978), in actual accelerograph data, the instrumental axes may be oriented randomly with 

respect to the fault and, often, with respect to other accelerographs. However, if one vector component 

in fault based coordinates is systematically larger, such an effect will persist, with scatter, on randomly 

oriented axes. Incidentally, axes in our synthetic calculation are not necessarily oriented such that the 

largest peak acceleration will appear on one of the two components. The high frequencies which are 
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present in observations but absent from our calculations might be distributed identically in all vector 

orientations, but that is not known a-priori. 

SUJ\L\IARY 

!I.DEQrtant Param~_ters in the Model. Within the context of the steady-state, infinite length disloca­

tion model described by Luco and Anderson (1982) we have investigated the importance of several 

parameters on the pulse shapes and amplitudes of ground motion near a fault. In a separate paper 

(Anderson and Luco, 1982) we have studied in detail the case of vertical, strike-slip faults. In the 

present paper we have analyzed the cases of oblique-slip and dip-slip fault models. In this section, we 

attempt to summarize the results obtained in both studies. 

First, we have found that the location of the observation point relative to the fault, and especially 

the top of the fault, plays an important, and expected role, in determining peak amplitudes of ground 

motion. Distance from the fault is the most easily recognized effect of location. A radiation pattern 

effect is also present, but is not always simply related to the radiation pattern from a point source. Near 

a dipping fault, peak amplitudes are different at equal distances but in opposite blocks. 

Static faulting parameters which we studied included the depths of the top and bottom of the 

fault, the offset and the moment per unit length. Near the fault, the depth of the top of the fault and 

the offset (for short rise time) have a profound effect on the peak amplitudes~ the depth of the bottom 

of the fault, and thus the moment per unit length, do not appear to play a dominant role at distances 

less than about twice the depth of the bottom. 

For a strike-slip type earthquake, the dip of the fault had an order-of-magnitude effect on the 

peak amplitudes. On a dip-slip fault, the dip is less important, but still plays a prominent role in deter­

mining peak amplitudes. The shallow dipping fault causes larger peak amplitudes than the near-vertical 

fault. The rake, or slip direction on the fault plane is relatively unimportant (within a factor of 2) in 
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determining peak amplitudes for a vertical fault, and slightly more important as the fault becomes more 

shallow-dipping. 

The dynamic parameters considered included the rupture velocities c1 and c2, and the rise time. 

The horizontal rupture velocity c1 was found in Anderson and Luco (1982) to play a crucial role in 

determining peak accelerations. and a successively lesser role in peak velocities and peak displacements. 

When the rupture velocity c1 is close to the Rayleigh wave velocity of the medium, the effect is most 

impressive. For the strike-slip fault, on which this effect was studied, peak accelerations change by a 

factor of about 4 for a less than one percent change in c1 as c1 approaches the Rayleigh wave velocity. 

The transverse rupture velocity, c2, was not very important on the vertical, strike-slip fault, but on the 

dipping fault it may reduce peak accelerations and velocities considerably. In all cases, it plays an 

important role in modifying pulse shapes. 

The role of the rise time is also important , especially as one extrapolates this model to larger mag­

nitude earthquakes in which the rise time is still unknown. Scholz ~1981) has pointed out that if the 

larger slip in a large magnitude eanhquake is accomplished within the same rise time as for a smaller 

earthquake, the peaks of ground motion would be considerably greater than they would be if the rise 

time is proportional to the slip. 

Extension to Real Earth. Anderson and Luco (1982) were encouraged by the finding that the 

pulse shapes generated by this model resembled the long-period components of observed ground 

motion at sites adjacent to the fault associated with the October 15, 1979 Imperial Valley, California 

earthquake. However, there is a considerable amplitude discrepancy, with the model giving much lower 

peak values than those in the data. This discrepancy in amplitude was sufficiently great that one possi­

bility for explaining the similarity of shape is that it is a coincidence, with the data pulses caused by 

some phenomena other than the approach and probable passage of the rupture front by the stations. 

(e.g. the rupture of a large fraction of the fault as an isolated event). However, the results of Bouchon 

(1979) suggest that shallow layering might also cause an increase in amplitude sufficient to resolve the 
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discrepancy. This leads to the conclusion that this model, after extension to a layered medium, will be 

a useful tool with which one can attempt to examine the strong ground motion in the near-field of a 

major earthquake. 

We may attempt to anticipate the results of this extension by use of the calibration provided by 

the strike-slip case. With c1 = 3 km/sec, Zu = 2 km at y- Yu = 5 km, the strike slip case yielded peak 

accelerations which were too small by a factor of about 15 and peak velocities which were too small by 

a factor of about 5 compared to correlations of Joyner et al (1981). Compared to low-pass filtered (0.5 

Hz) Imperial Valley data, synthetics which had been filtered in the same way underestimated the trend 

of peak accelerations on the transverse array by a factor of about 6 at a distance of 5 km . These filtered 

accelerograms are dominated by frequencies comparable to those which dominate the unfiltered velocity 

records from Imperial Valley. 

If we used these "calibration factors'' for the strike slip case to anticipate peak values which might 

be obtained near a thrust fault, we obtain large peak accelerations and velocities. For example, from 

Fig. 12, which is based on I meter offset on a fault which dips at 30 °, and for which c2 = oo, one 

obtains after application of a factor of 15 a maximum peak acceleration between 3.5g to 4g, and peak 

accelerations exceeding lg over a band about 10 km wide parallel to the fault. Applying a factor of 5 

increase to peak velocities, the largest peak velocities would exceed 500 em/sec, and the peak velocities 

would exceed 100 em/sec over a band about 15 km wide. As mentioned previously, if one were to 

extrapolate to larger slips, which are not unusual in significant thrust earthquakes, these values might 

be scaled upwards depending on how the rise time is handled. Finite values of c2 may be likely for 

major thrust mechanism earthquakes, and would tend to cause the peak values to be scaled downwards. 

In general, our lack of knowledge about what parameters to apply to faulting in major earthquakes tends 

to limit the confidence of immediate applications of such extrapolations. 
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UPPER BOUNDS ON NEAR-SOURCE PEAK GROUND MOTION 

BASED ON A MODEL OF INHOMOGENEOUS FAULTING 

By 

A. McGarr 

ABSTRACT 

Two independent arguments indicate an upper bound of about 10 for the 

ratio r
0

/ri in the expressions for peak velocity v and peak acceleration a 

at close hypocentral distances R: ~=(8~Tr0 /~R)(0.10r0 /ri+0.15) and 

~=(~T /pR) [0.30(r
0

/r)+0.45], where ri is the radius of the most 

heavily loaded asperity that fails within an earthquake source region of 

radius r
0

, ~T is the stress drop, s is the shear wave velocity, ~ is the 

modulus of rigidity, and p is the density; these relationships are for ground 

motion recorded in a whole-space. First, a recently-reported data set was 

augmented by observations for six earthquakes in the magnitude range 

4~ML~6.6, for which ground motion was recorded at a minimum of five sites at 
hypocentral distances of the order of 10 km; the new events include the 1979 

Coyote Lake and 1979 Imperial Valley shocks. The entire data set of 22 

events, spanning a range in seismic moment from 5x1o16 to over 1026 

dyne-em, is consistent both with the bound r
0

/ri<10 and with the previous 
conclusion that this ratio does not depend systematically on earthquake size. 

Second, a theoretical argument, using the result of Savage and Wood that the 

apparent stress acting on the earthquake fault plane is less than half of the 

stress drop, is made to the effect that r /r.<10. In addition, absolute 
0 1 

limits, independent of earthquake size, for peak acceleration are related to 

the state of stress in the crust; for an extensional state of stress ~~0.40g 

and for the other two stress states ~~1.99g, where~ now represents the 

maximum horizontal acceleration as recorded at the surface directly above the 

seismic source. 

INTRODUCTION 

McGarr (1981) described a model of inhomogeneous faulting and used it as 

a basis for the analysis of peak ground motion for a suite of mine tremors and 
earthquakes with seismic moments ranging from 5x1o16 to over 1026 

dyne-em. Briefly, the model involves an annular faulted region of outer 
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radius r0 surrounding an unfaulted 11 ligament 11 or 11 asperity 11 of radius ri. 

The faulting of the annulus is presumably the result either of preceding 

earthquakes or aseismic creep. An earthquake occurs when the central ligament 

fails under the influence of loading that depends both on the level of ambient 

shear stress above the frictiona l stress resisting fault slip and the ratio of 

the outer and inner radii of the pre-faulted annulus, r and r-, 
0 1 

respectively. The peak velocity~ and acceleration ~resulting from such a 
model are given by 

and 

Bfl.Tr 
0 v_ = ~-(0.10r0 /ri+O.l5) 

where B is the shear wave velocity, 6T is the overall stress drop, ~ is the 

modulus of rigidity, R is the hypocentral distance, and p is the density. 

Here ~=3xl0 11 dynes/cm 2, p=2.7gm/cm 3 and B=3.5km/sec unless indicated 

otherwise and a radiation factor of 0.57 is assumed. Furthermore, it should 

be noted that (1) and (2) are appropriate for ground motion as recorded in a 

whole-space rather than on a free surface. In this analysis, the effect of 

the free surface is assumed to be a doubling of the horizontal components of 

s·-wave motion. The terms in the parentheses of (1) and (2) involving ratios 

of r0 /ri correspond to the high-f requency ground motion associated with 

the failure of the central asper i ty, and the other terms indicate relatively 

low-frequency motion due to the broad scale readjustment to a new state of 

equilibrium over the entire faulted region of radius r
0

. 

In practice, fl.T and r
0 

are estimated using standard techniques (e.g., 

Brune, 1970, 1971; Hanks and Wyss, 1972) and then observations of the peak 

ground motion can be used to determine the ratio r
0

/ri and, therefore, 

ri. In addition, ri can be estimated from (McGarr, 1981) 

r-=3sv-/a· 1 -1 -1 

where ~i and ~i represent the high-frequency contributions to the peak 
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ground motion due to the failure of the asperity. Thus, we have three 
independent means of determining the radius of the asperity. Once r

0
1ri 

is determined, additional variables associated with the inhomogeneous failure 

can be calculated. Specifically, the stress drop of the small scale asperity 

failure is given by 

2 il'T · - 61" ( r I r · ) f ( r · I r ) 1 - 0 1 1 0 

The small-scale displacement is 

D. = 1.52~~ (ro21r1·)f(r1·1ro) 
1 lT l-1 

and the seismic moment of the asperity failure is 

M
0
i = 1.526Tr2r.f(r. lr ) 

0 1 1 0 

where f(r. lr ) is a power series that has a value very close to 1 for 
1 0 

O~rilr0~~; accordingly f is taken as 1 here. 
After analyzing 16 seismic events having moments ranging over nearly 10 

orders of magnitude, McGarr (1981) concluded from the observations that the 

ratio r
0

/ri is normally within the range of 1 to 10 and shows no 

( 4) 

( 5) 

( 6) 

systematic variation with seismic moment Mo. It is important to know whether 

r0 /ri is always within this range because, if so, equations (1) and (2) 

imply that peak velocity and acceleration can be predicted to be within 

reasonably narrow limits, depending on the seismic source parameters il'T and 

r
0

• This is especially true for peak velocity because from (1) we see that 

the dimensionless quantity Rvl-ll(ilTSr) is expected to have a value between 
- 0 

0.15 and 1. 

In this study, the question of upper bounds on r
0

/ri has been 

investigated in two ways. First, the existing set of observations (Table 1 of 

McGarr, 1981) was augmented by analyzing peak ground motion from six 

earthquakes in the magnitude range 4~ML~6.6. The six new events are of 
particular importance because their ground motion was recorded at a minimum of 

five sites at epicentral distances of roughly 10 km or less. Thus, the ground 

motion parameters can be determined with considerably more confidence than for 
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single-site observations, which formed most of the data set of McGarr (1981). 

Second, a theoretical argument based on the result of Savage and Wood (1971) 

that the apparent stress acting on the earthquake fault plane is less than 

half of the stress drop indicates that r /r-<10. 
0 1 

In addition two other analyses are presented that bear on the question of 

upper limits to peak ground motion. First, an attempt is made to relate the 

results of the inhomogeneous faulting model to those of models involving 

homogeneous stress drops, but for which the rupture front propagates 

coherently over the fault plane at a given velocity. The results of this 

investigation, which involved the analysis of ground motion synthesized for a 

theoretical earthquake by Archuleta and Hartzell (1981), suggests an 

equivalence between the ratio r /r. and rupture velocity with high rupture 
0 1 

velocities corresponding to high values of r /r·. Second, absolute limits 
0 1 

on the level of peak acceleration at close hypocentral distances are related 

to the strength of the crust (e.g. Hanks and Johnson, 1976) which, in turn, is 

a function of the state of stress. 

ANALYSIS OF PEAK GROUND MOTION 

The six earthquakes for which peak ground motion was analyzed are listed 

in Table 1 along with parameters relating to the seismic source, ground 

motion, and inhomogeneous faulting. These events were chosen for study 

primarily on the basis of their ground motion having been recorded at many 

sites at hypocentral distances typically of the order of 10 km. The analysis 

of these events is now discussed in the order of listing in Table 1. 

Imp~r:_i~l_'!_~ll~.Y ear:_thquake. Occasionally, the greatest difficulty in applying 

equations (1) and (2) to the interpretation of peak ground motion involves 

uncertainty in the location of the most heavily loaded asperity; that is, the 

distance R to the asperity is poorly established. Although in most cases the 

source dimension of the earthquake is sufficiently small, relative to the 

source-to-site distance, that the asperity can be assumed to coincide with the 

located hypocenter with little risk, such an approach was not feasible for the 

Imperial Valley earthquake of October 15, 1979. For this event the source 

region was of the order of 30 km in extent, and the most significant records 
of ground motion were from sites within the zone of aftershocks. Because it 

was necessary to know the location of the most significant asperity that 
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TAl3LE l. Source Para1neters and Peak Ground Motion Variables 

EVENT ML ~10 r 0 00 !11 Rx 1 . R~ (r/ri), (r0 fri)_g ri (r/rilv;a Ta f tTi Di 
-·------------------- ---- ·-- -- ·-- - -- ------------ ---·------- ·· - - - - _ _______ l:___. ___ - -- -- ----- - ------·----·- - ·---- - - ·-- --
dyne-em kill em bar-s cm? /sec bars km bars bars em - ----- --------------------- ----- ·----------- ---- - ------------------

-------Imperial Valley, 1979 6.6 7x ]Q2'i 9.R 77 33 ( 4. 62±0. 9')) X l() 7 7fi2±213 l?.? FUl 1.81±0.47 'i.4 119 11112 28? 

Coyote Lake, 1979 5.9 6x 1Q 24 4. 5 3? 29 ( 1 .1)0±0. S7)x 1()7 3'i8±20R lO.'i R.'i 0. 77±0.?'i 'i.8 112 ;;so 1?3 

Oroville event B 4. 1 3.6xlo22 O.fil'i R.4 51 ( 1. 'i2±0. 74 )xJQfi l J fi±l)r:; J.R 1.0 0.331±0.051) 2.0 f'iR 13n 11.1 Aug. 3, 0247 

Oroville event T, 4.0 2.2x10?.2 0. 52'i 11.6 67 (1.30±0.?9)xl0fi 171 ±49 3.? ? .9 0.230±0.0?4 2 . 3 103 ?3n 13.0 Sept. 26, 0231 

Oroville event U, 4.6 8. 8x 1022 O.'i4'i 31.4 ?38 (3.07±l.4R)x]Qfi 301)±103 ?.0 2. 1 O.Zii3±0.0n'i 2.1 333 700 43.9 Sept. 2 7, 2234 

Oroville event K, 4.9 l.8x1Q23 O.ll1 1 29 .0 1411 (l.80±0.fi9)x10n 1A7 ±7 A 1.1 ? .0 0.3011±0.117 2.n 2n1 n93 'il. 1 Aug. R, 0700 

U1 Archuleta - Hartzell, 6.4 4.'ixlQ2'i 5.0 190 100 (1.77±0.3/)xJOl 4A7 ± Ill 3.n I]. 0 1.1 0±0 .OR 4.'i'i 303 13RO 3n 7 0'\ vr = 0.75a 
0'\ 

4. 5x 1Q25 (? . 77±1.Jf))xHJ7 Archuleta- Hartzell, 6.4 5.0 190 100 Rclll± n]f) h,,f, 'i .4 1 .03±0. l f) 4.A" 373 1"nR 391 vr = 0.90a 



failed during the earthquake, the analysis described here relies heavily on 

the results of Hartzell and Helmberger (1981) who concluded, on the basis of 

strong motion modeling, that the region of most concentrated slip was located 

about 18 km northwest of the hypocenter, at a depth of 6.5 km. S-wave 

radiation attributed to this localized concentration of slip was analyzed at 

the eight accelerograph sites within - 10 km of the 11 asperity, 11 and R in 

equations (1) and (2) was estimated accordingly. Peak velocity~ and 

acceleration~ for the phases having the appropriate timing and polarity to be 

associated with the asperity were measured from the processed accelerograms of 

Brady et ~· (1980a). The results are listed in Table 1 and illustrated in 

Figures 1 and 2. The seismic moment Mo was determined by Kanamori and Regan 

(1981) from very long period Rayleigh waves, and the source radius was chosen 

to yield a total area of 300 km 2 based approximately on the distribution of 

significant fault slip deduced by Hartzell and Helmberger (1981). The stress 

drop of 33 bars was calculated from (Brune, 1970) 

71 6M I 3 llT = 1·1 r 
0 0 

We see in Table 1 that both R~ and pR~ have reasonably low uncertainties as 

measured at the eight sites. In fact, the estimates of dimensionless peak 

velocity (R~ll) /llTf3r
0

) and peak acceleration pR~/llT are limited more by the 

uncertainty in r
0 

than by the precision of the estimate of the peak ground 

motion. The ratios r
0

/ri estimated from equations (1) and (2) are each 

(7) 

quite high, especially that inferred from the peak velocities. Undoubtedly, 

the best determination of the asperity dimension is that based on equation 

(3), which is independent of such effects as radiation pattern and 

directivity, inasmuch as these sources of uncertainty cancel when taking the 

ratio v/a. The inferred asperity radius of 1.8 km yields a ratio r
0

/ri of 

5.4, which is then used to calculate the remaining entries in Table 1 relating 

to the inhomogeneous aspect of the failure. 

The ambient faulting stress, Taf' is the difference between the 
regional shear stress applied to the fault plane and the frictional stress 

that resists sliding across the fault zone surrounding the asperity. A value 

of J19 bars Table 1 for the Imperial shock is well within the range of 

estimates listed in Table 1 of McGarr (1981). llTi, the localized stress 
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Figure 1. 

log MQ , dyne- em 

Dimensionless peak velocity parameter as a function of Mo. The 

numbered data on the left correspond to mine tremors (McGarr et 

~' 1981). The points denoted P, A, F, K. V, B, and T indicate 

Oroville aftershocks (Fletcher et -~' 1982; Fletcher et ~' 1980; 
Boatwright, 1981). The codes Sl, 52, BV, CL, and SF are for the 
Shumagin Islands 0153, Shumagin Islands 0356 (House and Boatwright, 

1980), Stone Canyon (Johnson and McEvilly, 1974; Brady and Perez, 

1978), Coyote Lake (Brady et ~' 1980b), and San Fernando (Heaton 
and Helmberger, 1979; Hanks, 1974) earthquakes, respectively. A-H 

refers to the synthetic event analyzed by Archuleta and Hartzell 

(1981). 
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Figure 2 

log MQ, dyne-em 

Dimensionless peak acceleration parameter as a function of Mo. The 

symbol codes are the same as for Figure 1 with the additional codes 

BR and HC denoting the Brawley (Hartzell and Brune, 1977; Table 1 

of McGarr, 1981) and Horse Canyon (Hartzell and Brune, 1979), 
respectively. 
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drop associated with the asperity failure, is fairly high at 642 bars but 

certainly nowhere near the upper limit of the other determinations of this 

variable (Table 1, McGarr, 1981). The amount of fault slip across the 

asperity Di is perhaps the most interesting variable in that the estimate of 

282 em inferred here agrees well with the peak value of about 250 em at the 

asperity calculated by Hartzell and Helmberger. In this regard, note that the 

estimate of ri of 1.8 km also coincides well with the dimension of the 
region of concentrated slip seen in Figure 12 (Model 9WM) of Hartzell and 

Helmberger (1981). 

Finally, the seismic moment of the asperity failure, which is given by 

(McGarr, 1981) 

is about 8.7x1o24 dyne-em, or roughly 12 per cent of the total moment of the 

earthquake. 

CoyQ_!_~_h_~ls_~_ea~!_~g_uak~~ The least certain aspect of the Coyote Lake 
earthquake involves the estimate of the source radios r

0
• A source radius 

( 8) 

of 4.5 km was chosen so as to yield a circular fault plane of approximately 

the same average dimension as the presumed fault plane of the main shock. As 

defined by the aftershock distribution,, this fault plane is assumed to extend 

southeastward of the epicenter to where the Calaveras fault shows a 

substantial offset to the right (Lee et al., 1979; Reasenberg and Ellsworth, 

1982). The value of M
0
=6xlo24 dyne-c;-(Urhammer, 1980) yielded a stress 

drop of 29 bars (Table 1). 

Although the estimate of r is little more than a guess, the resulting 
0 

source parameters are in good agreement with those determined by Liu and 

Helmberger (1981), using a completely independent approach; for example, they 

concluded that ~T = 30 bars. As will be seen, several inhomogeneous aspects 
of the Coyote Lake event determined here are also in good agreement with those 

deduced by Liu and Helmberger. 

The peak ground motion parameters Rv and Ra were determined from the 

processed accelerograms from five sites (Brady et ~' 1980b), Coyote Creek, 
nearly above the hypocenter, and four stations of the Gilroy array 

approximately 10 km to the southeast. The process of estimating R~ and R~ was 
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Figure 3 Horizontal velocity and acceleration following the Coyote Lake 

earthquake of 6 August 1979. These records are adapted from Brady 
e t a 1. _ ( 19 80 b) . 

GILROY ARRAY NO. 6 SAN MARTIN - COYOTE CREEK 

N40W ~ SSOW ..., S20E • S70W ___... 

ACCELERATION ACCELERATION ACCELERATION ACCELERATION 
VELOCITY CM/SEC/SEC VELOCITY CMISEC/SEC VELOCITY CMtSECtSEC VELOCITY CMISEC/SEC 

CM/SEC I CM/SEC I CM/SEC I CMISEC I 
I • • I V1 V1 I N N I _. _. 

• •0 0 V1 \.110 0 N NO 0 _. _.0 0 
0 0 00 0 0 0 0 00 0 0 0 0 co 0 0 0 0 co 0 0 

A I .. l I - ~ ~~~ ~ f~J I • f I L~· ~ I~ 

~ 



complicated by the recording of S wave radiation from more than one 

significant asperity. The most energetic of these sources, however, appears 

to coincide with the hypocenter (e.g. Liu and Helmberger, 1981) and so this 

hypocentral asperity is analyzed here. The measurement of a and v from the 

records of ground motion at the Coyote Creek site was straightforward because 

of the simplicity of the acceleration and velocity pulses here (Figure 3); 

presumably, S waves from the hypocentral asperity account for nearly all of 

the high amplitude ground motion within the first 2 seconds of the S wave 

arrival. As recorded at Gilroy 6, however, the strong ground motion is more 

complex and care must be taken to isolate the effect of radiation from the 

hypocentral asperity. Although the velocity pulse on the S50°W component 

appears simple, the initial downward motion (Figure 3) seems, in fact, to be 

the result of two separate pulses. This can be seen most easily on the N40oW 

component, which shows two upward pulses in velocity coinciding in time with 

the broader simple-appearing downward pulse on the S50°W component (Figure 

3). The other stations of the Gilroy array show similar complexity. In all 

cases, the first-arriving pulses are associated with the hypocentral asperity 

as indicated by the arrows in Figure 3 showing where the measurements were 

made. 

As indicated in Figure 3, ~was, in all cases, measured from the peak in 

the accelerogram immediately preceding the peak in velocity even though this 
is not the true peak acceleration for any of the illustrated records. This 

measurement procedure was followed because of the need to isolate the effect 

of the hypocentral asperity. The theoretical justification for this procedure 

is that the source model employed here (McGarr, 1981) yields peak 

accelerations and velocities associated only with the leading edge of the 

d i s p l ace men t p u l s e . 0 t he r mode l s ( e . g . Madar i a g a , 1 9 7 7) often res u l t i n peak 

ground motion corresponding to stopping phases. 

As analyzed here (Table 1), the various measures of stress associated 

with the Coyote Lake event are remarkably similar to those of the Imperial 

Valley shock, whereas the dimensions and displacements are scaled down by a 

factor of about 2. The moment Mi associated with the hypocentral asperity 
0 

is, from (8), about 6.9x1o23 , which is 11 percent of the total moment; again 

this result is similar to that of the Imperial Valley ·shock. 

Interestingly, the displacement of 123 em associated with the failure of 
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the asperity (Table 1) agrees excellently with the corresponding value of 120 

em estimated by Liu and Helmberger (1981). Their peak stress drop for the 

hypocentral asperity of 137 bars, however, is substantially lower than that 

inferred using the present analysis. 

Q~~~i~l~-~f~~rshocks. The processing of the accelerograms and the 
determination of the source parameters of the four Oroville aftershocks listed 

in Table 1 are discussed by Fletcher~-~ (1982) and Perez (1979). The peak 

ground motion parameters were measured at a minimum of seven sites and so the 

listed standard deviations are well-determined. We see in Table 1 that the 

three estimates of r
0

/ri for each of the aftershocks are generally in good 

agreement and that nearly all of these ratios fall in the interval between 2 

to 3. These ratios are consistent with those for three other Oroville 

aftershocks studied by McGarr (1981, Table 1) although for the latter set the 

ratios tend to be slightly lowel~. It can easily be demonstrated that for 

r0 /ri~6 none of the ratios for any of the seven aftershocks is suppressed 
artificially due to the limited recording bandwidth, which extends to 25 Hz. 

Thus, for the Oroville aftershock zone r
0

/ri in general is significantly 

lower than for either the Imperial Valley or the Coyote Lake shocks. 

RUPTURE PROPAGATION 

Needless to say, there is more than one way to explain the large observed 

range of peak ground motion parameters for earthquakes with a given set of 

source parameters Mo, t.-r, and r. In addition to models involving 
. 0 

inhomogeneous stress drops, such as that employed here, faults with 

homogeneous stress drops but whose failure involves coherent rupture 

propagation result in ground motion parameters, ~' and~' which depend on the 

rupture velocity, as well as the seismic source parameters. 

To acquire some indication of the correspondence between rupture velocity 

and the ratio r
0

/ri, which plays the key role in the asperity model, the 
peak ground motion synthesized by Archuleta and Hartzell for a model involving 

rupture propagation over a circular fault is analyzed using equations (1) and 

(2). The Archuleta-Hartzell model involves coherent rupture propagation at 

velocities of either 0.75s or 0.9s over a fault of radius 5 km under the 
influence of an effective stress of 100 bars; that is, the static stress drop 

t.-r = 100 bars. Ground motion was computed for sites in four different 
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directions from the fault at a constant hypocentral distance R of 9.22 km, and 

the numerical computations were over a frequency band extending from 0 to 5 

Hz. 

The results of applying equations (1) through (6) to the ground motion 

resulting from the Archuleta-Hartzell model are listed in Table 1 and 
illustrated in Figures 1 and 2. (Note that for this model e=3.0 km/sec and 

p=3.3 gm/cm 3.) We see that for a rupture velocity vr=0.75e the 

corresponding ratio r
0

/ri is about 4, whereas for vr=0.9e, 

r0 /ri:::5. 
Archuleta and Hartzell (1981) noted that all of their ground motion 

results scale with the effective stress or ~T. The representation of their 

results here indicates, in addition, how to scale their results for different 

M
0 

or r
0

• 

Finally, it is perhaps worth mentioning that the analysis of the 

Archuleta-Hartzell ground motion in terms of the inhomogeneous faulting model 

provides a convenient means of establishing whether their bandwidth of 0 to 5 

Hz was adequate for calculating the accelerations. Consider the corner 

frequency associated with the asperity failure of the event with a rupture 

velocity of 0.9e. According to Brune (1970) 

f· 2.34e 
l 21rr. 

l 

and for ri=1.03 km (Table 

was entirely adequate and 
art i f i c i a 1 l y • 

1) fi:::1.3 Hz. Thus, the band extending to 5 Hz 

the peak accelerations were not suppressed 

The analysis of the Archuleta-Hartzell (1981) model in terms of equations 

(1) and (2) also serves to emphasize the nonuniqueness of interpreting ground 

motion data using a specific type of source. It appears, as indicated before 

by McGarr (1981), that other types of evidence are necessary for determining 

whether it is more appropriate to interpret the data on the basis of rupture 

velocity or scale of inhomogeneity. To the examples cited by McGarr (1981) of 

events involving inhomogeneous stress drops, as well as the Imperial Valley 
shock (Hartzell and Helmberger, 1981), the case of the 1975 Pocatello Valley 

earthquake, Idaho, can be added. Bache et al. (1980) interpreted the long 
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period and short period seismograms at teleseismic distances from this shock 

and determined, in the present terminology, that r ~12 km from the long 
0 

period data, and ri~2.6 km on the basis of the short period records. This 

result can be used to estimate the seismic moment of the asperity failure, and 

these estimates can then be compared to the corresponding results directly 

determined by Bache et al. The long period moment for the Pocatello Valley 

event was estimated~ ~2.2x1o25 dyne-em. For r /r. = 4.6, equation 
0 l 

(6) yields Mo=3.2x1o24 dyne-em. Thus, the ratio Mo/M 1 is about 6.9, which 
0 

is in the middle of the range of 5 to 10 determined by Bache~ .~ (1980). 

In any case, the Pocatello Valley event clearly required an inhomogeneous 

stress-drop interpretation in spite of the fact that Bache~~ assumed, in 

their calculation of synthetic seismograms, coherent rupture propagation over 

each of the fault planes. 

UPPER LIMIT TO r
0

/ri 

Figures 1 and 2 have been adapted from Figures 3 and 4, respectively, of 

McGarr (1981) and the data set presented has been augmented by the peak ground 

motion parameters listed in Table 1. The points plotted in these two figures 

are nearly all consistent with an upper bound for r
0

/ri of about 10. 

The only substantial exceptions are the dimensionless peak velocity and 

peak acceleration for the San Fernando earthquake. These values were measured 

at only a single site, Pacoima Dam, which was essentially coplanar with the 

initial faulting (e.g., Hanks, 1974). As discussed by McGarr (1981) a 

radiation factor of 1 rather than the factor of 0.57 assumed in equations (1) 

and (2) is more appropriate for this situation. Accordingly, the effect of 

this correction is indicated in Figures 1 and 2, and we see that both v and a 

for this event are then consistent with r /r.~10. 
0 1 

It turns out that the upper bound for r
0

/ri of about 10 suggested by 

the peak ground motion data is consistent with the theoretical upper bound 

that follows from the relationship developed by Savage and Wood (1971) 

where aa is the apparent mean shear stress causing the fault slip during the 
event. 

According to Wyss and Brune (1968) 
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llE aa = M (10) 
0 

where E is the radiated seismic energy. Perret (1972) has shown that for 

equidirectional radiation the seismic energy radiated by the S waves is 

( 11) 

where v is the ground velocity and the integration is performed over a 

suitable time window to include the entire phase. In the following analysis 

we assume that the P-wave energy is negligible compared to that of the S 

waves, an assumption in good accord with observations including those of 

Boatwright and Fletcher (1982) who found that the energy radiated in the S 
waves is more than a factor of 20 greater than that in the P waves. 

Specifically, (11) is used to calculate the total radiated energy E. 

Equations (13) and (]7) of McGarr (1981) imply 

R v( t) 
4 2 

0.57M ~( 3 t) -wt 
3 o 

3 
-w e 

4'1To8 

where w is the corner frequency of the S-wave displacement spectrum on the 

scale of either r or r.. Thus, it is straightforward to integrate 
2 2 0 1 

R v to calculate E and therefore a from (10) to obtain s a 

where r can be either r or r·. It then follows that the apparent stresses 
0 1 

that are proportional to the S wave energies radiated from the asperity and 

overall source radiation are, respectively 

and 
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For comparison, incidently, a simi1ar analys i s of the Brune (1970) source 

model yields a = 0.186t:r (Hartzell and Brune, 1977), which means that for a a 
given stress drop ~T, the Brune model radiates about twice as much energy as 

that due to the large-scale stress relaxation in the present model. 

From ( 9) and ( 14) 

and solving for r
0

/ri yields 

( 15) 

Inclusion of the P-wave energy in the calculation of aa would result in only 

a slight reduction of the upper bound (e.g. Boatwright and Fletcher, 1982). 

ABSOLUTE ACCELERATION BOUNDS 

To determine an upper limit for~ assume first that the radiation term is 

1 in equation (2) rather than 0.57, as has been assumed up to now. Then if 

equation (4) is used to express equation (2) in terms of ~Ti, the peak 

acceleration recorded in a whole-space is 

a<O. 79~T . I pR 
- l 

assuming that the term in (2) not involving r fr. can be neglected. As 
0 1 

noted before (McGarr, 1981), equation (16) is essentially equivalent to 

equation (3) of Hanks and Johnson (1976) relating the 11 dynamic shear-stress 
difference 11 a to the peak acceleration, assuming that ~Ti, the stress drop 

(16) 

of the asperity has the same significance as a. Hanks and Johnson suggested 

that a, or ~Ti, might be limited by the strength of the crust in the 
hypocentral region with corresponding limits on the peak acceleration, 

according to equation (16), for example. A recent analysis of limits on the 

state of deviatoric stress imposed by the strength of the lithosphere by Brace 

and Kohlstedt (1980) provides the means of exploring the implications of the 
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conjecture put forth by Hanks and Johnson (1976) with regard to upper limits 

on peak ground acceleration. 

Before investigating bounds on the depth dependence of ~T;, equation 

(16) is converted into a form suited to the situation of acceleration recorded 

at a station on the surface of a half space directly above the most 

significant asperity that fails during an earthquake. In this case the ground 

motion due to the S wave radiated from the asperity at depth z is purely 

horizontal and the effect of the free surface is to double the amplitude of 

motion, so that 

a (upper bound) <1.58~T./pz 
- 1 

( 17) 

Now consider limits on ~Ti as a function of depth. According to Brace 

and Kohlstedt (1980), if the crust contains fractures of all orientations then 

Byerlee•s (1978) law of friction yields 

for a 3-P<110 MPa 

where a 1 is the maximum principal stress that can be sustained for a given 
minimum principal stress a3 and pore pressure P is taken as hydrostatic 

here. If either a 1 or a
3 

is oriented vertically then its value can be 

( 18) 

taken as pgz (e.g. McGarr and Gay, 1978) where g is gravity, and (18) can then 

be used to determine the other principal stress. The upper bound on the 

stress drop of the asperity is then given by 

In an extensional state of stress a 1 is oriented vertically so that 

from ( 1.8) and ( 19) 

~Ti<0.4(p-l)gz=6.7(MPa/km) z 

For a compressional state of stress a3 is oriented vertically yielding 
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Ll't i<2( o-1) gz=33.4(MPa/km) z ( 21) 

Equations (20) and (21) substituted into (17) yield for upper bounds on peak 

acceleration 

Extensional stress state: ~(upper bound)~0.40g ( 22) 

Compressional stress state: ~(upper bound)~l.99g ( 23) 

If the state of stress is appropriate for the occurrence of strike-slip 

faulting it seems most realistic to presume that~ has the same upper bound as 

for a compressional stress state (23) because the vertically oriented 

intermediate principal stress a 2 can be arbitrarily close in magnitude to 

the minimum principal stress in such a regime; that is, the stress state for 

which a 1>>ogz>a3 would be associated with strike slip faulting. 
The upper bounds given by (22) and (23) are clearly based on idealized 

assumptions and so some qualifications are necessary. First, a number of 

possible propagation and recording site effects have not been taken into 

account; this analysis is strictly appropriate only for recording on the 

surface of a homogeneous half space. Second, the pore pressure is assumed to 

be hydrostatic even though in some regions P=O is more appropriate (e.g. 

McGarr et -~' 1975); if P=O then the upper bounds given by (22) and (23) 

increase by 59 per cent, for an assumed density of 2.7 gm/cm 3. Third, the 

strength of the crust as a function of depth undoubtedly shows some localized 

variation not accounted for in equations (20) and (21) due to variations 

either in the state of stress or in material properties. Of all the 

qualifications associated with (22) and (23), site effects seem most likely to 

lead to observed contradictions, especially for earthquakes occurring in 
extensional states of stress for which the upper bound on~ of 0.4 g is very 
low. 

Inequalities (22) and (23), even though based on somewhat idealized 

assumptions, appear to be reasonably realistic for several reasons. First, 

there are no counterexamples, to my knowledge, for (23), and only a small 
number for (22), most, or all, of which appear to be due to pronounced site 

effects (e.g. Seekins and Hanks, 1978; Fletcher et ~, 1980). Second, 
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qualitative support for (22) and (23) is provided by the empirical study of 

Campbell (1981) who found that peak accelerations from reverse faulting events 

average about 28 percent higher than those from earthquakes on other types of 

faults; presumably an even greater difference would have been found had his 

study contrasted reverse and normal faulting shocks. 

The most important implications of (22) and (23) are that absolute upper 

bounds on peak acceleration exist, at least in principle, independent of 

earthquake size and, all other factors being equal, earthquakes due to normal 

faulting are associated with much lower bounds on peak acceleration than 

events resulting from the other two distinct types of faulting. 

DISCUSSION 

It is of interest to compare the results of the recent studies of ground 

motion parameters by Joyner and Boore (1981) and Hanks and McGuire (1981) to 

the conclusions summarized in Figures 1 and 2. Joyner and Boore empirically 

derived the following expressions. For peak velocity 

log v = -5.90+0.326 log Mo-logr-0.00256r+0.17S+0.22P 

wher~ r=(d 2+4.02) ,24.0~log Mo~27.2 and d is the minimum distance between 

the surface projection of the fault and the recording site. For peak 

acceleration 

log ~ = -3.68+0.166 log Mo-log r-0.00255r+0.26P 

Where r=(d 2+7. 32) 23 5 l M 2·7 6 , . , ~ og o~ . 

For purposes of plotting the above two relations in Figures 1 and 2 I 

have taken P=O, which implies a 50 percent probability that the resulting 

ground motion values would be exceeded, S=O, corresponding to hard rock sites, 

and r is taken to be R, the distance from the asperity to the recording site. 

Because the present analysis involves only small hypocentral distances the 

small linear terms in r above are neglected. For convenience, the coefficient 

of log M
0 

in the expression for~ has been changed very slightly to 0.333. 
Lastly, it should be noted that an average stress drop of 30 bars was assumed 

and the €ffect of the free surface has been taken into account. 

The relationship of Joyner and Boore (1981) for peak velocity (Figure 1) 
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is equivalent to setting r
0

/ri (equation (1)) equal to 7.7. Their 
equation is in reasonable overall agreement with the data although it tends to 

predict somewhat higher velocities than are observed for Mo<1020 dyne-em. 

The Joyner and Boore relationship for peak acceleration, for which a 

scales as Mo 0· 166 , is also consistent with the data (Figure 2). The 

discrepancy between their formula and the peak motion for many of the 

earthquakes, including those with symbols T, B, U, A, K, F, BR, P, S1, and S2, 

is actually less than indicated in Figure 2 because an assumed stress drop of 

30 bars is not appropriate for these high stress-drop events (Table 1 and 

Table 1 of McGarr, 1981). For the events with Mo<1020 dyne-em, an assumed 

30-bar stress drop is realistic, and the Joyner and Boore curve tends to be 

somewhat low although still within the bounds of the data. 

According to Hanks and McGuire (1981) 

::_a = 0 i ~~(~'CL~ ~ f ~~x v 2 1 n(2f ~~x) 
where fmax is the maximum recordable frequency and f

0 
is the corner 

frequency of the seismic source spectrum (e.g. Brune 1970, 1971). This 
relationship is appropriate for the recording of a single horizontal component 

on the surface of a half space. For purposes of plotting the Hanks and 

McGuire formula in Figure 2 the factor of 0.85 is changed to 0.74 to simulate 

the recording of the total vector ground motion in a whole space. 

Furthermore, following Hanks and McGuire ( 1981) .1-r is taken as 100 bars for 

purposes of computing f
0

. Since the present analysis is concerned only with 

ground motion recorded at minimal hypocentral distances, fm x is simply the 
a 22 

high-frequency limit of the accelerograph. For the earthquakes with Mo>10 

dyne-em, f =25Hz and for the mine tremors with Mo<1020 dyne-em, max 
fmax=400Hz (McGarr et ~., 1981). The Hanks and McGuire (1981) curve shows 
similar scaling to that of Joyner and Boore (1981) and is also in 

correspondingly good overall agreement with the data (Figure 2). 

The most important distinction between the present results and those of 

Joyner and Boore (1981) and Hanks and McGuire (1981) involves the scaling of 

peak acceleration with seismic moment. The observations and analysis 

surrmarized in Figure 2 indicate that a does not vary systematically with Mo 

whereas the results of the other two investigations indicate a scaling 
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according to Mo 0· 166 or Mo 0· 20 . The results of this study (equations 

(2), (22), and (23)) are in accord, however, with those of Hanks and Johnson 
(1976) and Campbell (1981) who concluded that peak acceleration in the near 

field is independent of magnitude [or moment]. 
Both Joyner and Boore (1981) and Hanks and McGuire (1981) discussed 

problems associated with trying to extrapolate their curves to seismic moments 

in excess of those considered in their studies; in each study the authors 

concluded that such an extrapolation would be inadvisable. The analysis of 

this report leading to a theoretical bound on r /r· yields an additional 
0 1 

argument against the upward extrapolation of the Joyner-Boore and 

Hanks-McGuire curves. The Joyner-Boore and Hanks-McGuire relations violate 

the condition r
0

/ri<10 for Mo in excess of 1027 and 1028 dyne-em, 
respectively (Figure 2). 

CONCLUSIONS 

In view of the data illustrated in Figure 1 as well as the theoretical 

upper bound on r
0

/ri of about 10, it is clear that peak velocity at close 
hypocentral distances is quite predictable. From equation (1) the 

dimensionless peak velocity (RvJ.l) /(!:!:rar ) ranges from 0.15 to 1, and so if 
- 0 

R, ~T, and r
0 

can be specified, then the peak velocity falls within narrow 
limits. Because the implied scaling of~ according to Mo 113 holds over 

nearly 10 orders of magnitude in seismic moment (Figure 1), it seems likely 

that equation (1) would remain valid beyond the range of the data, in 

particular, for events with moments in excess of 2x1o26 dyne-em. 

Peak acceleration i is in one sense less predictable and in another sense 
more predictable than peak velocity. Because a is proportional to 

(r
0

/ri) 2 (equation (2)) the dimensionless peak-acceleration pRi/~T shows 

a much broader variation than the dimensionless peak velocity. With an upper 

limit of 10 for r
0
/ri, pRi/~ can vary from 0.45 to 30. 

Peak acceleration is, however, more predictable than peak velocity with 

regard to absolute upper bounds, independent of earthquake size. Rather than 

varying systematically with earthquake size the upper bound on peak 

acceleration is proportional to the strength of the crust, which, in turn, 
depends on the state of stress. For extensional states of stress the upper 
bound is quite low at 0.4 g whereas for other stress states peak acceleration 

582 



is limited to 1.99 g. Clearly, this factor of five difference in peak 

acceleration limits means that the state of stress must be taken into account 

in the prediction of strong ground motion at a given locale. 

The analysis of the coherent rupture propagation models of Archuleta and 

Hartzell (1981) tends to suggest that the primary conclusion of this report, 

that peak ground motion is limited according to equations (1) and (2) in 

conjunction with (15), is to some extent independent of the specific model of 

inhomogeneous faulting considered here and by McGarr (1981). Because rupture 

velocities exceeding s are implausible and as a rupture velocity as high as 

0.9s is equivalent to r
0

/ri==5 (Figures 1 and 2, Table 1) it seems likely 
that upper bounds to ground motion parameters based on models of coherent 

rupture propagation will correspond to r
0

/ri==10, or less. 
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Introduction 

The Coyote Lake earthquake of August 6, 1979 was a 

moderate size event (ML=5.7) which occurred on the Calaveras 

fault in Central California. The mechanism of the earthquake 

obtained from first-motion P waves indicates strike-slip motion 

along the Calaveras fault (Lee et al., 1979}. Aftershocks are 

spread over an 18 km long segment of the fault and cluster 

between depths of 4 and 10 km (Figure 1). The ground motion 

produced by the earthquake was recorded by more than 50 

accelerographs, two of them being located within the Eault zone 

itself. Another remarkable set of data are the broadband 

displacement records obtained at Berkeley, a little more than 

100 km away from the source. 

The purpose of the present study is to recover from these 

near-field data information concerning the rupture process. We 

shall try to infer the velocity of propagation of the rupture, 

the extent of the fractured area, the rupture front geometry 

and other characteristics of the fracture mechanism. 

Data and Model Parameters 

Six of the accelerographs which were triggered during the 

earthquake were located less than 25 km from the epicenter. 

Among them, t\.vo stations, Coyote Creek and station 6 of the 

Gilroy array, lie within the fault zone itself (Figure la). 

These two stations are located on hard rock. The four other 

stations are situated to the west of the fault. Three of them 

lie in an alluvial valley reaching at its deepest point a 
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sediment thickness of 1.5 km (Mooney and Luetgert, 1981). The 

fourth station sits at the edge of the valley opposite the 

fault. This complex crustal structure to the west of the fault 

is difficult to include in the modeling. Furthermore, the 

presence of the alluvial basin is likely to distort 

considerably the wave field emitted by the source. For these 

reasons, we chose to model only the strong motion displacements 

obtained at Gilroy 6 and Coyote Creek. The displacement traces 

that we shall use have been obtained by Brady et al~ (1980) 

after integration and correction of the accelerograph records. 

The baseline correction on these data was performed using a 

high pass Ormsby filter with a ramp rising from 0.05 to 0.25 

Hz. A low pass Ormsby filter with a ramp falling linearly from 

23 to 25 Hz was also applied to the data. We shall supplement 

these close-in data with the broadband recocds obtained at 

Berkeley, 107 km away from the epicenter. The azimuth from the 

epicenter to the Berkeley station being about N37°W, the three 

recording sites lie almost along the strike of the fault. At 

such locations, we expect the ground motion to be mostly 

transverse to the fault strike (e.g. Bouchon, 1980). This is 

well verified by the data. At Berkeley, the SW-NE component of 

motion is about three times the SE-NW component and four times 

the vertical motion (Uhrhammer, 1980). At Coyote Creek and 

Gilroy 6, the 250° and 230° displacement components are about 

three times the displacements in the other directions. We 

therefore further simplify the data set by only retaining, at 

the three recording sites, the component of motion transverse 

(or almost transverse) to the fault. 
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We model the earthquake as a pure strike-slip propagating 

fault embedded in a layered medium. The rupture starts at a 

point - the hypocenter - and spreads radially, as schematically 

shown in Figure 2. The final fractured area is assumed to be 

rectangular. The source time dependence is a step-function and 

the final slip is uniform all over the fault. The calculation 

is carried out by representing the source as a superposition of 

numerous shear dislocation points distributed over the fault 

plane• The ground motion produced by each individual source is 

computed using the discrete Green's function representation 

(Bouchon, 1981). The superposition is done in the frequency 

horizontal-wavenumber domain which insures the stability of the 

solution. 

The coordinates of the hypocenter and the origin time of 

the earthquake are fairly well known since the shock occurred 

within the dense seismic network of central California (Lee 

et al., 1979). We shall take for the hypocentral depth the 

value of 9.5 krn inferred by Lee et al. and we shall assume that 

the fault plane is purely vertical. Furthermore, as the 

near-field data are not very sensitive to the lower depth of 

faulting, we shall assume that the dislocation extends to the 

depth of 10 krn defined by the aftershock distribution. 

The crustal structure in the vicinity of the source has 

been determined by carrying out refraction experiments (Mooney 

and Luetgert, 1981). The velocity structure in the fault zone, 

shown in Figure 2, consists of an upper layer, about 1.75 km 

thick, having a compressional velocity of 4.2 km/s and an 

underlying crust with a P-wave velocity of 6 km/s. 

590 



Rupture Velo~ i ty 

Reco~ds obtained at station 6 of the Gilroy array display 

the absolute time. At this station, the transverse component 

exhibits a large displacement pulse (top of Figure 3). By 

matching the arrival time of this pulse with the synthetics, we 

can infer the velocity of propagation of the rupture. This is 

shown in Figure 3. Two fault lengths are considered: in one 

case the rupture stops before reaching the station, in the 

other one, rupture propagates beyond the station. The top of 

the fault is at a depth of 2 km and rupture propagates toward 

the southeast. The shorter fault length considered (8 km) 

makes the fault stop at t h e jump in aftershocks location. The 

rupture process is simulated by distributing point sources at 

intervals of 250 m in depth and 500 m along the fault strike. 

A high pass Ormsby filter similar to the one used to process the data 

has been applied to the synthetics. Frequencies up to 3.2 Hz are included 

in the solution. The station is located 10 km 1way from the epicenter 

and is assumed, in this calculation, to lie on the fault strike. 

Synthetic displacements computed for rupture velocities of 

2.2, 2.4, 2.6, and 2.8 km/s are compared to the data in Figure 

3. The gradual displacement build up associated with P-wave 

arrivals, the rapid change of direction of motion produced by 

the shear wave coming from the hypocentral region, and the 

large NE displacement pulse are well reproduced by the 

synthetics. The timing of the S wave arrival is good, which 

supports the velocity model used for the calculation. Whether 
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rupture stops at the jump in aftershocks location or propagates 

beyond it, does not affect the arcival time of the pulse. This 

pulse can be interpreted either as the stopping phase (L=8km) 

or as the passage of the rupture front below the station 

(L=l6km). It is interesting to note that the record at Gilroy 6 

cannot differentiate between these two eventualities. In both 

cases, the rupture velocity required to bring the timing of the 

computed and recorded SH pulses into agreement is about 2.6 

km/s. This value corresponds to a ratio of rupture velocity to 

shear wave velocity equal to 0.75. Changes in the position of 

the fault top have little effect on the arrival time of the 

pulse and will not affect these values. As discussed earlier, 

we have assumed that rupture takes place instantaneously at the 

rupture front. A rise time longer than the sampling interval 

consideced here (0.15s) would broaden the displacement pulse 

and deteriorates the fit with the data. 

Fault~ngth 

The strong motion data are mostly sensitive to the 

fracture history on the part of the fault closest to the 

station sites. For this reason, the data obtained at Gilroy 6 

and Coyote Creek cannot resolve the total length of rupture. 

On the other hand, the Berkeley records obtained several fault 

lengths away from the source should be representative of the 

whole rupture process. The NE-SW component of motion recorded 
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by the broadband Berkeley seismograph (Uhrhammer, 1980) is 

displayed at the top of Figure 4. Also shown on this figure 

are the synthetic displacements obtained for various source 

geometries after convolution with the instrument response. The 

rupture propagation is toward the southeast. Two fault lengths 

are considered. The shorter one (8 km) makes the fault stop at 

the jump in aftershocks location while the longer one (16 km) 

extends to the southeastern end of the aftershock zone. In 

each case, four different depths to the top of the fault are 

considered: 100 m, 1 km, 2 km, and 4 km. The crustal model 

used for the calculation is given in Table l. The shallow 

stucture is the same as the one used for the strong motion 

calculations. The rest of the model is based on Mooney's 

interpretation (personnal communication) of refraction data 

obtained northeast of the Calaveras fault. A rupture velocity 

of 1.8 km/s is assumed in the upper layer. This value is 

chosen since it keeps the ratio of rupture velocity to shear 

velocity unchanged (Figure 2). About 400 point sources 

distributed all over the fault are used to simulate the rupture 

process. Frequencies above 0.5 Hz are not included in the 

calculation so the comparison with the data must be restricted 

to periods longer than 2 s. The ringing which is present in 

the synthetics is the effect of the sharp frequency cutoff. 

The northeast deflection of the recorded displacement 

associated with the P-wave is well reproduced by the 

synthetics. The width of the large SH-displacement pulse which 

characterizes the data and the synthetics is related to the 
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fault length. As shown on the figure, we measure the pulse 

width as the time span between the S arrival and the peak of 

displacement toward the NE. We do so because this peak 

represents the stopping phase of the rupture. The comparison 

between the computed and recorded waveforms shows that the SH 

pulse produced by an 8 km long fault is too narrow while the 

one resulting from a fault 16 km long is too broad. The extent 

of the fractured area lies therefore between these two 

extremes. The best fit is obtained for a fault length of 12 km 

and is depicted in Figure Sa. This fit can be further improved 

by letting the rupture propagate a few kilometers toward the 

northwest. We show this case in Figure Sb. The fault extends 

2 km nor.thwest of the epicenter. The total fault length is 

therefore now 14 km. While the pulse width is unchanged from 

Figure Sa, the more rapid amplitude build up which follows the 

arrival of the S-wave from the hypocentral region is in better 

agreement with the data. 

The displacement waveform and amplitude are insensitive to 

variations of the depth of the fault between 0 and 2 km. The 

fault slip required to reproduce the peak-to-peak amplitude of 

the data are respectively 14, lS, and 16 em for 100 m, 1 km, 

and 2 km depths. When the fault depth reaches 4 km, the fit 

with the data deteriorates and the required dislocation 

increases to 23 em. 

We have now determined independently the rupture velocity 

and the fault length. We still have to constrain the depth of 

faulting. 

594 



Depth o~faul t ing 

As mentioned earlier, the strong motion data obtained at 

Gilroy 6 and Coyote Creek should be very sensitive to details 

of the rupture on the part oE the fault closest to the station 

sites. These data therefore should be a good marker of the 

depth of faulting. We present in Figure 6 the displacement 

computed at Gilroy 6 for four different fault depths: 100m, 

1 km, 2 km, and 4 km. As the position of the station relative to 

the earthquake fault is not accurately known (because the fault 

did not break the surface) two slightly different station sites 

are considered. The epicentral distance along the fault strike 

is the same in both cases (10 km), but in case A the station 

lies on the fault strike while in case B it is located 

900 m to the east of the fault. The true site location should 

be between these two values. The point sources which simulate 

the rupture process are distributed at 250 m interval in depth 

and 500 m interval in the horizontal direction, which, in the 

case of the shallowest fault considered here, amounts to a 

superposition of about 1200 sources. Frequencies 

up to 3.2 Hz are included in the solution. Values oE the 

fault slip required to match the amplitude of the observed 

motion are indicated in each case. The computed displacement 

is very weakly dependent on the particular site considered. 

Consequently, the slight uncertainty in station location will 

not affect the results. 

The displacement waveforms and amplitudes obtained for 
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fault depths between 100 rn and 2 km are very similar. The 

ground motion produced by a fault ~s shallow as 100 m is only 

10% larger than the one resulting from the same source buried 2 

krn below the surface. For depths equal to or shallower than 2 

km, the relative amplitude of P waves and S waves is well 

modeled by the synthetics. The major difference between the 

recorded and computed displacement lies in the width of the 

SH-pulse. The uniform dislocation model with circular rupture 

front cannot account for the short duration of the recorded 

displacement pulse. For a fault depth of 4 km, the Eit with 

the data deteriorates and the required fault slip becomes 

unrealistically large. 

The transverse displacement obtained at Coyote Creek is 

displayed at the top of Figure 7. The same model parameters 

are used as in Figure 6. Here again, two slightly different 

station sites are considered because of the uncertainty in the 

exact location of the earthquake fault. In both cases the 

epicentral distance along the fault strike is 1.5 km. In case 

A, the station directly sits above the Eault, while in case B 

it is located 750 m west of the fault strike. Four different 

depths of faulting are considered. 

The displacement waveform is very weakly dependent on the 

site considered. The gross features - of the first two seconds 

of observed displacement are reasonably well reproduced by the 

computed solution corresponding to depths oE faulting of 1 or ~ 

km. 
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The amount of slip required to 

match the maximum amplitude of ground motion in the case where 

the top of the fault is at a depth of 1 km is consistent with 

the value inferred from the Gilroy 6 record. For a depth of 

faulting of 2 km the required slip becomes large compared to 

the value determined from the Berkeley records. The 

possibility that the fault might be buried by as much as 4 km 

below the surface is clearly rejected since this would require 

a f au 1 t :3 1 i p of the order of 1 m , a v a 1 u e about s i x times the 

one inferred from the Berkeley records. 

From this analysis, it results that the depth of faulting 

should be close to 1 km and that the amount of slip on the 

shallow part of the fault should be about 20-25 em. 

Discussion 

The geometry of the fractured area that we have inferred 

from the near-field data sensibly differs Erom the area defined 

by the aftershocks location. While only two dut of a total of 

15 0 a f t e r shocks 1 ocate d by Lee e t .~:!...~ ( 1 9 7 9 ) are s h a 11 ower than 

3.5 krn (Figure lb), the fault depth that we h~ve obtained is 

about 1 km. A depth of faulting of 4 km, which corresponds to 

the extent of the aftershock zone, would reqdire slip of 40 to 

100 em to explain the displacement amplitudes recorded at 

Gilroy 6 and Coyote Creek. Such large values are incompatible 

with the Berkeley re~ords and with the geodetic data (King 
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et al., 1981). The amount of slip infer-rred from the close-in 

stations - 20 to 25 em - is about 50% larger than the average 

fault slip obtained from the Berkeley recor-d and suggests the 

possibility that slip was lar-ger- at shallower depths. This 

could be due to the lack of barriers of high-strength material 

at these depths, which in turn would provide an explanation for 

the absence of aftershocks. 

The fault length inferred makes the rupture -stop about 4 

km before the southeastern end of the aftershock zone. Rupture 

therefor-e went beyond the offset in aftershocks and its 

propagation was apparently not affected by the offset. A 

similar situation occurr-ed in the 1966 Parkfield earthquake 

where r-upture appears to have propagated beyond a well-marked 

offset in the aftershock zone (Bouchon, 1979; Aki, 1979). In 

the present case, rupture stopped at the beginning of a large 

patch of aftershocks which starts about 12 km ,fr-om the 

epicenter and extends for- about 5 km up to the end of the 

aftershock zone. 

Recent modelizations of teleseismic body waves (Nabelek, 

1982) suggest that the fault dips slightly (10°) toward the 

northeast. Such a dip would have little effect on the 

transverse motions recorded close to the fault strike. 

From the fault geometry inferred and the average slip 

obtained, one can estimate the seismic moment of the · 

earthquake. We have: 

Mo = ~ x average slip x fault area 
24 = 6 x 10 dyne-em 
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This value is the same as the one obtained by Uhrhammer (1980) 

from integration of the Berkeley record and under simplifying 

assumptions. 

We still have to satisfactorily explain the short duration 

of the displacement pulse associatea with the passage of the 

rupture front below the Gilroy 6 station. Archuleta and 

Frazier (1978) have shown that the transverse ground motion 

above a strike-slip fault is very sensitive to the rupture 

front geometry. We investigate this effect in Figure 8. The 

fault depth considered is 100 m and the station is assumed to 

be above the fault. As before, the source time dependence is a 

step-function. Three cases are considered. The upper trace 

displayed is obtained for a fault propagating horizontally at 

2.2 km/s. The middle trace is the result previously obtained 

for a circular rupture front. Finally, the lower displacement 

trace corresponds to the case where rupture nucleates along the 

complete bottom of the fault and propagates upward at 2.2 km/s. 

The striking feature of this figure ig th@ very sntall 

displacement produced by an upward propagating rupture (about 

1/20 the displacement amplitude obtained for a horizontal 

propagation). The largest displacement amplitude and shortest 

pulse duration are produced by the horizont~lly propagating 

fault. The pulse obtained in thi$ case bears a strong 

resemblance to the observed one. This suggests that the 

rupture front below Station 6 was close to the vertical and may 

represent a local irregularity of the rupture front. We may 
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also note that a shallower hypocentral depth would make the 

rupture front more vertical. 

In the fault models that we have considered, slip occurs 

instantaneously along the rupture front. Dynamic crack models, 

however, predict that slip anywhere on the source takes place 

in a time span which is roughly equal to the distance to the 

final location of the crack tip divided by the rupture 

velocity. For a crack having dimensions of the order of the 

length or width of the fault, this rise time would be very 

large and would produce a very broad pulse at Station 6. The 

~npulsive S-wave arrival at Berkeley could not be accounted Ear 

either by such a model. If present dynamic models are a 

realistic representation of crustal earthquakes, the crack size 

must be very srnall and a fault like the one of the Coyote Lake 

earth~uake must be made up of a large number of such cracks. 

At wavelengths larger than the crack dimensions, the radiation 

frorn such a composite source will not be distinguishable from 

the one resulting from a uniform dislocation source. 
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Conclusion 

By combining strong motion records obtained very close to 

the fault with broadband seismogram recorded several fault 

lengths away fro1n the source, we have been able to infer 

independently the rupture velocity, the fault length and the 

depth of faulting of the 1979 Coyote Lake earthquake. The 

velocity of propagation of the rupture is well constrained by 

the arrival time of the large transverse displacement pulse 

associated with the passage of the rupture front below the 

Gilroy 6 station. The value inferred - 2.6 km/s - corresponds to 

a rupture velocity to shear wave velocity ration of 0.75. The 

fault geometry obtained sensibly differs from the area defined 

by the aftershocks location. The model which gives the best 

fit to the data is a 14 km long fault extending between depths 

of 1 and 10 km with a fault slip of 15-20 em and a seismic 

24 
moment of 6xl0 dyne-em. 

One important result of this study is the finding that 

slip at any point on the fault takes place in a very short time 

span and that simple dislocation models give a good description 

of the rupture process. 
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Figure la. Epicenters of the mainshock and of the aftershocks 

of the Coyote Lake earthquake sequence (August 6 to 21, 

1979). The location of the two accelerograph stations 

Coyote Creek and Gilroy 6 is indicated. 

(modified 

from Lee et ~~L 1979). 

Figure lb. Projection of hypocenter locations in a vertical plane 

transverse to the fault strike (from Lee et al., 1979). 

Figure 2. Source-medium-station configuration used in the 

study. The circles indicate the position of the rupture 

front at successive times. 

Figure 3. Effect of rupture velocity on the displacement 

computec1 at Gilroy 6. Two different fault lengths and 

four different rupture velocities are considered. P and S 

indicate the computed arrival times of the P and S waves. 

Figure 4. Comparison of the Berkeley record with the 

displacement waveforms computed for various fault 

geometries. P and S indicate the computed arrival times 

of the P and S waves. Each trace is normalized to its 

maximum value. 

Figure 5. Same as Figure 4 for different fault geometries. 

Figure 6. Comparison of the Gilroy 6 transverse displacement 

record with the displacements computed for different 

depths of faulting. A and B represent two slightly 

different station locations. Values of the fault slip 

required in each case to match the observed amplitude are 

indicated. 605 



Figure 7. Comparison of the transverse displacement recorded 

at Coyote Creek with the displ~cements computed for 

different depths of faulting. A and B represent two 

slightly different station locations. Values of the 

fault slip required in each case to match the observed 

amplitude are indicated. 

Figure 8. Effect of rupture front geometry on the transverse 

displacement computed at the site of the Gilroy 6 station. 

Traces A, B, and C illustrate respectively the cases of 

vertical, circular, and horizontal rupture fronts. The 

station is assumed to lie above the fault. U denotes the 

amplitude of the fault slip. 
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Depth km 

Table l - Crustal model 

compressional 
velocity (km/s) 

I 

use~ in this study 

shear velocity 
km/s 

density 
g/cm 3 

-------- ·- -·- ·- ----------- ------- ------ -·- ··------- , - -- ... -------~-------------- -------

0 
4.2 2.4 2.6 

1.7.5 
6.0 3.5 2.8 

18 
6.6 3.8 2.9 

28.5 
7.9 4.6 3.1 
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Two earthquakes of comparable local magnitude from different regions of Northern Baja California (the July 
17, 1975 Pino Solo earthquake, ML = 5.1, from the Peninsular Ranges region, and the Dec 7, 1976 Mesa de 
Andrade earthquake, ML = 5.3, from the Colorado River Delta region) are studied in detail to determine possi­
ble causes for the observed stronger excitation of surface waves by earthquakes from the Delta region relative to 
earthquakes of comparable local magnitude in the Peninsular Ranges region. Data from distant stations are com­
plemented with data from aftershock studies using local arrays and, for the Mesa de Andrade earthquake, with 
data from two strong motion stations. 

The strong motion records for the Mesa de Andrade earthquake show that it consisted of two events, 45 sec 
apart, which produced maximum recorded horizontal accelerations of .21g and .24g, respectively, at a distance of 
18km from the epicenter. Synthetic seismograms are used to help determine the depth of these events and their 
source time functions. Both events are relatively simple. The second event is sharp and impulsive and could be 
thought of as an aftershock, since it has a considerably smaller moment than the first event, even though its 
recorded acceleration was higher. 

Comparison of measured parameters shows that while the local magnitude of the Mesa de Andrade earth­
quake is only .2 units larger than the Pino Solo earthquake and its source dimension is -2.2 times larger (source 
areas -4.8 times larger), its moment is larger by a factor of 6.2 to 8.5. This is approximately explained by the 
w-2 scaling law. However, the near source spectra and accelerations recorded on the strong motion accelerograph 
at Riito, a distance of about 18km, are considerably larger than predicted by the w -l scaling law. This may be a 
result of near field focusing (directivity), or high stress drop asperities. 

INTRODUCTION 

The study reported in this paper has an important bearing on the general problem of understand­
ing earthquake mechanism, and more specifically, the problems of seismic discrimination between 
earthquakes and explosions and understanding earthquake strong motion. One of the main discrimina­
tion criteria used at present is the Ms versus mb criterion [Liebermann and Pomeroy, 1969; Marshall and 
Basham, 1972], which compares the relative excitation of long period surface waves used to determine 
Ms and the short period body waves used to determine mb. Points representing earthquakes and explo­
sions lie on different regions of a plot of Ms versus mb because of the greater relative excitation of sur­
face waves by earthquakes. The earthquake population on Msf mb diagrams shows a large scatter, and 
several authors have noticed a regional dependence in the scatter. They have suggested that the Msl mb 
discriminant be applied regionally. With respect to strong ground motion, it is critically important to 
know how ground acceleration and velocity scale with both local magnitudes, ML, and surface wave 
magnitude M5 , so that better predictions can be made for earthquake resistant design. This study 
addresses that problem. 

tThis study is based in part on the Ph.D. thesis of Alejandro Nava. The thesis contains additional details 
supporting the results given in this paper. 
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Brune et al. [1963] noticed a region of anomalously low surface wave excitation in Northern Baja 
California while studying events from the California-Nevada area. In contrast, the Gulf of California 
area was identified as a region of large surface wave excitation by Wyss and Brune [1971]. Thatcher and 
Brune [1971] found that earthquakes from a swarm in Wagner Basin in the northern end of the Gulf of 
California also excited surface waves more than earthquakes in Northern Baja California with similar 
body wave excitation. 

Thatcher [1972] studied the regional variations of spectral parameters in Northern Baja California 
from observations at Cal Tech stations in Southern California, especially BAR, PLM and PAS. The 
spectra were interpreted in terms of source parameters such as moment, source dimension and stress 
drop. Thatcher inferred that Northern Baja sources have dimensions that are typically a factor of four 
smaller than the dimension of Gulf events of comparable local magnitude. Conversely, moments for 
the Gulf events were about an order of magnitude larger (for the same ML) than those for Northern 
Baja. The average stress drop for the Gulf earthquakes was found to be lower than the average for 
Northern Baja California. 

The above studies of sources in Northern Mexico were based solely on relatively distant (from the 
epicenter) data, with inherent uncertainties in epicentral distance, source depth, rupture area, attenua­
tion, and high frequency behavior. The present work uses improved data from a sample earthquake 
from smaller regions; the Pi no Solo earthquake of July 17, 1975 from Northern Baja California and the 
Mesa de Andrade earthquake of Dec 7, 1976 from the Colorado Delta. Both earthquakes have approxi­
mately the same local magnitude (determined from the maximum amplitude measured on standard 
Wood-Anderson seismograms of the type shown in Figure 1) . However, the long period excitation is 
much larger for the Mesa de Andrade earthquake, as is clear from Figure 1, and further illustrated in 
Figure 2, which shows records of both earthquakes at TUC (long period) and PAS (ultra long period). 
In this study, the far field data is complemented with local array aftershock studies (to infer fault 
dimensions) and, for the Mesa de Andrade earthquake, with data from near field strong motion 
records. 

Figure 1 shows that the Pasadena Wood-Anderson seismogram for the Pino Solo earthquake is 
relatively simple, most of the energy arriving in a burst of only a few seconds duration, while the 
seismogram from the Mesa de Andrade earthquake is much more complex, with both the high fre­
quency energy (f > 1Hz) and lower frequency energy arriving over a much longer period of time. The 
bottom trace in Figure 1 shows a tracing of the strong motion displacement record of the Mesa de 
Andrade earthquake from the station Riito at a distance of about 18km (discussed later), and indicates 
that the actual energy release occurred in two relatively simple events, the first containing considerably 
more low frequency energy than the second. Figure 1 indicates that propagation path effects have been 
important in causing the complexity observed in the Mesa de Andrade seismogram at Pasadena, and 
less important in the case of the Pino Solo seismogram. 

THE PINO SOLO EARTHQUAKE 

The Pino Solo earthquake occurred on July 17, 1975, in the Sierra Juarez in Northern Baja Cali­
fornia, approximately halfway between Ensenada and the northern end of the Gulf. The epicenter is 
located just east of the main mapped San Miguel fault that runs along the northeastern edge of the 
Llano Colorado Valley (see Figure 3). 

For aftershock locations, an array of five portable Kinemetrics smoked paper seismographs was 
installed in the epicentral area in a cooperative project involving the University of California at San 
Diego (UCSD) and the Centro de Investigacion Cientifica y Ensenada Superior de Ensenada (CICESE) 
in Ensenada. The array started operating about eight hours after the main shock, and operated for a 
day and a half before the batteries discharged. Figure 3 shows the location of the portable stations, and 
the approximate area of the aftershocks. All stations were deployed on granite outcroppings, and all 
registered sharp P-wave first arrivals and clear but less sharp S-wave arrivals. 

Aftershocks were located using velocity model PRCP, a four layer velocity model for the area 
developed in a separate study [Nava and Brune, 1981] and the MICRO location program developed by 
Ray Buland [1976] for small, local arrays (originally for a half-space, and modified by Luis Munguia for 
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a layered model). Poisson's ratio was estimated for 34 combinations of P- and S-wave observations, 
and a value of .2492 was obtained, not significantly different from .25, so a value of .25 was used in the 
location process. 

The aftershock area has dimensions roughly 8km (west-northwest) x 2km (north-northeast). Fig­
ure 4 shows a plan view of the aftershock epicenters, along with an east-west cross section view of the 
hypocenters. The hypocentral depths range from 4.4 to 17. 9km, the average depth being < z > = 

8.2km. 

A linear regression for the epicenters defines a strike N 7° W. Consideration of the probable 
errors allows strikes from N 55° W to S 94° W. As described later , the polarities of the first arrivals 
from the aftershocks, as recorded on the portable stations, are consistent with a fault plane correspond­
ing to a vertical, strike slip fault with a strike of N 57° W. This is not inconsistent with the aftershock 
location data. 

The aftershock region, and hence the earthquake itself, is not associated with any known fault. 
However, the region is between the intensely fractured Sierra Juarez and San Miguel fault zones (see 
Figure 3) and hence it is quite reasonable to assume that an active fault exists there. Because of the 
relatively uniform granitic terrain, the identification of smaller faults is difficult in this region. 

Careful relocation of the main event, using data from U.S. stations and Mexican stations at Ense­
nada and Rio Hardy give a location that within the experimental error lies within the zone of aft­
ershocks (the USGS Earthquake Data Report of July 8, 1976, gives a location some 8.25km northeast 
of the aftershock zone). 

The fault plane solution for the Pino Solo earthquake is shown in Figure 5, a Wulff's net projec­
tion through the bottom half of the focal sphere for polarity (i.e., compression or rarefaction) of first 
motions. Circles represent readings for the main event at permanent stations. Also shown are first 
motion polarity readings from aftershocks at the portable station network, represented as bands. Under 
the assumption that aftershocks will tend to have the same mechanism as the main shock, their fault 
plane solutions should be compatible with that of the main shock. 

The observed polarities are compatible with two conjugate vertical nodal planes with orientations 
of N 33° E and E 33° S. These orientations are relatively well constrained. Based on the aftershock 
distribution, regional tectonics and observed faulting for surface manifestations of other earthquakes in 
the region, the plane with the azimuth of 123° was assumed to be the fault plane. 

Pi no Solo Long Period Seismograms from PAS 

For the Pi no Solo earthquake, the closest station with calibrated long period instruments was PAS 
at the California Institute of Technology (distance 337.3km). The path from epicenter to station is 
almost completely along the Peninsular Ranges, except at the very end where it crosses some sediments 
before reaching Pasadena at the foot of the San Gabriel Mountains. 

The PAS seismograms were digitized, and the two horizontal components combined to provide 
radial and transverse components. The fundamental Rayleigh and Love modes were extracted from the 
complete seismograms by means of group-velocity filter, according to the apparent group-velocity 
obtained from a moving window analysis. For comparison with theory, synthetic seismograms were 
computed for the Peninsular Ranges PRCP model for various depths using the program of Harkrider 
[1964, 1970]. Although none of the synthetic seismograms fit the observed ones as well as would be 
desired, the seismograms for a depth of 15km appeared to be fairly close. This depth was also checked 
by comparing the spectra of the observed and theoretical seismograms, and by comparing the smoothed 
ratio of the Rayleigh wave spectrum to the Love wave spectrum [ Tsai and Aki, 1970] with the 
corresponding theoretical ratio computed for the PRCP model. These comparisons suggest a source 
depth of about 15 ± 3km, consistent with the source depth estimated from the time domain surface 
wave shapes and with the arrival time data. The details of the above comparisons may be found in 
Nava [1980]. Study of the source (using the method outlined below) also indicated that its duration 
was less than about 5.5 sec. 

The Pino Solo Earthquake Source Parameters 
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Directly measurable parameters (e.g., magnitudes and moments) and inferred parameters (e.g., 
source dimension, stress drop, fault displacement, energy, etc.) were computed for the Pino Solo earth­
quake (for comparison with the corresponding parameters for the Mesa de Andrade earthquake). Local 
magnitude ML was determined from readings of Wood-Anderson standard seismographs at seven sta­
tions in Southern California. The average gives ML = 5.1 with a standard deviation CT = .2 units. 
This result agrees quite well with the ML = 5.0 given by the USGS Earthquake Data Report. 

The body wave magnitude, mb, was measured for eleven short period stations ranging in distance 
from 8.7° to 45°, giving an average mb = 4.9 with a standard deviation of CT = .3. This value agrees 
perfectly with the value in the USGS Earthquake Data Report, obtained from ten observations at dis­
tances ranging from 7.6° to 84.4°. 

Surface wave magnitude M 5 , was determined using Marshall and Basham's [1972] formula for 
eleven stations at distances ranging from 8° to 44.5°. This gave an average Ms = 4.0 with standard 
deviation CT = .1. 

Moment, M 0, was measured by comparing the long period amplitudes on the observed surface 
wave records at six stations with those on the synthetic seismograms computed for these stations using 
Harkrider's [1964, 1970] program with a known moment of 1025 dyne-em. The average moment from 
all measured values is M 0 = 3.37 x 1023 dyne-em, with a standard deviation of 1.4 x 1023 dyne-em. 

The moment was also estimated at high frequencies (~.9Hz) by comparison of the observed BAR 
Wood-Anderson record with a synthetic seismogram computed using the Apsel-Luco wavenumber 
integration program [Apse/ and Luco, 1978]. Comparison with the P-phase amplitude yields 
M 0 = 1.55 x 1023 dyne-em. The S-phase amplitude is harder to read due to the distortion in the base­
line, but the moment is consistent with that determined from the P-wave. This estimation of moment 
from high frequencies is not very reliable, but will be useful in a later discussion of the spectra. 

The main evidence for the dimensions of the source area of the Pino Solo earthquake is the distri­
bution of early aftershocks. As mentioned above, the horizontal length of the aftershock area is 
~ 7. 5km. Since depth is not very well constrained, a vertical dimension equal to the horizontal is 
assumed, and a circular rupture area will be used as a first approximation. It is possible that some of 
the aftershocks may be outside the region of main energy release. Thus the length of the aftershock 
area might be considered an upper bound to the fault length. If this is the case, exclusion of the events 
located at the extremes would give a fault length of 5.3km (see Figure 4). 

The stress drop for the Pino Solo earthquake was estimated using the Keilis-Borok [1960] circular 
dislocation model which relates the moment and the source dimensions to the stress drop, giving ~CT == 
7.9 bars. This value falls within the range found by Thatcher (1972) for Northern Baja earthquakes. 
The stress drop and fault dimensions correspond to an average displacement of a few em. 

THE MESA de ANDRADE EARTHQUAKE 

The Mesa de Andrade earthquake occurred just before 1300 hrs GMT of December 7, 1976, 
about 50km southeast of Cerro Prieto in the Colorado River Delta area. Although no surface rupture 
was documented, sand boils were observed in the Mesa de Andrade area (presumably in the region of 
rupture at depth). 

Less than 24 hours after the mainshock, a net of eight portable smoked paper seismographs was 
operating in the aftershock area, installed by UCSD in cooperation with CICESE in Ensenada. All the 
locations were done by Javier Gonzalez at CICESE (see Figure 6). Positive identification of the S­
phase was uncertain, and no S readings were used for these locations, hence depth determinations are 
not very reliable. 

As part of a joint project between Scripps Institution of Oceanography (SIO, UCSD), and Instituto 
de Ingenieria (UNAM), several strong motion instruments (triaxial, analog, film recording, SMA-1s) 
had been previously installed in Northern Baja California [Prince et a/., 19761. The Mesa de Andrade 
earthquake triggered three of these instruments, at Riito, Delta and Cerro Prieto. Figure 6 shows the 
location of these instruments and the locations of the aftershocks. 
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The strong motion records show that the Mesa de Andrade earthquake consists of two large 
events with origin times about 45 sec apart, close enough so that the instruments were still recording 
(triggered by the first event) when the second event occurred, and separated enough so that the energy 
from the first event was negligible at the time of the arrival of waves from the second event. The max­
imum horizontal accelerations recorded for the first event were .21g, .17g and .04g at Riito, Delta and 
Cerro Prieto respectively. For the second event, the corresponding accelerations were .24g, .13g and 
.04g. 

Consideration of the relative arrival times of the various phases on the strong motion records 
indicates that within the uncertainties the two events had the same epicenter, among the aftershocks 
(whose epicenters are well determined), approximately 18km from Riito. 

Acce/erogram Analysis 

Henceforth, records will be identified by the name of the station, followed by a digit that identifies 
the event (i.e. 1 or 2). 

The original accelerograph 70mm films were amplified 3X and digitized on a "Calma" digitizer. 
The equispaced series were corrected for instrument response and integrated to give ground displace­
ment, using the process described by Trifunac and Lee [1970]. The processing required judicious choice 
of a high pass filter to remove the long period part of the spectrum introduced by the process of double 
integration. We found that a high pass filter with a corner frequency of .6Hz was a good compromise 
between leaving in too much unreasonable long period energy on the one hand and filtering out reliable 
signal and distorting the pulse shape on the other hand. 

Figure 7 shows the resulting Riito horizontal displacement seismograms for the first event. The 
wave forms have been resolved into longitudinal and transverse components in the bottom part of the 
figure. Figure 8 shows corresponding seismograms for the second event at Riito, and Figures 9 and 10 
corresponding seismograms for both events at Delta. In each figure, the amplitude and time scales are 
the same. 

Figures 7 and 8 show that the pulse of energy at Riito is primarily SH motion, and is a much 
sharper pulse for the second event than for the first. The Delta seismograms (Figures 9 and 10) show 
a second pulse arriving about 6 seconds after the S-wave. This pulse is believed to be a reflection mul­
tiple and will be discussed later. 

Green's Function Synthetics and Source Depth 

Depth is difficult to establish for this earthquake, since depths are uncertain even for the aft­
ershocks. Thus, we estimated the depth by matching the observed strong motion records with synthetic 
seismograms obtained using the PROSE program developed by Apse/ and Luco [1978]. This program 
calculates Green's functions for a flat layered model. The model used was the KHC2-IV model for the 
Imperial Valley [Hartzell and Brune, 1977] with a crustal thickness of 32.4km. Synthetics for source 
depths between 5 and 15km were obtained for Riito and Delta. The alignment of the aftershock epi­
centers suggests that the Mesa de Andrade earthquake was associated with transcurrent motion along 
the Cerro Prieto Fault. Hence, right lateral strike slip motion along the Cerro Prieto Fault was assumed 
for calculating initial synthetic seismograms for comparison with the observed displacement time series. 
A step source time function was assumed. 

Figure 11 shows the synthetic seismograms for radial and transverse components, for different 
depths, at Riito. Figure 12 shows the corresponding synthetics computed for Delta. The synthetics 
computed for a depth of 5km are dominated by short period energy trapped in the sediments. This 
energy is not seen in the observed records (Figures 7 and 8). The synthetics for 7km source depth also 
show too much surface wave energy, especially for the Delta records (compare Figure 12 with Figures 9 
and 10). The synthetics for 10km source depth (center) agree well with the Riito 2 records, and the 
first large pulse of the Delta 2 records. Synthetics for Riito for a source deeper than 10km, exhibit a 
larger radial pulse than observed. 
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The main differences between synthetic and observed seismograms for Delta relate to the pulse 
(B) arriving some five seconds after S on the transverse synthetic (Figure 12) and the intermediate 
period pulse arriving some seven seconds after Son the observed radial record (Figures 9 and 10). For 
13 and 15km source depth, the second pulse on the Delta synthetic diminishes, but a prominent S 
arrival, not seen as obviously on the observed records, appears on the Riito synthetics for the radial 
component. The second pulse (B) on the lOkm source depth synthetic for the Delta record was 
identified as a multiple reflection traveling from the source to the surface, thence to the bottom of the 
sediments and up to the surface again. The conspicuous feature marked (C) on the synthetic seismo­
gram is another multiple, this time from the surface and twice reflected at the interface between layers 
four and five. 

Attempts to obtain a synthetic pulse resembling the observed multiple by assuming different fault 
orientations and slip direction proved fruitless. It is possible that this problem results from the limita­
tions of a flat layered model. The basement structure in the epicentral region is probably highly dis­
torted. It is known that the basement of the Colorado Delta is heavily fractured, with blocks ascending 
toward the edges of the valley [Kovach et a/., 1962~ Alonso, 1966]. The Cerro Prieto Fault, a major 
transform fault, strikes from the epicenter toward Delta. Thus, it is possible that the predominantly 
tangential energy was coupled into radial energy by reflection at some inclined feature. This suggests 
that we attempt to match only the direct wave at Delta. In this case, a source depth of 10km produces 
the synthetic seismogram that best fits the observations. 

The depth determination for the first event is less certain, mainly because its shape does not 
resemble the synthetic shapes as closely as was the case for the second event. However, the time 
between the S pulse and the multiple reflection phases appear to be the same for both events (see Fig­
ures 9 and 10). Hence, it is not unreasonable to assign a source depth for the first event similar to that 
for the second event. 

A search for different fault orientations and/ or slip directions indicated that any large deviation 
from the initial choice decreased the overall fit. Hence, the simple case of pure strike slip on a vertical 
plane along the Cerro Prieto Fault is our favored model for the mechanism of the Mesa de Andrade 
earthquake. 

Green's Function Synthetics and Source Finiteness 

An interpretation of the differences between the observed and synthetic records in terms of the 
behavior of a finite source was made using only the records at Riito, since it is obvious from com­
parison of Riito and Delta records for both events that a large part of the high frequency information 
present in the Riito records has been lost by the time the signals reached Delta. A related reason is 
that since Q values are uncertain, it is better to work with the Riito records for which, due to the prox­
imity to the source, errors in the estimation of Q will have a smaller effect. Since the transverse com­
ponent is the one having more energy and hence the highest signal/noise ratio, it will be emphasized in 
the following analyses. 

As an approximation, the effect of a point source traveling horizontally, with step function time 
behavior, was computed by convolution with a boxcar function with width determined from the known 
fault plane-station angle, and a phase velocity corresponding to that for the first S-wave arrival from a 
source at 10km depth. Figure 13(a) shows the observed seismograms and Green's function (center) at 
Riito. As a rough approximation we may say that the fir.st event is a pulse of duration about 1 second 
and the second event is a pulse of duration about 115 second. Unidirectional and bidirectional ruptur­
ing with several combinations of fault lengths and rupture velocities were tried as models. Figure 13 (b) 
shows a sample result which approximately resembles the second event. Figure 13 (c) shows two sam­
ple results which resemble the first event. 

There is a wide range of source dimensions and rupture velocities which can explain a given pulse 
width. The pulse width T for a simple unidirectional propagating rupture is: T = b (c/ v - cos 0)/ c 
where b is the rupture length, c is the wave velocity, v is the rupture velocity and 0 is the angle 
between the direction of rupture and the station, ~29°. If we take c to be the wave velocity at the 
source 3.8km/sec, and v to be 3km/sec, then a pulse width of 1 sec for the first event can be explained 
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by a rupture toward the northwest of length about 10km, approximately in agreement with the observed 
length of the aftershock zone. If the rupture were to the southeast, the corresponding fault length 
would only be about 1. 8km, much smaller than the length of the aftershock zone. For the second 
event, with pulse length about 0.2 sec, if we assume the rupture is to the southeast, the length is .4km, 
and if we assume that rupture is to the northwest, the rupture length is about 2km. 

Because of the large uncertainty in rupture velocity, rupture length, and direction of rupture, we 
can conclude little beyond suggesting that the pulse widths are consistent with both events being rup­
tures to the northwest, the first with length about equal to the length of the aftershock zone, and the 
second with a smaller length. 

Equivalent Source Time Function 

In order to see if we could obtain an alternate indication of the dimensions and time duration of 
the source, we have used a technique of deconvolution of the observed seismogram by the theoretical 
point source response. The step function convolution factor C(t) is defined as the factor that, when 
convolved with a step function (i.e., integrated), yields the "source time function" S(t) which 
represents the combined effects of the spatial and temporal behavior of the source. It may be obtained 
as the inverse Fourier transform of 

C(w) = A (w) 
A0 (w) 

where A (w) is the spectrum of the observed seismogram, and A0(w) is the spectrum of the synthetic 
seismogram (obtained using a step source time function), both suitably filtered [Nava, 1980]. Interpre­
tations here will be based mainly on C (t). The second event will be considered first since it is simpler. 
For the second event (Figure 14), C(t) appears to have a shape not incompatible with a band limited 
(Dt = .08 sec) version of the boxcar funct ion that would be expected from the results of the simple 
directivity calculations earlier. The only complication appears to be at the point marked as "B," which 
could be interpreted as a second minor energy pulse. 

The result for the first event at Riito (transverse component) is shown in Figure 15. The same 
filtering was applied. In this case, C(t) is more complicated although roughly consistent with a source 
duration of about 1 sec. The event may be composed of perhaps six smaller pulses indicated as A, B, 
C, D, E, F, although this is speculative. 

Moment Estimated from Strong-Motion Records 

The long period portion of the displacement spectra for the strong motion records is not very reli­
able due to the presence of noise and the effects of low frequency filtering in the base line correction. 
Thus, the method for the determination of the seismic moment from the flat long period portion of the 
far field displacement spectrum has to be applied very cautiously. 

The long period level associated with the second event at Riito, after being corrected for the 
effects of the sedimentary amplification, free surface amplification and radiation pattern yields the 
moment M§ 2 = 6.39 x 1023 dyne-em. The corresponding values for the first event at Riito is 
M§ 1 = 1.74 x 1024 dyne-em. The sum of these two values yields a total moment 
M§ 1 + R2 = 2.38 x 1024 dyne-em. The seismic moment can also be estimated from the area under the 
step-function convolution factor C (t), obtained above, times the known synthetic moment, and nearly 
the same results are obtained (M§ 2 = 5.98 x 1024 dyne-em, and M§ 1 = 1.54 x 1024 dyne-em, and the 
sum M§ 1 + R2 = 2.14 x 1024 dyne-em). The fact that both sums are somewhat smaller than the total 
moment determined from surface waves at distant stations (see below) indicates some contribution to 
the total moments from periods longer than those reliably recorded on the strong motion records. 

Overall Moment Estimated from Distant Stations 

The seismic moment for the Mesa de Andrade earthquake was also estimated by comparison of 
observed surface waves at seven stations with synthetic surface wave seismograms computed using 
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Harkrider's [1964, 1970] method. The synthetic seismograms were computed for the Great Basin velo­
city structure [Priestly and Brune, 1978] and a source depth of 10km. A composite synthetic seismo­
gram for directivity and summing the modified seismograms for the two strong motion events, 
appropriately scaled and shifted in time [Nava, 1980]. This composite seismogram showed that the 
second event was sufficiently delayed so that it does not appreciably influence the value of M 0 as meas­
ured from the long periods at the beginning of the record. The average moment obtained was 
2.14 x 1024 dyne-em ± .57 x 1024 dyne-em. The true overall moment is probably slightly larger 
because of the long period waves from the second event arriving too late to be taken into account. 
Since the moments estimated from the strong motion instruments indicate that the moment for the 
second event is .35 times that of the first event, an estimate for the Mesa de Andrade moment as 
would have been determined using waves with periods long compared with the 45 seconds between the 
two events is about M 0 == 2. 89 x 1024 dyne-em. 

Overall Source Dimensions and Stress Drop 

For distant stations, the two events appear as one complex event, and the contribution of the 
second event to the magnitude (especially M) is relatively small. Also, as seen above, its contribution 
to the value of the moment which would have been obtained by fitting the early long-period part of the 
distant records (without realizing that there were two events involved) will be very small. The aft­
ershock area probably gives the most reliable estimation of the overall source dimension; it would be 
the only estimation possible for an observer not having the strong motion information. Hence, the 
results obtained from this assumption will be representative of the usual determination when only aft­
ershock data is available. The aftershock distribution with a length of ~ 11.5km and a depth range of 
~4.5km, suggests the use of a rectangular fault model, although as mentioned before, the aftershock 
depth determination is somewhat uncertain so the estimation of the depth range may not be accurate. 
Thus, the possibility of a circular source with radius r = L/2 = 5.75km may be considered as an upper 
bound for the source area. Use of these two fault geometries, plus the overall moment 
M 0 = 2.89 x 1024 dyne-em, yields dO'= 15.53 bars for the rectangular fault, and dO'= 5.81 bars for 
the circular one. The average displacement across the fault, u, was approximately 5 to 10cm. 

COMPARISON AND INTERPRETATION OF THE PARAMETERS FOR BOTH EARTHQUAKES 

The parameter values determined above will now be discussed, together with other published 
values for other earthquakes in the region. Table I is a compilation of the estimated seismic parameters 
for both earthquakes, including ratios of values. Values determined from short periods, T < 5 sec, are 
denoted by an asterisk. For the two Mesa de Andrade events separately the equivalent local magnitude, 
ML, was determined from the deconvolution-convolution technique suggested by Kanamori and Jen­
nings [1979] to produce equivalent Wood-Anderson records from strong motion records. For loga­
rithmic quantities like the magnitudes, the logarithm of the ratio Oogratio) shown is the difference 
between the values being compared. The energies (£5 ) were computed from the local magnitudes 
using the revised Gutenberg-Richter [1956] relation (logE = 9.9 + 1.9 ML - 0.024 M[), and the 
apparent stresses 7Ja [Aki, 1966] were calculated using these energy values. 

A comparison of Ms and ML for the Pino Solo and Mesa de Andrade earthquakes shows that 
Msf ML is much larger for Mesa Andrade than for Pino Solo, as discussed earlier. This raises the ques­
tion: is Ms unusually large (for the given ML) for Mesa de Andrade, or unusually small for Pino Solo, 
or partly both? If we choose as references the Ms versus ML relationships found by Wyss and Brune 
[1968] for the Western United States and for the Parkfield region we obtain estimated Ms values of 4.6 
and 4.9 for the Pino Solo earthquake and 4.9 and 5.2 for the Mesa de Andrade earthquake. Thus, it is 
the Pino Solo earthquake which has an anomalously low Ms (4.0). This next raises the question as to 
whether the Pi no Solo earthquake, having such a low Ms, could be discriminated from explosions on an 
M5 / Mb diagram. Figure 16 is an M5 / mb plot modified from Hartzell [1978], after Marshall and Basham 
[1972], showing the Pino Solo and Mesa de Andrade earthquakes. Both events discriminate from 
explosions, but Pino Solo is a borderline case while Mesa de Andrade lies well within the earthquake 
population. 
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I: 

I. 

A comparison of M 0 and ML values for the Pino Solo and Mesa de Andrade earthquakes with a 
plot of M 0 versus ML from Thatcher [1972] shows that the M 0 data for the Pino Solo earthquake plots 
near the border between the "Northern Baja" population and the "Gulf' population. The Mesa de 
Andrade values lie within the Gulf population. 

Comparison of the ML and source dimension data in Table I with the plot of ML versus source 
dimension shown in Thatcher [1972] also indicates that the Pino Solo earthquake and the Mesa de 
Andrade earthquake have characteristics similar to earthquakes from Thatcher's "Northern Baja" and 
"Gulf' group, respectively, however the Pino Solo earthquake lies near the border between the two 
populations. 

Figure 17, modified from Thatcher and Hanks [1973], is a graph showing source dimension, 
moment and stress drop for earthquakes from various California locations. The Mesa de Andrade 
earthquake is close to the "Gulf' population and the Pino Solo earthquake lies between the "Gulf' popu­
lation and the "Northern Baja" population. 

The following is a summary of the comparisons just made: 

(a) The Pino Solo and Mesa de Andrade earthquakes, as measured at distant stations, appear to be 
approximately representative of their respective regions. 

(b) Using the parameter values for Pino Solo as a reference, some characteristics common to the 
corresponding values for the Mesa de Andrade earthquake measured at distant stations are: (i) relative 
to M 5 , mb is smaller; (ii) relative to M0, ML is smaller; (iii) relative to the source dimension, ML is 
smaller. 

(c) The second Mesa de Andrade event probably had a smaller source dimension (and higher stress 
drop) than either the Pino Solo earthquake and the first Mesa de Andrade event. 

(d) The overall average stress drop is approximately the same for the Pino Solo and Mesa de Andrade 
events. 

Interpretation 

In order to interpret the similarities and differences between the paramet1ers of the Pino Solo and 
Mesa de Andrade earthquakes presented above, it is important to consider the frequency associated 
with each measurement. A good example of this is indicated in the Wood-Anderson records shown in 
Figure 1, where it can be seen that the maximum amplitude (and hence the ML value) is associated 
with a frequency ::::: 1.81 Hz (period ~.55 sec) for the Pino Solo record, and with a frequency of ~.33 
Hz (period ~3 sec) for the Mesa de Andrade record. Values of parameters and the frequencies at 
which they were measured have been converted into spectral values and plotted in Figure 18, together 
with values from actual measured spectra, to illustrate the relation of the measured parameters to the 
spectra. 

All observed values were converted into spectral values corresponding to a distance R = 1 Okm 
and an "average" azimuth (such that the radiation pattern Ro¢ = .6) in a homogeneous full-space 
characterized by a density p = 2. 7g/cc, and a shear wave velocity {3 = 3. 7km/sec (values appropriate 
for the crust under the Imperial Valley). Thus, the spectral density associated with a particular value of 
the moment is obtained from the relation [Keilis-Borok, 1960] 

which for our case gives 

(fl 0 in em-sec, M 0 in dyne-em). 

M 0 = 47Tpf3
3 

R flo 
Ro¢ 

flo= 3.4912 x 10-25 M 0 

The observed spectral values were transformed into equivalent full-space values by correcting for 
distance by a factor of 10km divided by epicentral distance; for amplification at the free surface by a 
factor of .5, for radiation by a factor of .6 divided by the observed Ro¢ value and for the amplification 
of the Imperial Valley sediments, by multiplying by a factor of .4 [Hartzell and Brune, 1971]. Since the 
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BAR record for the Pino Solo earthquake was not suitable for digitization, the short period spectral 
value was estimated from the synthetic spectrum scaled so that the synthetic seismogram would have 
the same maximum amplitude as the observed one. 

Relative magnitude values were used to estimate relative spectral values in the following way: the 
value of the magnitude measured for Pino Solo was associated with the Pino Solo spectrum at the fre­
quency at which the magnitude measurement was made, and used as the reference from which the rela­
tive position of the corresponding spectral value for the Mesa de Andrade earthquake was placed (after 
correcting for the effects of different frequencies and/or instrument response). The reference points on 
the curve for Pino Solo are: ML = 5.1 at a frequency of 1.81 Hz, mb = 4.9 at -.82 Hz, and Ms = 
4.0 at -.073 Hz (see Figure 18). The relative spectral values thus determined for the Mesa de 
Andrade events are represented on Figure 18 as triangles, identified by their magnitude value and the 
type of magnitude they represent (connected to the corresponding value for the Pino Solo earthquake 
by a dotted line). 

Error bars associated with magnitude are .1 magnitude unit in each direction, representing the 
standard error found for the distant station determination of local magnitude for both earthquakes (the 
Pino Solo ML value at BAR, shown as a circle with a Bin it, is not very reliable, since it was measured 
from a single component). The other symbols used in Figure 18 are the same as for previous figures. 

The solid lines in Figure 18 represent approximate fits to the equivalent spectral values (dashed 
where only approximately established). As a rough check on these results we also calculated the spec­
tra from the Pasadena Wood-Anderson records of each earthquake. The results approximately 
confirmed the relative positions of the overall spectra shown in Figure 18 at frequencies below .5Hz. 
They also approximately confirmed the absolute positions of the curves, under the assumption that the 
waves recorded on the Wood-Anderson records were body waves, with corrections made approximately 
as done by Thatcher and Hanks [1973]. The curve with large dash marks labeled n M(y=~) is the 
estimated overall spectrum for the Mesa de Andrade earthquake with a high frequency falloff beyond 
the corner frequency assumed to be proportional to f - 2. 

We are now in a position to attempt to answer some of the questions that prompted the present 
work. 

As noted earlier, the Pasadena Wood-Anderson seismogram for the Pino Solo earthquake (Figure 
1) is relatively simple, most of the energy arriving in a burst of only a few seconds duration, while the 
seismograms for the Mesa de Andrade earthquake is more complex, with both the high frequency 
energy (F > 1 Hz) and lower frequency energy arriving over a much longer period of time (- 1 
minute). However the Riito integrated strong motion displacement seismogram for the Mesa de 
Andrade earthquake at a distance of -18km (bottom, Figure 1), indicates that the actual energy release 
occurred in two relatively simple events, the first containing considerably more low frequency energy 
than the first (see spectra in Figure 18), while the second was a sharper event with somewhat higher 
accelerations (see also Figure 8). Figure 1 indicates that most of the complexity observed on the Mesa 
de Andrade seismogram must have come from scattering and multipathing as a result of the complex 
geologic path between the Mesa de Andrade earthquake and Pasadena. For the Pino Solo record, the 
geologic path to Pasadena is much simpler, and this results in a relatively simple pulse of energy. Thus 
the comparison in Figure 1 shows that the high frequency energy from the Mesa de Andrade earth­
quake has been spread out in time and this may have reduced the ML magnitude for Mesa de Andrade 
relative to the Pino Solo. The spreading out of energy by scattering will have a much less pronounced 
effect on spectra than on ML. It is also possible that differential attenuation due to lower Q values for 
the part of the propagation path in the Salton trough has selectively reduced the high frequencies for 
the Mesa de Andrade earthquake. 

The moments and corner frequencies shown in Figure 18 are in approximate agreement with w-2 

for the spectra of earthquakes [Aki, 1967; Brune, 1970,1971; Hanks, 19791. The corner frequency of 
the Mesa de Andrade earthquake (ignoring n M2) is about a factor of two lower than for the Pino Solo 
earthquake, whereas the corresponding low frequency amplitudes are approximately eight times higher. 
Thus the corner frequencies and moments for the Mesa de Andrade and Pino Solo earthquakes are in 
agreement with the y = 2 model for two earthquakes of approximately the same stress drop, but with 
source dimensions a factor of two different [Hanks, 1979]. 
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However, the Riito strong motion spectra are not consistent with the y = 2 model (Figure 18). 
For the first event the spectra are about three times higher between .8Hz and 2Hz, and for the second 
event the spectra are about four times higher at 1Hz and seven times higher at 2Hz to 5Hz, estimated 
relative to the heavy dashed line labeled n M(y=2) in Figure 18. This is probably a result of both rup­
ture propagation toward Riito and a higher stress drop for the second event. This causes Mi. (Table I) 
determined from the nearby Riito strong motion record (using the technique of Kanamori and Jennings 
[1979]), to be higher for the second event (5.5) than for the first event (5.2). At other azimuths and 
larger distances (where the high frequencies have been attenuated and scattered) and focusing is not 
effective, ML calculated for the second event, if it could be seen, would probably be smaller for the 
second event than for the first event (because the moment and low frequency spectrum are lower). 
Actually, the energy from the second event cannot be clearly identified at distant stations because of 
the presence of energy from the first event (see Figure 1). 

The Mi. values computed for station Delta are even higher, about 6.1 for both the first and 
second events. This could be in large part due to directively focusing since Delta is directly in the 
direction of rupture. However there may be other factors contributing, e.g. local amplification, or _ 
perhaps the Richter attenuation curve assumed in the calculation of Mi. is not appropriate for the 
region. The station Delta also recorded anomalously high ground motion from the 1979 Imperial Val­
ley earthquake [Brune eta/., 1981]. 

The relatively high ground motion at Riito and Delta clearly demonstrate the difficulty in predict­
ing peak motion in the near field from parameters measured at distant stations. The acceleration value 
of .21 and .24g at Riito exceed the 84 percentile correlation curves of Joyner eta/., [1982]. The Delta 
peak acceleration values exceed these curves by more than a factor of 2. 

CONCLUSION 

The overall stress drops for the Mesa de Andrade and Pino Solo earthquakes were found to be 
nearly the same, but the source dimension of the Mesa de Andrade earthquake is approximately two 
times that of the Pino Solo earthquake. In terms of the y = 2 seismic source model, this explains most 
of the greater moment and greater excitation of surface waves for the Mesa de Andrade earthquake. 
The difference in local magnitude (0.2) is also, within the uncertainty in measurement, consistent with 
the y = 2 model. However greater complexity in the Wood-Anderson records from the Mesa de 
Andrade earthquakes, when compared with the simple displacement strong motion records, indicates 
that scattering due to complexities in geologic path effects the magnitude determinations from earth­
quakes in the Salton trough and could be in part responsible for the apparent higher excitation of sur­
face waves from earthquakes in that area. However, final determination of the reason for the 
differences in surface wave excitation must await more studies of the type presented here, especially for 
larger earthquakes. 

The high accelerations and spectra recorded at the strong motion stations Riito and Delta are not 
expected from the y = 2 model, and may have resulted from near field focusing (directivity). Another 
possibility is that they represent two relatively high stress drop events (possibly asperities breaking) on 
an otherwise relatively low stress-drop rupture surface. 
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TABLE I 

PINO SOLO/ 
PARAMETER PINO SOLO MESA DE ANDRADE MESA DE ANDRADE 

VALUE VALUE Ratio Logratio 

M0 (dyne-em) 3.4x 1023 2.9x 1024 .12 -.93 

Mo (dyne-em) 1.6x1023 (1) 1. 7x 1024 .09 -1.03 
~ - (2) 6.4x 1023 .25 -.60 

ML 5.1 5.3 .63 -.20 

Mi (1) 5.2 .40 -.40 
(2) 5.5 .20 -.70 

mb 4.9 5.3 .40 -.40 

Ms 4.0 5.1 .08 -1.10 

D (km) 5.3 11.5 .46 -.34 

D* (km) 5.3 ~11.5 .46 -.34 

~(T (bars) - 7.9 5.8 1.36 .13 

~(T * (bars) 3.8 3.5 1.09 .04 

u (em) 3.9 7.4 .53 - .28 

u* (em) 1.8 (1) 3.9 .46 -.34 

£5 (ergs) 9.2x 1018 2.0x 1019 .46 -.34 

£
5
* (ergs) 2.9x10 18 (1) 1.4x 1019 .21 -.68 

YJfi (bars) 10.9 3.5 3.11 .49 

YJfi * (bars) 7.3 (1) 3.1 2.35 .37 
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Figure 1. Pasadena North-South component Wood-Anderson torsion seismometer records ( T0 = .8 
sec) for the July 17, 1975 Pino Solo and Dec 7, 1976 Mesa de Andrade earthquakes. The bottom trace 
is the displacement strong motion seismogram for the Mesa de Andrade earthquake at Riito. 
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greater than the interval between the two events) . 
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Abstract 
A numerical method to deconvolve complex body waves into a multiple 

shock sequence is developed. With the assumption that all the constituent 
events of a multiple shock have identical fault geometry and depth, the 
far-field source time function is obtained as a superposition of ramp 
functions. The height and the onset time of the ramp functions are 
determined by matching the synthetic waveforms with the observed ones in the 
least square sense. 

The individual events are then identified by pairs of ramp functions or 
discrete trapezoidal pulses in the source time sequence. The method can be 
used for the analysis of both single-station data and multi-station data. 
Teleseismic long-period P-waves from the 1976 Guatemala earthquake is 
analyzed as a test of our method. The present method provides a useful tool 
for a systematic analysis of multiple event sequences. 

1. Introduction 
The spectra and waveforms of seismic body waves provide important 

information on the details of the source rupture process. In frequency 
domain analysis, the low-frequency asymptote and the corner frequency of the 
displacement spectrum are used to estimate the seismic moment and the source 
dimension (Brune, 1970). In time domain analysis of body waves, the 
observed waveforms are modelled by a source time function, and the time 
constants associated with it are interpreted in terms of the source 
dimension and the particle velocity of the fault motion (Aki, 1968; 
Haskell, 1969; Kanamori, 1972; Abe, 1974). 

When the observed body-waveforms are relatively simple, the modelling 
can be done by using either forward or inverse methods. Langston (1976) and 
Burdick and Mellman (1976) used a time-domain inversion method to determine 
some of the complexities of the source time function. For a very large 
earthquake, however, the body-waveform is extremely complex and no standard 
method is available for the inversion. Several attempts have been made to 
explain the complexity of body waves from large earthquakes by using a 
multiple event model. Earlier attempts consisted of identifying distinct 
phases in the body-wave signal as the beginning of distinct events and of 
locating them with respect to the first one (Imamura, 1937, p 267; Miyamura 
~~· 1964; Wyss and Brune, 1967). In more recent studies, synthetic 
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seismograms were used to make a more quantitative interpretation (Fukao, 
1972; Chung and Kanamori, 1976). Kanamori and Stewart (1978) modelled the 
waveforms of P-waves from the 1976 Guatemala earthquake by matching them, in 
the least square sense, with a series of trapezoidal source time functions. 
Rial (1978) modelled the Caracas earthquake by using three distinct events. 
Boatwright (1980) employed a direct inversion of the body waves from the 
1979 St. Elias, Alaska earthquake to resolve a few subevents. 

The complexity of the source time function reflects the heterogeneity 
in the mechanical properties in the fault zone, which is often characterized 
by asperities or barriers. Many recent studies have suggested the 
importance of asperities in various seismological problems such as the 
nature of strong ground motion (Das and Aki, 1977; Ebel and Helmberger, 
1981), foreshocks (Jones and Molnar, 1979), seismicity patterns (Wesson and 
Ellsworth, 1973; Kanamori, 1981) and the regional variation of rupture mode 
(Lay and Kanamori, 1981). 

In view of this importance, it is desirable to develop a systematic 
method for inversion of complex body waves consisting of contributions from 
several sources. This is obviously a difficult problem. For example, the 
1976 Guatemala earthquake was modelled by about 10 pulses each representing 
a distinct seismic source. Even in the simplest source model, about 6 
parameters (the seismic moment, 3 fault parameters, 2 time constants (e.g., 
rise time and pulse width)) are necessary to describe each source~ Thus, if 
we are to model a multiple shock with 10 distinct events, about 100 
parameters including the origin time and the coordinates of the individual 
events would have to be determined. In view of the amount, the quality and 
the limited bandwidth of the data usually available for this type of 
modelling, it would be very difficult to determine all of these parameters. 
Furthermore, in view of the complexity of the structure near the source, 
along the path, and near the receiver, it would not be easy to prove that 
all the complexities in the body-waveform are due to the source. 

Because of these difficulties, we will be mainly concerned with the 
gross complexities of multiple events rather than the minute· details of the 
source function, and a number of simplifications will be made. Inevitably a 
certain amount of non-uniqueness and subjectivity exists. The validity of 
the model should eventually be judged in the light of other data such as 
local strong-motion data, distribution and geometry of surface breaks and 
macro-seismic data. As we will show in the later sections, the method we 
present here can invert complex observed seismograms into a source time 
function in a systematic and reasonably objective way, th~reby providing a 
means for interpreting complex observed records in terms of asperities and 
barriers in the fault zone. 

2. Method 
In an infinite homogeneous space, the far-field body wave form due to a 

shear dislocation source is given by (eg., (10) in Haskell, 1964) 

-+ 
U (x,t) 

c 
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-+ -+ 
where A = dislocation surface; E; a variable point on A; x an 

-+ -+ • -+ 
observation point; t = time; r = 
= relative slip velocity; Rc 
rigidity; c = body wave velocity. 

lx- E; I; r
0 

=the average of r; D(E;, t) 
radiation pattern; p = density; ~ = 

When the source region is small, the travel time r/c in (1) can be 
approximated by its average, r

0
/c. The wave form is then given by : 

-+ 
U (x,t) 

c 

R 
c 

3 
4np c r 

0 

S(t-r /c) 
0 

where S(t) is the far-field source time function defined by 

S(t) = ~Jfjfn(t,t) dA 
A 

(2) 

( 3) 

Here we assume that the time history of dislocation at a point is given 
by .:1 function of the time measured from the arrival of a rupture front. Let 
t'(l:) be the arrival time at a point f, then the dislocation function is 
expressed as 

+ 
D(~) D(t-t'(E;)) 

Noting that dA = (dA/dt')dt' is the area swept 
du~ing the time interval dt', we can write equation 

~ j~<t-t') A<t')dt' 
0 

S(t) 

by the 
(3) as: 

rupture 

(4) 

front 

(5) 

where dot denotes the time derivative. Thus the far-field source time 
function is expressed by a convolution of the dislocation velocity and the 
fault area expansion rate. 

We assume that the dislocation time history is given by a ramp function 
with rise time T as 

D(t) = D
0 

s(t) 

where D
0 

is the final dislocation and s(t) is the unit ramp function: 

0 t < 0 

s(t) t/T 0 < t < T 

1 t > T 
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If rupture propagation is characterized by abrupt changes of the fault 
area expansion rate, then 

. 
A(t) D.A. H(t-t.) 

1 1 
(6) 

i 

. 
where !J.Ai is the increment of the fault area expansion rate at time ti, and 
H(t) is the Heaviside step function. The source time function S(t) is then 
given by superposition of ramp functions: 

(7) 

where 

For example, in case of unilateral rupture propagation, 

A = W v t (0 ' t ' T) 

(W = fault width, v = rupture velocity) 

and the far-field source time function can be described by a pair of pulses 
as follows: 

m = ,,WvD t = O· 1 .... o' 1 ' 

When these pulses are convolved with s(t) a trapezoidal far-field 
source time function is produced. In case of asymmetric bilateral rupture, 

A 2 w v t for 0 ' t ' T1 

w v t for Tl ' t ' T2 

and 

ml 2 f..IW v D , tl O· m2 -llW v D , tz Tl; 
0 

, 
0 

m3 -f,lW v D , 
0 t3 Tz 

In this representation, a positive and negative mi indicate the beginning 
and the end of a discrete rupture respectively. When an earthquake source 
consists of multiple events with identical fault orientation and depth, the 
far-field source time function is given by a superposition of trapezoidal 
pulses. Then the area under each trapezoid gives the seismic moment of the 
individual event. The source time function in this case is also described 
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in the form of equation (7), and is used for the analysis of teleseismic 
body waves from a complex multiple shock. We assume that an earthquake 
source is expressed as a superposition of point dislocations with identical 
fault orientation and depth. The fault geometry is assumed to be known from 
the radiation pattern of body waves and/or surface waves. The only unknown 
is the source time function which is sought in the form of a ramp function 
series. 

In the following we shall restrict ourselves only to P-wave analysis. 
First we shall treat a record from a single station and then extend the 
analysis to simultaneous deconvolution of multi-station data. 

Single-station data analysis 
Let x(t) denote an observed P-wave form (vertical component) at a 

station and w(t) denote a synthetic wavelet corresponding to a unit source 
ramp function : s(t). In the synthesis of the wavelet, a double couple 
point source is placed at a depth in a homogeneous half space. Then the 
far-field P-wave seismogram is given as follows (Langston and Helmberger, 
1975; Kanamori and Stewart, 1976): 

w(t) 
R 

pz (!_)[s(t) + R p s(t- 6t p) 
4npa 3 ro p p 

na 
+-- R p s(t- 6t p)] *Q(t)*I(t) ns s s 

(8) 

where the time is measured from the initial arrival of P-wave, (1/r
0

) 

denotes the effective geometrical spreading, and the notation for other 
parameters is the same as in Langston and Helmberger (1975). As a first 
approximation, the rise time T is estimated by comparing the synthetic 
wavelet to the initial portion of the observed wave form. 

First we take a single wavelet and determine m1 and t 1 by minimizing 
the error defined by: 

ll1 = J ~ x ( t ) - m1 w ( t-t 1) 12 
d t 

0 

(9) 

Equation (9) can be written in terms of correlation functions as 
follows: 

where 

61 

r (t') 
X 

r ( t') 
wx 

(10) 

I:(t) x(t + t') dt 

0 

J ;(t) x(t + t') dt 

0 
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rw (t 1 ) = J:(t) w(t + t 1
) dt 

0 

(11) 

The right-hand side of equation (10) has a quadratic form with respect 
to m1• Since rw(O) is positive ~ 1 is minimized if 

For this value of m1 , 

(13) 

From equation (13) we find that ~ 1 is minimized if the onset time t 1 is 
chosen so that 

(14) 

Next we apply the above procedure to the residual wave form: 

(15) 

Then the values of t~ and m2 for the second wavelet are determined by 
minimizing (rwx(t 2)) and by 

The above procedure is iterated until no more significant decrease in 
the error occurs. After N iterations, the N largest mi's and the 
corresponding ti's are obtained , and the source time function S(t) can be 
calculated by equation (7). Also the synthetic wave form y(t) and the 
approximation error are obtained by : 

N 

y(t) L m. w(t-t.) 
l.. l.. 

(16) 

i=l 

'\ J 7x(t) - y(t) ]
2
dt 

0 

(17) 

It should be noted here that, if the number of iterations N is fixed, 
the approximation error ~N can be regarded as a function of the rise time T 

used in the synthesis of the wavelet. Hence, after some trial and error, we 
adjrist the value of T so that it minimizes ~N. 
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Multi-station data analysis 
A similar method can be used for the analysis of multi-station data. 

However, if the source location differs from event to event in a multiple 
shock sequence, the relative arrival times of these events with respect to 
the first event are different from station to station. It is therefore 
necessary to introduce the source location as an additional parameter. This 
requires a slight modification of the single-station method described above. 

Here we shall consider a multiple shock where rupture occurs along a 
relatively narrow fault plane. Let ~v be the fault width and £ be the 
distance along the fault strike measured from a reference point. 
Considering the dependence of the travel time on the location of a shear 
dislocation source, we write equation (1) as follows: 

where 

. 

-+ 
u (x, t) 

a 

s (t; <ll) 
a 

R 
a 

3 4npa r 
0 

S (t-r /a; <ll) 
a o 

11W 1~(£, t + £ cos <l>/a)d£ 

0 

(18) 

(19) 

D being the slip velocity averaged over the fault width, ¢, the angle 
between the ray path and the rupture direction. The function Sa(t;¢) 
becomes equivalent to the far-field source time function S(t) defined by (3) 
if ¢ = 90° or the entire fault length is small enough for £ cos <ll/a to be 
neglected. 

Using a ramp function for the dislocation time history , we find 

s (t;¢) = a 
ll W Dof:(t-t' + £ cos<l>/a) v dt' 

0 
1 - v cos<ll/a 

. 

(20) 

where£ is the coordinate of the rupture front at time t', v 1 is the 
rupture velocity. Under a condition similar to relation (6), we find an 
expression for sa (t; ¢) as follows: 

s (t;<ll) 
a (21) s(t-t. + £. cos <ll/a) 

]. ]. 
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where 

(22) 

For a shallow earthquake with which we are concerned here, 

cos ~ = sin i
0 

cos~~ 

where i
0 

is the take-off angle and ~~ is the angle between the station 
azimuth and the fault strike. Since we use only stations with the distance 
~~ 40° and the rupture velocity v is expected to be less than the shear wave 
velocity, the azimuth-dependent factor of mi, (1-v cos ¢/ a) can be replaced 
by 1 as a first order approximation. Thus the i-th source pulse is 
specified by a set of three parameters ( mi, ti, 9-i). 

Let xj (t) denote the P-wave form observed at j-th station and wj (t, 
£) denote a synthetic wavelet which is generated by a unit source at a 
distance 9- from the reference point and recorded at j-th station. Taking 
the azimuth-dependent time shift (£ cos ~j/a) into account, we write 

wj(t;£) = wj(t + 9- cos ~j/a) (23) 

where w.(t) - w.(t;O) is the function given by (8). Then the first source 
pulse (~ 1 , t 1 , ~ 1 ) can be determined by minimizing the error: 

(24) 

where M is the number of stations. By using the same procedure as the one 
used for single-station data, we can determine t 1 and £1 from 

and 

where rwx and rw are the sums of correlation functions defined by 

rwx(t'; £) = 2: foo[wj(t; 

j=l 0 

£) x.(t + t')] dt 
J 

M 

=L 
j=l 

r (t' - £ cos ~./a) w.x. J 
J J 
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r (0) 
w [w.(t; !)]

2 
dt = 

J 

The residual wave forms are then defined by 

M 

l rw. (0) 

j=l J 

(28) 

(29) 

and the same procedure is repeated for xj'(t) to obtain the second source 
pulse (m2 , t 2 , ~ 2 ). 

The above procedure is iterated until no significant decrease in the error 
occurs. After N iterations, the source time function S(t; 90°) can be 
calculated by equation (7); the synthetic P-wave form yj(t) and the 
approximation error ~N are obtained by 

where 

N 
y. (t) L m. w.(t-t. 

J :1 J :1 

i=l 

M J 7xj (t) =L ~N 
j=l 0 

= r (0) 
X 

- r (0) 
w 

r (0) = ~ r (0) 
X 2 X. 

j=l J 

M 

r (0) = ' r (0) w L w. 
j=l J 

+ £. cos ~./a) 
:1 J 

( 30) 

2 
dt - y.(t) ] 

J 

~m~ (31) 

i=l 

In the iterations we need to calculate only the cross-correlation rwx(t;!). 
For the sake of computation the coordinate ! along the fault strike is 
descretized. The cross-correlation rwx is then computed at discrete points 
on the two-dimensional (t-!) plane. In this case we can use a recursive 
formula for rwx to facilitate the computation (see Appendix). 

3. Analysis 
As a test of our method, we analyze teleseismic long-period P-waves 

from the Guatemala earthquake, February 4, 1976. The WWSSN records for this 
event has been already studied in detail by Kanamori and Stewart (1978). 
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The extent of the surface breaks and the aftershock area indicate that 
the source of this earthquake is characterised by a long shallow strike-slip 
fault (Plafker, 1976; Langer et al. 1976). Kanamori and Stewart (1978) 
analyzed the teleseismic long-period-r-waves and showed that the earthquake 
consisted of about ten distinct events with a total duration of about two 
minutes. They assumed that the mechanisms of the individual events are the 
same as 
motions 
used by 
wavelet 
depth = 

the mechanism of the main shock determined by body-wave first 
and long-period surface waves. The same source parameters as those 

Kanamori and Stewart (1978) are used here to synthesize the basic 
(i.e., fault strike = N75°E, dip angle = 90°, slip angle 185°, 
5 km). 

We first use the record at NUR and examine the convergence of the 
synthetic wave form to the observed P-wave. A double couple point source is 
placed at a depth of 5 km in a homogeneous half space and the deconvolution 
was made by using the single-station method. 

Fig. 1 shows the error · 'n normalized to ~0 = rx(O) as a function of N, 
where the rise time T is fixed at 4 sec. It can be seen that the error does 
not decrease significantly after ~bout 20 iterations. Then we vary the rise 
time T with N fixed at 20, and seek the value of T which minimizes the error 
~ 20 • As shown by Fig. 2, ~20 is minimized at T = 3 sec. This value is 
therefore considered to be the most appropriate for the rise time of the 
overall source time function. 

iterations is shown in Fig. 3. The 
obtained and the resulting synthetic wave 

The source time function consists of about 

The sequence of deconvolution 
source time function S(t) thus 
form are shown in Figs. 4-a,b. 
five distinct trapezoids. 

In the analysis of other records, the same values of N and T are used. 
Fig. 5 shows the far-field source time functions thus derived from the 
individual stations, where a modification is made to remove a linear trend 
from each source time function. 

The linear trend is probably caused by the inadequate response of the 
recording instrument (WVJSSN LP) at long period, and is not meaningful. In 
fact, we can remove the linear trend from the source time function without 
changing the synthetic wave form significantly. In Fig. 6 the synthetic 
wave forms corresponding to the modified source time functions are shown. 
The agreement between the synthetic and the observed waveforms is 
satisfactory. The sequence of the source pulses is very similar from 
station to station. t\Te can identify ·five major events as marked in Fig. 5. 
Each of these major events may be divided into sub-events. It can be seen 
that the onset time of the later events (4 and 5) vary in a systematic way 
as the azimuth of the station changes. This suggests that the later events 
occurred at some distance from the first event. This point will be made 
clear in the multi-station data analysis as described later. 

The seismic moment of the individual events are estimated from the area 
under the source time function. The results are shown in Table 1. The 
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standard deviation of the seismic moments estimated from different stations 
is about 30 percent. The result shown in Table 1 is in good agreement with 
that obtained by Kanamori and Stewart (1978). 

Next we apply the multi-station method to the same records as used 
above. We take 11 points, each 30 km apart, along the fault strike as the 
discrete source locations. The far-field source time function S(t; 90°) 
thus obtained and the resulting synthetic wave forms are shown in Figs. 7 
and 8 respectively. The approximation error ~ 2 01~0 is about 20%. This 
value is quite satisfactory since it includes the amplitude variation from 
station to station as well as noise in the records. 

Five major events are now clearly identified in the time sequence. The 
individual process times and seismic moments are shown in Table 2. In Fig. 
9 the locations of the larger sources are plotted on the space-time plane, 
where positive and negative pulses are indicated by solid and open circles, 
respectively. In event 1 the rupture initiated near the eastern end of the 
fault and first propagated eastward. Then the rupture propagated primarily 
westward with a few pauses. Through the sequence from event 1 to event 4, 
almost 180 km of the fault length is ruptured. The total process time is 
about 50 sec and the mean rupture velocity is about 3.5 km/s. However 
almost 30 sec of the total rupture time is spent during the transition from 
event to event; accordingly the apparent rupture velocity was about 2 km/s. 

Finally, the largest event occurred near the western end of the fault 
(event 5). The location obtained suggests that this event occurred along 
the same fault segment as that of the previous events 3 and 4. Kanamori and 
Stewart (1978) suggested that the large events in the later stage, which 
correspond to events 4 and 5 in this paper, are related to the large surface 
breaks observed near the western end of the fault. This feature is more 
clearly seen in the present results. 

4. Discussion 
In the present study, we assumed that a ~1ltiple shock is represented 

by a series of point dislocations with an identical fault geometry. Once 
the fault geometry is known, we can calculate the impulse response, namely a 
wavelet caused by an impulsive point dislocation. The far-field source time 
function is then obtained by deconvolution of the observed record with the 
impulse response. 

An alternative approach to this problem is to design a linear inverse 
filter of the impulse response as devised by Levinson (1947). The source 
time function can be obtained by convolution of this filter with the 
observed record. The inversion is straightforward since no assumption is 
needed for the source time function. However, a certain criterion is 
necessary to identify the individual events. This approach has been used by 
Strelitz (1980) and Boatwright (1980). 

Another method is to parameterize the unknown source time function 
using a certain number of parameters which characterize the individual 
events. These parameters are determined by matching the resulting synthetic 
records with the observed ones (Burdick and Mellman, 1976). In this 
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approach the identification of the individual events 
some assumption about the shape of the source 
triangular source pulse or a trapezoidal pulse) is 
analysis. 

is straightforward, but 
time function (e.g., a 
needed to start the 

It should be noted that, in 
function S(t) can in principle 
geometry while the identification 
other words the same S(t) can 
discrete events. 

any method, the far-field source time 
be determined uniquely for a given source 

of the event is somewhat arbitrary. In 
be decomposed into a different series of 

Our approach is a hybrid of the two approaches 
far-field source time function is expressed as 
functions with an identical rise time. In this 
function is parameterized. On the other hand we do 
the individual events during the analysis. In 
similar to the direct inversion method. 

described above. The 
a superposition of ramp 

sense the source time 
not specify the shape of 
this sense our method is 

In the single-station data analysis, the far-field source time 
functions are derived from the individual stations. Multiple events are 
then identified as discrete pulses which should be identical for all the 
stations if the events have the same fault mechanism as used for the 
analysis. The validity of the model can therefore be tested by the 
similarity of all the source time sequences. In the multi-station data 
analysis, on the other hand, a single source time function is derived from 
the multi-station records. In this case, the quality of the model can be 
measured by how well the synthetic seismograms match the data. 

In the present paper, the fault mechanism is assumed to be the same for 
all the events of a multiple shock. This is probably a reasonable 
assumption for most events, but there may be cases where substantial changes 
in the mechanism occur during the sequence. If the change is very drastic, 
it is possible to detect it by examining the result obtained by the 
single-station method. If the mechanism of an event is different from the 
one assumed, the polarity and the amplitude of the source-time function 
corresponding to it varies substantially from station to station. If the 
azimuthal coverage of the station is relatively complete, a more appropriate 
mechanism for that event may be obtained from the polarity and the amplitude 
variations. 

As demonstrated in the earlier section, even a complex event such as 
the 1976 Guatemala earthquake can be analyzed in a systematic way. Since 
the Guatemala earthquake is probably one of the most complex strike-slip 
events, the method presented here provides a useful tool for the analysis of 
other complex events. 
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Appendix. Recursive formula for ~~ 
Since a single-station record can be regarded as a 

multi-station records, we here consider only the multi-station 
the first source pulse (m1 , t 1 , ~ 1 ) is determined, the residual 
are given by : 

limit of 
data. After 

wave forms 

Taking the 

1 xj(t) = xj(t) - m1 wj(t-t 1 ; P1) 

cross-correlation of w. (t;R-) with x~(t), we have 
J 00 J 

r x'.(t';£)- r [w.(t;£)x~(t + t') dt 
wj J Jr J J 

jf'w/t;!i_)x/t + t 1)J dt 

m1j([wj(t;!i_)wj(t + t- t 1; !1_ 1)] dt 
0 

wj(t + t'n - t' + £1 cos ~j/a)] dt 

= rwjx =Ct';£) - mrw.Ct'-T 1 - (£-£ 1 ) cosj/a) 
J 

(A-1) 

(A-2) 

where rwj(t) is the auto-correlation of wi(t). Taking the sum with respect 
to j, we have 

where 

r wx, ( t,; £) 

rwx = (t';£) ~ rw.x.Ct';£) 
J J 

rw(t;£) = ~ rwj(t--£ cos ¢/a) 
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Fig. 1. Normalized approximation error, ~20 !~0 
versus iteration N (NUR, the Guatemala 
earthquake). The rise timeT of ramp 
functions used for constructing the source 
time function is fixed at T = 4 sec. 
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Fig. 2. 

T, sec 

Normalized approximation error, ~20 /~0 
versus the rise time T (NUR, the Guatemala 
earthquake). The number of iterations is 
fixed at N = 20. 
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Fig. 3. Sequence of deconvolution procedure in single-station data 
analysis (NUR, the Guatemala earthquake). (a): source pulses 
(height of ramp functions); (b): corresponding synthetic wave 
form. Note that larger pulses are obtained at the earlier steps 

in the iterations. 
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Fig. 4. (a): far-field source time function obtained after 
20 iterations; (b) the resulting synthetic wave form 
and the observation (NUR, the Guatemala earthquake). 
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Fig. 5. Far-field source time functions obtained from five stations. 
Five major events are identified as marked 1, .... ,5 by the 
distinct onset in the time sequences. 
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Syn. 

Fig. 6. The synthetic wave forms corresponding to the source time functions of 
Fig. 5 are shown in comparison with the observed wave forms. 
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Fig. 7. Far-field source time function, S(t; 90°) obtained by 
multi-station data analysis (the Guatemala earthquake). 
Five major events are clearly identified. 
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Fig. 8. Synthetic P-wave forms correspsonding to the source time function of Fig. 7. 
The amplitude scale is the same as that of the observed wave forms at the 
the individual stations. 
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Fig. 9. Location and onset time of 11 largest source 
pulses obtained by multi-station data analysis 
(the Guatemala earthquake). Open and closed 
circles show positive and negative pulses, 
respectively. Number marked in the figure 
corresponds to that in Fig. 7. 
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ABSTRACT 

The Miyagi-Oki earthquake of June 12, 1978, a large (Ms 7.8) interplate thrust 
event, occurred in a region which had not experienced earthquakes of 
magnitude greater than 7 since 1938. A sequence of four moderate-sized 
(5.4<mb<6.1) earthquakes encircled the rupture zone of the Miyagi-Oki 
earthquake of June 12, 1978 over a period of two years before the mainshock. 
Broadband displacement and velocity records of body waves recorded digitally 
by stations of the GDSN are analysed to determine the static and dynamic 
characteristics of the sequence. These characteristics include moment, 
radiated energy, dynamic and static stress drop, and apparent stress. 
Inversions of duration measurements made on the velocity waveforms permit 
quantifying the complexity of an event as well as constraining its rupture 
geometry. 

Intervals of 7-8 months separ ated the first three events; the mainshock 
occurred 4 months after the thir d event. The rupture process of the third event 
was unusually complex and had a substantially higher dynamic stress drop ( 175 
bars) than the stress drops of the first two events (9 and 10 bars, respectively). 
The inferred rupture direction of this third event pointed toward the focus of the 
mainshock. These observations suggest that the third event was an 
intermediate-term precursor to the mainshock. The fourth event, a short-term 
precursor to the mainshock, occurred about eight minutes before the 
mainshock. lts dynamic stress drop (20 bars) was lower than that of the third 
event but higher than that of the first two events. 
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INTRODUCTION 

In many time-domain studies of the earthquake source, the greatest weight 
is given to the analysis of long-period data such as the photographic records 
provided by the WWSSN stations. This is chiefly because the analysis of body­
wave seismograms is greatly simplified if the wavelengths involved are larger 
than the spatial extent of the source so that directivity effects can be neglected. 
Restricting the frequency band in this fashion, however, implies that only the 
~t.Rt.ic propert. ie~ of the source {such Rs depth, focRl mechnnism, Rnd moment.} 
can be determined confidently. By exploiting an extended frequency band, it is 
possible now to obtain a dynamic description of the rupture process as well as to 
obtain conventional static source parameters. In order to consider the 
dynamics of the earthquake source, however, the body wave recordings must 
contain spectral information including and above the corner frequency of the 
earthquake. For most earthquakes that are recorded at teleseismic distances 
(i.e., those with mb>5.0} the frequency band of interest ranges from 0.1 to 5 Hz. 
This frequency band does not coincide with the peaks of the instrument 
response of commonly used seismographs (e.g., the WWSSN long- and short­
period instruments). Frequency dependent effects that arise from source 
finiteness or from the propagation of body waves through the earth are obscured 
by the narrow bandwidth of the response of these instruments. These difficulties 
can be avoided through the analysis of broadband pulse shapes. By modelling 
broadband pulse shapes, Choy and Boatwright ( 1981) analysed the dynamic 
characteristics of the rupture processes of two moderate-sized earthquakes 
(mb's of 5.5 and 5.9). One purpose of this paper is to demonstrate that a 
dynamic analysis can be obtained without the extensive waveform modelling 
employed by Choy and Boatwright ( 1981). Furthermore, the analysis can be 
done routinely because of the availability of data from the recently deployed 
global network of digitally recording seismographs, the GDSN (Global Digital 
Seismograph Network}. The digital data from the GDSN have excellent 
broadband content and, when the network is completed, the global distribution 
of stations will provide good coverage of the focal sphere for most earthquakes. 

A second purpose of this paper is to investigate the utility of determining 
the dynamic characteristics of the events of a foreshock sequence. The analysis 
of such a foreshock sequence is of critical importance for predicting large 
offshore earthquakes. By examining the moderate-sized events preceding a 
main shock, it might be possible to detect intermediate- and short-term 
variations in the regional stress field. We have chosen to analyse the 
characteristics of an earthquake sequence that encircled the eventual rupture 
zone of the large (Ms 7.8) Miyagi-Oki earthquake of June 12, 1978. The sequence 
occurred over a period of two years prior to the mainshock, a time-span during 
which a significant number of GDSN stations became operational. This dynamic 
information is then used to complement the tectonic interpretation from 
seismicity patterns and focal mechanisms that has been obtained for the 
Miyagi-Oki region by Yoshii (1979) and Seno (1982). 

THE EXTENDED FORESHOCK SEQUENCE 

The Miyagi-Oki earthquake that occurred off the northeastern coast of 
Honshu on June 12, 1978 was a large interplate earthquake (mb 6.8; Ms 7.8) that 
caused loss of life and extensive damage in the Miyagi prefecture of Japan. An 
analysis of this earthquake by Seno et al ( 1979) found that the rupture was 
complex. consisting of at least two subevents which ruptured two distinct zones. 
The pattern of seismicity that developed from a few hours to a few months after 
the mainshock (Fig. 1) showed that one of the aftershock zones continued to 
grow beyond the primary rupture area {Engdahl et al., 1978; Engdhahl et al., 
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Figure 1. The rupture zones of the Miyagi-Oki earthquake as determined by 

aftershocks occurring a few days after the rupture (solid lines) and the 
growth of the aftershock zone (dashed lines) between June 12, 1978 
until October 31, 1978 as determined by Engdahl et al. ( 1979). The 
solid lines also correspond to the rupture zones determined by Seno el 
al. (1980). Epicenters of the foreshock (F), mainshock (M) and 
earthquakes with mb>5.4 that occurred in the two years prior to the 
mainshock are indicated along with their dale and magnitude . . Note 
that the event of June 4, 1976 was not analyzed as no GDSN stations 
were operating at the time. (Figure modified from Engdahl et al. 
(1979)). 
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Figure 2. Lower hemisphere focal mechani,sms of the four events listed in Table 
1. The fault planes were constrained by P-wave motions from stations 
reporting to the NElS. Takeoff directions and polarities of P and pP 
waves that were available from GDSN stations are shown. Triangular 
symbols are compressions; crosses indicate dilatations; and circles are 
sP takeoff angles. 
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Table 1. :H ypoce n lral parameters of the extended foreshock sequence and lhe 
rnainshoc.:k from Engdahl et al. (1979). 

Event Origin time lat lon depth fib strike dip rake 
ON o E km 

1. November B, 1975 08h 19m 2B.Bs 34.115 142.311 38 5.9 205° 30° 80° 

2. June 8, 1977 14- 25 47.7 38.517 141.545 72 5.5 152 78 45 

3 . February 20, 1978 04 36 59.41 38.793 142.030 53 6.1 212 70 90 

4. June 12, 1978 08 06 12.13 38.237 142.104 35 5.7 198 20 90 

(Fore shock) 

5. June 12, 1978 08 14 27.83 38.206 142.079 37 6.8 198 24 90 

(Mainshock) (Ms 7.8) 
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1979). This paper is concerned, however, only ""itb the source characteristics of 
the moderate-sized earthquakes that preceded the main shock. Engdahl et al. 
(1978; 1979) found that prior to the mainshock, the region between 35°-39°N off 
the coast of northeast Honshu had been seismically quiet for earthquakes of 
magnitude greater than 7 since 1938 and for events greater than 5.5 since 1952. 
In the 11 years between 1954-1975, the NElS has reported only 5 earthquakes for 
the region defined by Fig. 1 with mb between 5.4-5.1, with no events larger than 
6.1. We use a lower limit of 5.4 because that apparently is the threshold below 
which spectral information recorded at GDSN stations can not be used to 
analyse source mechanics. The detection threshold, of course, is much lower. 
In the two years preceding the mainshock (from 1975 until June 1978), there 
were five moderate-sized events including a foreshock. As shown in Fig. 1, these 
events encircled the eventual rupture zone of the mainshock. Only one of these 
events (that of June 12, 1978) is an obvious foreshock because it occurred about 
8 minutes before the mainshock and was well within the final rupture zone. The 
spatial and temporal proximity of the other events to the mainshock suggests 
that they are causally related to the 1978 mainshock. Thus, the sequence is 
referred to as an extended foreshock sequence. 

Of the five events in the extended foreshock sequence, four occurred after a 
significant number of GDSN stations had become operational. The conventional 
hypocentral parameters for these four events are given in Table 1. Their focal 
mechanisms (E. R. Engdahl, personal communication) are shown in Fig. 2. Note 
that all these parameters were derived from ray theoretical techniques which 
make minimal use of waveform data. For example, epicentral locations are the 
result of processing travel times, while the magnitudes are a measure of the 
maximum amplitude of a waveform. By themselves, these hypocentral 
parameters reveal little about the stress-state of the region prior to the main 
shock, although clusters of seismicity can be used to indicate regions of either 
high stress or low strength. A more complete understanding of each event and 
its relation to the faulting environment can be obtained if the phase and 
amplitude information in the waveforms ·is also exploited. In the next section we 
describe how t.he r1ynnm1c chnrnct.erist.ics of rupt.ure eRn be routinely 
determined from teleseismic recordings using as examples the waveforms 
generated by the Miyagi-Oki sequence. 

DERIVATION OF SOURCE PARAMETERS FROM WAVEFORMS 

Data processing 

A!3 the response functions of most conventional seismograph systems are 
shaped to match the inverse spectrum of earth noise, information in the 
frequency band between 0.1 to 1 Hz is heavily filtered. This makes detailed 
source studies of moderate-sized earthquakes difficult, as their corner 
frequencies are 1-\ithin the filtered passband. Fortunately, the high dynamic 
range of the GDSN instruments and the digital format of the recorded data 
permit spectral information in this frequency band to be retrieved. Broadband 
records of displacement and velocity are obtained using the method detailed in 
Choy and Boatwright (1981) and Harvey and Choy (1982), whereby a 
simultaneous deconvolution of the instrument response is applied to the long­
and short-period channels of the GDSN data. 

An example of the data processing is presented in Fig. 3. It shows a portion 
of the MAlO record for the earthquake of November 8, 1976 (depth 38 km; mb 
5.9) that contains direct P and sP. The absence of pP on the record is the result 
of the proximity of its takeoff angle to a nodal plane. The first two seismograms 
are the original long- and short-period channels, which were recorded digitally. 
Because of the instrumental filtering, these records each emphasize only a 
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Figure 3. {Top two records) Digitally recorded long- and short-period vertical 
component seismograrns at station MAIO (~ 63. 7°) containing P and sP 
arrivals from the event of November 8, 1976. Start time of the record 
section is 08h 29m 52.05s. The long-period channel is sampled at 1 Hz 
while the short-period channel is sampled at 20 Hz. (Third record from 
top) The broad-band record of ground displacement constructed by 
the simultaneous deconvolution of the instrument response from the 
original long- and short-period records. (Fourth record from top} 677 
Corresponding record of velocity. (Bottom) Corresponding record of 
velocity-squared. 
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Figure 4a. The P-waves at station ANMO (~"'83.4°) for the events of November 8, 
1976 and June 8, 1977 are shown. Top record is displacement and 
bottom record is velocity. Next to each trace is the maximum absolute 
amplitude in microns for displacement and in microns/sec for velocity 
before (upper number) and after (bottom number) multiplication with 
a radiation pattern coefficient given by the corresponding focal 
mechanism of Fig. 2 and Table 1. 



0"\ 
-....J 

"' 

displacement 

velocity 

February 1978 

,-7.2 
I 
I 

5.3 

T5.4 

4.0 

I 

I 

l 

June 1978 (fore shock) 

-~ 

4 sec 

' ' 
Figure 4b. Same as Figure 4a for the P-waves at station ANMO for the event of 

February 20, 1978 and the foreshock of June 12, 1978. 



narrow band of information. Consequently, they are not particularly useful 
except for determining an arrival time and a maximum amplitude. The ground 
displacement obtained by simultaneous deconvolution is shown in the next 
record. ln contrast to the raw records, a rise time and signal duration can 
generally be associated with body-wave displacements. The next trace shows 
velocity. As described in a subsequent section of this paper on inversion of pulse 
duration measurements, the pulse shapes often exhibit substantial complexity 
which is easiest to analyse using the velocity records. The rise time of the 
ground displacement, for example, becomes a single pulse in velocity. The final 
trace shows the velocity-squared record, which may be considered to be a 
record of the energy flux rate (Boatwright, 1980). In addition, depth phases are 
much easier to distinguish using the broadband records. 

Fig. 4 compares the P-vravcforms at one station, ANMO, for each of the four 
earthquakes in the sequence. For each event both the broadband displacement 
(top) and the corresponding velocity (bottom) at ANMO are shown. The top 
number alongside each trace is the absolute amplitude at ANMO. The lower 
number is obtained by correcting the top one for the radiation pattern, using 
the appropriate focal mechanism in Fig. 3. For purposes of comparing the 
waveforms, it is not necessary to correct for variations in geometrical 
spreading, as all the events have essentially the same correction. The body wave 
radiated by the event of February 20, 1978, which preceded the main shock by a 
little more than three months, differs significantly from the other waveforms. 
Its duration on both the displacement and velocity records is longer, and the 
waveform more complicated, than the waveforms of the other events. As 
described later, the complexity in the waveform can be decomposed into at 
least. two subevents. The slope of the velocity pulse of the second subevent 
(dashed line) for this P -wave is substantially steeper than than in any of the 
other waveforms. 

Figs. 5-8 show the data from the GDSN stations that were used in the 
analysis of each earthquake. ln each figure, the broadband velocity pulse 
shapes have been plotted about the focal sphere. The fault plane and takeoff 
directions of the body waves have been rotated so that the fault plane coincides 
with the plane of the stereonet. The downdip direction is indicated by the arrow 
in the center. 

Moment, radiated energy, dynamic and apparent stress drops 

By removing the distortion of the instrument response from the data. 
properties of the displacement and velocity waveforms can be directly 
measured and used to estimate a number of source parameters. Assuming that 
the pulse shapes are not distorted by propagation effects other than causal 
attenuation, the moment can be determined from the area under the pulse 
shape of individual body phases; the dynamic stress drop can be estimated from 
the initial slope of the velocity pulse: and the radiated energy can be obtained 
from the integral of the velocity-squared pulse shape. However, in order to 
make proper use of these measurements it is equally important to apply 
corrections for the focal mechanism and the effects incurred by body waves 
propagating through the earth. 

For P-waves between approximately 30°<~<90°, the propagation operator 
for a point source consists primarily of the effects of geometrical spreading and 
attenuation. While attenuation does not affect the area under a displacement 
pulse, it can significantly reduce the the initial slope of the velocity pulse as well 
as reduce lhe area under the integral of velocity squared. The distortion in the 
waveform can be corrected by deconvolving the propagation operator with the 
data. If a Futterman operator {say, t•) which describes attenuation is known a 
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Table 2. Extended set of source parameters derived from broadband telese­
ismic waveforms. Rupture geometry and direction are the quantities derived 
from the inversions of the signal durations, T. Rupture length is measured from 
the hypocenter to the fault perimeter along the direction o f greatest unilateral 
propagation. Rupture half-width is measured from the hypocenter to the fault 
perimeter along a direction normal to the rupture length. The rupture direction 
is measured clockwise from the downdip direction. The apparent rupture velo­
city is normalized to the P-wave velocity at the source. 

Event Moment Radiated Energy Dynamic Stress Apparent Stress 
(1024dyne·cm) ( 1020dyne·cm) Drop(bars) Drop{bars) 

1. November 8, 1976 4.6±1.8 0.5 9±3 5 

2. June 8, 1977 2.5±0.8 0 . 1 10±5 3 

3. February 20, 1978 56.0±19.0 30.0 35±12 
175±75 30 

4. June 12, 1978 4.0±1.8 0.4 20±9 9 
(Fore shock) 

5. June 12, 1978 3100.0 t 33±11 
(Mainshock) 85±20tt 

Event Static Stress Average Rupture Geometry 
Drop(bars) Complexity Rupture Length Half-width 

Velocity (km) (km) 

1. November 8, 1976 15 1.1 0.40 9.2±3.8 5.7±2.5 

2. June 8, 1977 16 1.2 0.37 13.3±12.0 3.4±3.4 

3. February 20, 1978 102 1.7 0.31 11.6±3.2 6.1±2.0 

4. June 12, 1978 69 1.2 0.38 9.6±8.0 2.4±2.4 
{Foreshock) 

5. June 12, 1978 
(Mainshock) 95 

145 ttt 

t From Seno et al (1979). 

tt Dynamic stress drop of first 2 of 3 subevents using waveforms. 

ttt Static stress drop of last 2 of 3 subevents from the two-segment model of 
Seno, et al ( 1979). 
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priori, then the prope1gation operator can be approximated by convolving t • with 
R<.x....to). the ray-theory coefficient describing the geometrical spreading between 
.X and~. the receiver and source coordinates, respectively. The operator for 
surface-reflected arrivals such as pP and sP should be multiplied by the free-
surface reflection coefficient. Expressions for R can be found in Aki and 
Richards (1979, ch. 4). As a t• is generally not known a priori, we prefer to 
obtain the propagation operator explicitly through seismogram synthesis. We 
use the full wave theory (as described by Richards, 1973; Choy, 1977; and 
Cormier and Richards, 1977). ln addition to using analytic expressions to 
describe dispersive attenuation {Cormier and Richards, 1976), the method 
remains valid for rays at near-grazing incidence to a discontinuity. Thus, it 
correctly describes the effects of diffraction, and the system of rays that arise 
from a cusp or a caustic. This is an important aspect. because body phases 
which have strong frequency-dependent interactions with earth structure (e.g., 
PKP, P(ditr)) are recorded very often. Because of the coarse station distribution 
of the GDSN, it is necessary to include as many pulse shapes as possible in the 
source analysis. 

The crustal model of Yoshii and Asano (1972) was used to describe the 
structure near the source region. For the mantle, a Q-model which is 
appropriate to the frequency band of the data was used, the AFL model 
(Archambeau, et al., 1969; Lundquist and Cormier, 1980; Choy and Boatwright, 
1981). For the earth's core, the model PEMS' of Choy and Cormier ( 1982) was 
used. 

The moment may be estimated from body-wave pulse shapes using the 
relation 

( 1) 

where p~) and c(.to) are the average density and wave velocity at the 
hypocentral region, p(:x) and c(:x) are the density and wave velocity at the 
reeeiver, F(-v,<p) is Lhe n:H.lidliou pdLLeru eoeffieienl fur Lhe butly Wdve wilh 
takeoff angle 19 relative to the fault normal and azimuth rp relative to the slip 
direction. Here, u(.x..c.;~O) is the low-frequency asymptote of the displacement 
spectrum or, equivalently, the area under the displacement pulse. 

Assuming the event grows as a self-similar crack, then the dynamic stress 
drop can be measured from the initial slope of the velocity waveforms using the 
relation given by Boatwright (1980) 

1 t) 

[p Uo) p (.x.) c (..x.)] 2 c ~) 2 

C(;) v2 p[M) 

r R Uo ..x) 
1 

( 1 _ t2) 2 
1 
u (.x. t) l 

l F{19,rp) - t 
(2) 

where C{v /P) is the Kostrov function, v is the rupture velocity, (3 is the shear­
wave velocity, and (=v sin19/cU.0) where 19 is the takeoff angle relative to the 
fault normal. The last term in brackets is the average initial slope after 
correcting for attenuation. There are two assumptions implicit in our use of 
equation 2. First, we assumed that the rupture velocity of the subevents in each 
earthquake was constant throughout the sequence with a value of . 75(1. Although 
small perturbations from this value (such as . ?{J or .0{1) affect the absolute value 
of the stress drop, the ratio of the values over the foreshock sequence will be 
preserved. A second assumption is that the subevents that comprise a multiple 
rupture nucleate as point sources. Provided the rupture phases are sufficiently 
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Figure 5. Plotted about the focal sphere are the deconvolved velocity pulse 
shapes for the suite of body waves recorded by the GDSN stations for 
the event of November 11, 1976. Note that the fault plane and the 
takeoff directions of the body waves have been rotated so that the fault 
plane coincides with the plane of the stereonet. The downdip direction 
is indicated by the symbol in the center. The maximum ground 
velocity in microns/sec is given next to each body phase. 
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Figure 6. Same as Fig. 5 for the event of June 8, 1977. 
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Figure 7. Same as Fig. 5 for the event of February 20, 1978. Note that 
parameters derived from the TATO waveform were given less weight 
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the upper mantle used in computing a propagation operator for its 
epicentral distance, 22.0°. 
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distinct in the overall pulse shape, this permits a dynamic stress drop to be 
computed for each subevent. However, it is important to recognize the limit of 
this approximation. As a dynamic release of stress affects the stress stale of 
areas outside of the immediate rupture, the secondary events may represent a 
complex failure of a finite area. As an example, consider the waveforms of the 
event which occurred on February 20, 1978 (Figs. 7 and 9). The slope of the first 
subevent can be clearly measured. Because this subevent is significantly more 
energetic than the first subevent, the approximation that it nucleates from a 
point does not bias the estimate of the stress drop. 

In addition to these foreshocks, dynamic st~ess drops could be obtained for 
the first two of the three subevents that comprise the main shock. However, the 
complexity of the later parts of the waveforms generated by the mainshock 
precluded estimating a stress drop for the thir d subcvcnt. On the basis of 
aftershock data, Seno et al. (1979) were able to compute static stress drops for 
the the last two large subevents, but not the initial tiny one. Our dynamic stress 
drop for the second sub event { Te=85 bars) compares well with Seno' s static 
stress drop (a= 95 bars). These values are also given in Table 2. 

The radiated energy is related to the energy flux (integral of the velocity­
squared} by the relation given by Boatwright (1980), 

E~ = [R(~) ]
2 

p(x)c(.x.) I(x) (3) 
F(~ . ~) ec(~.~) 

where I(x) is the integral of the square of the ground velocity. The factor ec is 
the fractional energy flux which relates the energy flux radiated by a wave type 
in a particular direction to the total radiated energy. As can be seen in Fig. 2 , 
there is little difficulty in choosing the correct time window for computing l(.x.) 
for each body phase. The larges t uncertainty occurs in making the correction 
for attenuation. We make no estimate of this uncertainty, leaving understood 
that it is related to the appropriateness of our Q model. Nevertheless, by using 
a consistent Q model for all the events, the ratios of the radiated energy among 
the events is approximately constant. 

The apparent stress is determined from the moment and radiated energy 
using the relation of Wyss and Brune ( 1968), 

(4) 

where J-L is the average rigidity at the hypocenter. The values of moment, 
radiated energy, dynamic stress drop, and apparent stress are compiled in 
Tabie 2. The most striking feature of this table of parameters is that the 
February 20, 1978 event, while having a somewhat lackluster mb of 6.1, has 
stress drops and moment several times that of the other events. 

Inversion of duration rneasureTnents for cornplexity and rupture geometry 

Because moderate-sized earthquakes are not usually followed by 
aftershocks that are sufficiently large to locate teleseismically, the rupture 
geometry must be determined directly from body-wave observations. Choy and 
Boatwright (1981) have demonstrated that the broadband pulse shapes obtained 
by processing GDSN data can vary significantly over the focal sphere for deep 
earthquakes as small as mb 5. 5. They determined the rupture geometry for two 
deep events by adding together the synthetic pulse shapes from an assumed set 
of coherent subevents to model the broadband pulse shapes . This technique, 
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however, becomes time-consuming for strongly complex ruptures. In this 
section, we briefly describe a technique wherein the rupture geometry may be 
directly determined from a set of duration measurements made on the 
broadband velocity pulse shapes. The method is a simplification of Boatwright's 
( 1982) analysis c~ eight aftershocks of the 1975 Oroville, California, earthquake. 

Boatvnight ( 1982) assumes that a complex rupture can be modelled as a 
seq~ence of coherent subevents, each of which has the same rupture velocity, 
separnt.ed by n set. of rnpt.ure delays . From observat.ional experience, we cnn 
usually correlate a specific positive half-cycle in the ground velocity across a 
suite of pulse shapes from the same event. To quantify the complexity of the 
rupture process, then, we consider the the ratio of the signal duration of the 
whole complex waveform, T, to the pulse duration of this specific pulse, T' l/2· 
Assuming that the complex rupture process is made up of c subcvcnts of 
duration 2T' 1/ 2 , separated by c-1 delays of duration 2gT' 1/ 2 , the ratio of the 
signal duration to the pulse duration may be written as 

~ = c + g(c-1) 
2T 1/2 

(5) 

where c is the complexity, or multiplicity, of the rupture process. The 
parameter g depends on the relative compactness of the waveforms. In this 
analysis, g is assumed to 1.0. The measurements of T' 1/ 2 and T for the pulse 
shapes radiated by the February 20, 1978 event are shown in Fig. 9. The 
estimate of the complexity computed from eq. (5} for this event is c= 1. 7. 

The principal effect of this rupture complexity is to decrease the average 
rupture velocity of the complex rupture process. The sum of the rupture 
lengths of the c snbevents is n.pproximn.tely 2cv'T' 1/ 2 , where v' is t.he rupture 
velocity of the subevents; setting this length equal to VT, where v is the average 
rupture velocity, gives 

v ,..... 2cT't/2 
-"' 
v' T 

(6) 

By assuming the rupture velocity of the subevents and quantifying the 
complexity of the waveforms as discussed above, the average rupture velocity of 
a complex rupture can be determined from eq. (6). While the preceding analysis 
is rather sin1.plistic, it represents an in1.portant new consideration in 
interpreting complex waveforms. 

The rupture geometries of the subevent and the complex event may be 
estimated from the T' 1/ 2 and T duration measurements, respectively, by 
minimizing the error, 

(7) 

where Ti and ai are the pulse durations and standard deviations measured from 
N body-wave arrivals, e is the percent unilateral rupture {bounded as O~e~ 1), 

T c( ~) is the pulse duration expected from a circular rupture of radius a and 
v 

body wave velocity c and Tu( ~.¥?r) is the duration expected from a unilateral 
v 

rupture of length a in the direction Y'r· The formulae for Tc( ~) and Tu{--~.~r) 
v v 
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appropriate for the inversion of the pulse-duration and the signal-duration 
measurements, respectively, are derived in the Appendix of Boatwright (1982). 
These formulae are linear in the geometrical parameters e and a/v, so that a 
best fitting rupture geometry can be determined for any direction of rupture. 
The direction of rupture is then searched in 15° increments for the minimum x2. 

The rupture velocity used for the inversion of the pulse durations, T' t/2 , is the 
assumed subevent rupture velocity (. 75{3), while the velocity used for the 
inversion of the signal durations, T, is the average rupture velocity obtained 
from eq. (6) and listed in Table 2. 

To obtain the rupture geometry of the complex event, the rupture width is 
estimated from the rupture length and the percent unilateral rupture as 

1 

w= 
a[1 + (1-e2) 2-] 

2 (1 + e) 

The static stress drop is then estimated as 

D.a = (1+e} Mo 
2aw-2 

(B) 

{9} 

A measure of the accuracy of this technique can be obtained by comparing our 
resn1t.s w1t.h t.hose of ~eno (18A2). Rer.nuse t.he 1nrgest. nnd most. complex event. 
of the sequence, the February 20, 1978 event, was followed by significant seismic 
activity, Seno was able to map a rupture zone from the aftershock distribution 
and obtain a static stress drop. The aftershock distribution indicated that the 
event ruptured almost unilaterally to the southwest and has a total extent of 
,..._,20 kms and a vridth of ,..._, 10 kms. The results from our inversion of the signal 
durations indicate that the rupture length was .-...12 kms towards the southwest, 
in a direction slightly updip or along strike, with a half-width of ...... 5 kms. One 
reason the source areas are somewhat different is that body waves are shaped 
by the source region in which there was a sudden stress release. On the other 
hand, aftershocks are recorded over a comparativlly long time interval and may 
represent an adjustment of stress over an arer greater than the primary 
rupture zone itself. Our static stress drop using etjl. (9) was 102±52 bars, which 
would appear to be in excellent agreement with Seno's value of 100 bars, 
obtained from the aftershock area and a moment of 0.8 x 1026 dyne-em, derived 
from surface-wave analysis. 

The rupture geometry (i.e., rupture length, per-cent unilateral rupture and 
rupture direction) determined from the signal durations, and the static stress 
drop for each event in the sequence are listed in Table 2. The rupture 
geometries and rupture directions are also plotted in Fig. 10, as projected on 
the earth's surface. The projected rupture areas of the June 8, 1977 and 
February 20, 1978 events are distorted because these ruptures occurred on 
steeply dipping fault planes. The inversions for the rupture geometries of the 
June 8, 1977 and the June 12, 1978 foreshocks are poorly constrained because of 
the lack of data {3 and 5 pulse shapes, respectively), while the rupture direction 
of the November 8, 1978 event cannot be determined because of the distribution 
of takeoff angles. The large static stress drop (69 bars) for the June 12, 1978 
foreshock is the result of the unilateral geometry, also weakly constrained, 
returned by the inversion of the signal-duration estimates. The lack of 
constraints on the rupture geometry of these events, a result of poor sampling 
of pulse shapes, corresponds to a realistic physical uncertainty about rupture 
geometries. Methods of estimating source size which assume a specific 
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geometry (e.g., the circular geometry assumed in Brune's (1970) method) 
return unreliable estimates of source size (Boatwright, 1982). 

DISCUSSION 

The only source parameters analysed in most studies of foreshock 
sequences are patterns in hypocentral locations {which can delineate 
seismically active zones as well as seismic gaps), magnitudes (which can be used 
to monitor b-values), and patterns of stress axes from focal mechanisms (which 
permit the inference of regional stress directions). These parameters can help 
to provide a qualitative interpretation of the tectonic activity in a region. If 
spatial and temporal patterns in an extended set of dynamic parameters, 
derived from teleseismic broadband waveforms, are also examined, the tectonic 
environment in the short and intermediate time scale (i.e., from a few years up 
to the time of the mainshock) might be inferred. In this section, we 
complement the tectonic interpretation of the Miyagi-Oki region that has been 
obtained by using seismicity patterns and focal mechanisms with the pattern of 
source parameters that developed in the extended foreshock sequence. 

Using well-located hypocenters and focal mechanisms, Yoshii (1979) 
obtained a general kinematic description of the seismic behavior of the region 
off the coast of northeastern Honshu. His model is illustrated schematically in 
Fig. 11. Tectonic features of a typ ical cross-section include the trench axis, the 
volcanic front (VF) and the aseismic front (AF). The aseismic front is Yoshii' s 
term for the the 1'\redge of material with low Q and low velocity that is bounded by 
the lithosphere and the descending slab. On the seaward side of the aseismic 
front, the seismicity in the descending slab is characterized by low-angle 
thrust-faulting, which is characteristic of the interaction between a down-going 
oceanic slab and the continental lithosphere. In the descending slab that is 
landward of the aseismic front, a double seismic zone develops. The zones are 
each about 10-15 km thick and are separated by about 35 km. The seismicity in 
the upper zone is characterized by focal me.chanisms with down-dip 
compression axes. In contrast, the focal mechanisms of the lower zone are 
characterized by down-dip tensional axes. The double-zone pattern could be the 
result of an unbending of stresses in the slab (l:;ngdahl and Scholz, 1977; !sacks 
and Barazangi, 1977), of a sagging of the slab (Smith and Toksoz, 1972), or of 
thermal effects on the descending slab (House and Jacob, 1982). 

This extended foreshock sequence was chosen for investigation for several 
reasons. It represented an unusual increase in moderate-sized seismic activity 
in the two years prior to the mainshock; the sequence encircled the aftershock 
zone clockwise in map view (Fig. 1) and counterclockwise in plane view (Fig. 12). 
Another unusual aspect is that when Yoshii's data base (from 1964-1973) was 
supplemented by high quality focal mechanisms for events up to 1978, Seno and 
Pongsav¥-at ( 1982) and Seno ( 1982) found that the region v\'-here the Miyagi-Oki 
earthquake occurred deviated from Yoshii' s model significantly prior to the 
main shock. An examination of the pattern of focal mechanisms in the vicinity 
of the eventual mainshock (Seno and Pongsawat, 1982) showed that the upper 
layer .of the double seismic zone in the descending slab seemed to have 
extended at least 50 km seaward of the aseismic front to form a triple zoned 
pattern: a zone of low-angle thrust faulting near the slab interface (typified by 
the November 8, 1976 event and the June 12, 1978 foreshock and mainshock); a 
zone of down-dip compression beneath it {evidenced by the June 8, 1977 and the 
February 20, 1978 events); and lastly a zone of down-dip tensional mechanisms. 
The focal mechanism of the February 20, 1978 event had a down-dip 
compressional axis. Such a mechanism on the seaward side of the aseismic 
front (Fig. 12) with magnitude ~5.4 had not been observed at least between 
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1964-1978. 

Several other observations indicate that the February 20, 1978 event was 
anomalous. The estimates of stress drop (apparent, dynamic and static) jumped 
dramatically for the February 20, 1978 event relative to the previous two events. 
Even the stress drops associated with the foreshock and the first two subevents 
of the mainshock were lower than those of the February event. The increase in 
stress drop cannot be entirely attributed to the change in focal mechanism as 
t.hP. .TunP. A, 1977 P.VP.nt. hod a similar (h1gh-onglP. rP.vP.rsP.) mP.chonism . Tn 
addition, the February event was a significantly more complex rupture than the 
preceding events. Its rupture complexity and the ensuing high aftershock 
activity indicate that the strength of the fault plane was markedly 
heterogeneous . This event, which had a focus located immediately beneath the 
area of the mainshock in the upper part of the double zone, also has a well­
constrained direction of rupture which points toward the focus of the 
mainshock. It should also be noted that the focal mechanisms of this and the 
June 1977 event are very different from that of the mainshock. Thus, this is an 
example where the focal mechanisms of possible precursory events with 
moderate-sized magnitudes are dissimilar to the mechanism of the mainshock. 

While the stress drops of the events in the extended foreshock sequence 
generally increased in time {except for the June 12, 1978 fore shock, which had a 
smaller stress drop than the preceding February 20, 1978 event), it is difficult to 
esimate the time of occurrence of the mainshock frorn such a variation. The 
immediate foreshock (June 12, 1978) appears to be a valid short-term precursor 
in that it represents a return of activity within the seismic gap. The decrease in 
stress drop relative to the last of the encircling events might well be another 
premonitory characteristic. Its utility as a precursor for the Miyagi-Oki 
earthquake is moot, however, because it occurred only minutes before the 
mains hock. 

No systematic variation with time _c_::_ould be -u-sefully inferred from the 
rupture geometries and rupture directions of the events in the extended 
foreshock sequence because of their generally large uncertainties. While this 
does not rule out the possible utility of rupture direction/geometry as a 
premonitory parameter, it does indicate the difficulty in constraining rupture 
geometry without good station coverage. When these earthquakes occurred, few 
GDSN stations were operating. At this time, there are about 19 operative 
stations. 

CONCLUSIONS 

In many instances, the seismic potential within a region that has been 
surrounded by seismic events remains ambiguous until after the region has 
ruptured. This study suggests that additional criteria derived from waveforms 
can be combined with conventional parameters (e.g., earthquake locations and 
mechanisms) to infer the long- and short-term tectonic processes that existed 
prior to the occurrence of a major earthquake. Given sufficient broadband 
spectral content, waveforms can be used to infer significant information about 
the rupture geometry and the dynamic stress drop of moderate-sized 
earthquakes. For the Miyagi-Oki foreshock ~equence, substantial changes in 
dynamic stress drop and the rupture complexity preceded the occurrence of 
the magnitude 7.8 mainshock. However, there is insufficient information to have 
permitted any prediction of the time of main shock. All that can be said is that 
the zone was seismically quiescent for earthquakes larger than magnitude 7.8 
for 50 years and for earthquakes larger than mb 6.5 for at least 15 years. The 
sudden appearance of moderate-sized earthquakes delineated the eventual 
rupture zone of the mainshock. The first three events occurred at intervals of 
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7:-8 months. Four months following of the February 1978 event which had an 
anomalously high stress drop and complex waveforms, the encircled zone 
ruptured. 
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Abstract 

Short and long period records of the P-wave of the 1965 Rat 
Islands earthquake were analyzed to locate subevents within the main 
rupture. Four short period subevents were identified in the first 100 
seconds and two long period subevents in the first 30 seconds. The 
short and long period subevents do not coincide. The short period 
subevents cluster in an area 100 km south of the initial epicenter, an 
area ~n which two larger aftershocks have relatively high stress 
dr(:£_5--..---- -'fhe long period subevents are located 90 km west of the 
initial epicenter. The times and locations of the first short and 
long period subevents indicate they were triggered by a front moving 
near the P-wave velocity. 

Introduction 

Large earthquake ruptures in the Earth have been observed to be 
complex processes consisting of various subevents, which are 
identified by sudden increases in the radiated energy, as seen on the 
seismogram. Subevents occur on all time scales and their 
identification depends on the frequency response of the recording 
instruments. Long period records were used to observe subevents on 
the scale of 10 to 20 seconds in the 1976 Guatemala earthquake 
(Kanamori and Stewart, 1978) and the 1979 St. Elias earthquake 
(Boatwright, 1980), short pe.riod records were used to observe 
subevents on the scale of l to 2 seconds by Cipar (1981) for the 1976 
Friuli earthquakes, and strong motion accelerograph records were used 
to recognize stopping phases on the scale of 0.1 to 0.5 se.conds among 
the Oroville aftershocks (Boatwright, 1981). Understanding the nature 
of these subevents is important to strong ground motion studies s1nce 
it is the complexity of the earthquake which controls the high 
frequency content of the radiated energy. The purpose of this study 
is to identify in time and space both high and low frequency subevents 
within the rupture of the Rat Islands earthquake of February 4, 1965. 
This is one of the larger earthquakes which has occurred in the last 
20 years and has a moment of 1.25 x 102A dyne-em (Kanamori and 
Anderson, 1976). 

Figure 1 shows the P-wave from this event as recorded on a 1 ow 
gain broadband instrument (1 sec. seismometer, 75 sec. galvanometer) 
located at Palisades, New York. The top trace is the digitized 
record. The following traces are fuand-passed velocity plots. 
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Depending on the frequency window one can see var1ous arrivals at 
different time scales. For example, in the 0.5 to 2.5 second range 
there are numerous bursts of high frequency, and in the 20-50 second 
range there is a large increase of energy tens of seconds after the 
initial arrival. Since broadband instruments are not so numerous, 
WWSSN records were used for this study. The instrumentation of a 
WWSSN stat ion 1 imi ts the frequency band that can be studied; using 
short period records we can look at a range of periods around l .0 to 
5.0 seconds, and using long period records we can look at a range of 
10-40 seconds. However, these two period ranges are actually very 
useful, since the 1.0-5.0 second range gives high frequency 
information which 1s important for strong motion studies, and using 
the 10-40 second range, one may be able to see the large scale 
behavior of the rupture. 

Short Period 

Eleven clearly recorded short period WWSSN records were 
digitized, interpolated to 0.3 seconds and band-pass filtered from 0.5 
to 10 seconds. The filtering was done using 3rd order Butterworth 
fitters run forward and backwards over the data. The effect of the 
instrument was deconvolved from the signal using standard frequency 
domain expressions. Since we are not looking at frequencies much 
above one hertz, the effects of the high self-inductance of the 
Benioff seismometer were ignored. The displacement seismogram was 
then differentiated to velocity. To further enhance the arrivals of 
high frequency radiation, energy flux was looked at. by using velocity 
squared plots. These steps in processing are shown in Figure 2. 

The velocity-squared plots for four stations spread over 180° in 
azimuth are shown in Figure 3, lined up from the initial P arrival. 
Although there is some ambiguity in identifying arrivals, we believe 
there are prominent arrivals which correlate from station to station 
across this wide range in azimuth. In these records one can see a 
very small arrival around 10-20 seconds, a medium arrival around 20-30 
seconds and two large arrivals at 40-50 seconds and 75-85 seconds. 
These arrivals are numbered l through 4 as shown in Figure 3. 

The relative location of these subevents was determined as 
described in Wyss and Brune (1967) and Wu and Kanamori (1973). By 
plotting the arrival time of the subevent relative to the initial 
P-arrival, versus azimuth as in Figure 4, one can immediately see the 
general direction of the location of the subevent from the initial 
epicenter by the distribution of arrival times. For take-off angles 
to stations directed toward the subevent', the relative arriva] times 
wi 11 be ear 1 ier than for direct ions away from the location of the 
subevent. So, for example, in Figure 4 the location of the subevent 
is generally to the south. The exact arrival times are given by 

assuming no change in depths between the events. "t is the arrival 
time relative to the initial P arrival, T0 is the time between the 
events, D is the distance between events, ~ 1s the azimuth to the 
station, ¢ 0 is the azimuth of a line segment connecting the original 
epicenter and the location of the subevent, and P 1s the ray 
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parameter. If one plots t-,t versus cos (rf\ 0 -r;) P, one should then 
obtai_n a straight 1 ine. <Do is found by stepping through var1ous 
values of 6 0 trying to find the value which best fits a linear 
relationship between !\ t and cos ((f) 0 -<D)P. Figure 5 shows the RMS 
error of the fit to a straight line as a function of rt> 0 , for 
subevent 1. The arrow shows a clear m1nLmum 1n the error and 
indicates the azimuth chosen to be the direction to the subevent. 
Once the azimuth cbo is determined the slope of the line gives the 
distance and the time the line crosses cos (<fl-6 0 ) 0, gives the 
time separation. Figu rc. 6 show the determined best fit 1 ines to the 
data for these four short period subevents. Error bars represent a 
one second uncertainty in picking the arrival. The standard deviation 
from the least squares fit line are 1.3, 0.80, 0.87, and 0.83 seconds 
for subevents 1, 2, 3, and 4, respectively. There are a few bad 
points such as on event 2 which shows a very late arrival at cos 
(~ 0-cj)) P = -6.7 for station RAB. This point was not used for the 
fit to a straight line, especially since there was another station, 
ADE, at nearly the s arne azimuth which does fit the 1 ine. Such a late 
arrival may be attributed to local station structure. The resolution 
on the azimuth for these locations is ±10°. The resolution on the 
distance ranges from about ±5 percent to ±15 percent. Figure 13 shows 
the location of the short period subevents relative to the rupture 
zone as mapped out by the aftershocks. They range from 40 to 135 km 
generally south of the epicenter. The initial P wave arrivals on 
short period records were generally within a second of the pred i_cted 
t i me c a 1 c u l ate d from the IS C hypo c e. n t e r , in d i cat in g that the in it i a 1 
location of the mainshock 1s fairly good. The location results are 
tabulated in Table 1. 

Long Period 

In order to 1 ook at the 1 ow frequency content of the P-waves, 
long period WWSSN records were examined. This was done previously by 
Wu and Kanamori (1973) whose results appear to be consistent with the 
above short period results. They show 3 subevents occurring 30 to 140 
km in a generally southerly direct i_on from the epict:nter. However, an 
examination of the long period rc.cords seems to show directivity 
effects which indicate propagation toward the west. Figure 7 shows 
long period records from varying azimuth. The time scale of each 
record was scaled according to the ray parameter, so that one can see 
the azimuthally dependent directivity effects with no dependence on 
the distance. The line segment underneath each seismogram is 50 sec. 
Notice how the energy is gradually pushed toward the beginning of the 
record as one sweeps counter-clockw-ise through azimuths of 59o to 
270°. At 270° SEO appears to be approximately in the direction of the 
rupture since at this azimuth the energy is sh i_fted the most toward 
the early part of the signal. As one continues in azimuth the energy 
again spreads out. This directivity indicates a rupture toward SEO or 
in a westward direction. Stations in the azimuthal range of 265o to 
8° have very similar pulse shapes (see Figure 7), so it becomes 
unambiguous to correlate the subevents from station to station. At 
azimuths outside this range the arrival of depth phases makes picking 
subevents more uncertain. Using only the stations with similar pulse 
shapes relative locations were determined using the method described 
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above for 2 subevents (I and II). The plots of relative arrival time 
versus cos (~-d> 0 ) • P are shown in Figure 8. Error bars represent l 
second uncertainties in picking arrivals on the 3 em/minute records 
and 2 second uncertainties on the 1. 5 em/minute records. After the 
first 25 seconds the signal becomes more compli.cated and so no further 
picks were attempted. 

For these 2 subevents there is a question. of whether we are just 
picking depth phases and identifying them as subevent s. Assuming 
focal mechanism similar to the surface wave solution given by Wu and 
Kanamori and the aftershock solutions done by Stauder (1968) the 
relative amplitudes of P, pP and sPare calculated and listed i.n Table 
2. At these azimuths pP has the opposite polarity as P so pP cannot 
be mistaken for a subevent. Also the amplitudes of sP are generally 
equal or less than the amplitude of P, so the fact that successive 
arrivals grow in size, precludes these later arrivals from being sP. 
The location of these 2 long period subevents are both about 90 km 
west-northwest of the epicenter as shown in Figure 13 and listed tn 
Table 1. There is a standard deviation of 0.42 and 0.67 seconds 1.n 
the fit to a straight line for subevents I and II, respectively. 

Possible Sources of Error 

Since we moved the long period locations of Wu and Kanamori 
(1973) from the south to the west one may wonder if we can do the same 
with the short period subevents which we located to the south. In 
order to do so one has to either increase the relative arrival time 
for stations in the south or decrease the times for stations to the 
north. The most likely way to do this is to assume that the arrivals 
at northern stations are depth phases and thus the direct P comes 
earlier. But Table 2 shows that amplitude of the direct P 1s 
generally larger than the pP and sP, again assuming a thrust 
solution. However, there is a good chance that the small subevents as 
seen on the short period records have different focal mechani.sms than 
that given by the surface waves and long period P waves. Furthermore, 
given the location of these subevents there is a chance that these are 
normal faulting events. The amplitudes for P, pP, and sP are given in 
Table 2 for a normal faulting soluti.on given by Stauder (1968) for a 
nearby aftershock. In this case sP is often equal to or a little 
larger than P, which could be introducing errors into our location. 
However, looking at the velocity-squared plots one notices that in 
most cases the arrivals are clusters of spikes and not just a single 
spike. In identifying subevents the beg i.nning of the cluster was 
picked as the arrival time, so hopefully one is picking the arrival of 
the direct P. But there still remains a problem in picking the 
arrival of a subevent because of the non-linear enhancement due to the 
velocity-squared plots. The energy flux emphasizes the high frequency 
so the beginning of any kind of emergent arrival would be totally 
lost. 

A second source of error might be in differences in path from the 
initial hypocenter compared to the path from the subevents. If the 
initial hypocenter is at 40 km depth, take-off angles toward the north 
could travel down the subdue t ing slab arriving early at European 
stations, while shallo\v ~~ub .. v''! ' t:s located further out toward the 
trench would not travel down the slab. This would result in early 

702 

\:' 



arrival times of the initial rupture for European stations which would 
locate the initial epicenter too far north. 3-D ray tracing done by 
Jacob (1972) indicates the arrival time anomaly could be as large as 2 
seconds. This could decrease the distance between the initial 
epicenter and the subevent by about 10 percent. 

A third source of error comes from the fact that we assumed there 
was no dip on the line segment connecting the initial hypocenter with 
the epicenter. We assumed no dip because we cannot resolve 
significantly better fits by changing the dip small amounts. A change 
in dip does not affect the azimuth significantly but it does change 
the time and distance to the event. For example, assuming a maximum 
dip from the initial hypocenter at 40 km to subevent l at 0 krn one 
obtains a distance of 173 km instead of 140 km and a time of 24 
seconds instead of 16 seconds. 

Discussion and Relation to Aftershocks 

If the errors mentioned above do not contribute significantly to 
the location of the subevent s, we can make some interesting 
conclusions from their spatial and time distribution. The location of 
the subevents are shown in Figure 13 along with the epicenter, 
and aftershocks with magnitudes greater than 5.5. The most apparent 
result is that the long and short period subevents do not correlate at 
all in space. They do not correlate in time, either. Short period 
subevents occur at 15, 33, and 44 seconds after the initiation. Long 
period subevents occur at 12 and 22 seconds after the initiation. The 
observation that the short period subevents are not prominent on the 
long period record and vice versa indicates that the subevents are of 
different nature. The short period subevents are small high 
frequencies events while the long period subevents seem to have much 
more moment without generating as much high frequency. 

It 1s interesting that the short period subevents are located 
close to one another in space, but occur over a time span of 70 
seconds. This means that for this earthquake the high frequency ( 1-5 
seconds) radiation is not dominated by the propagation of the rupture 
front. Instead the high frequency is being generated from one local 
area. For the short period records approximately 100 seconds of P­
wave was examined. Assuming a rupture velocity of 4 km/sec (Wu and 
Kanamori, 1970), this means that the rupture has extended 400 km, yet 
in all that time all the identified high frequency bursts come from 
one small region about 100 km south of the epicenter. This area seems 
to be a region of stress concentrations which rupture with large 
amounts of high frequency. This idea is supported by looking at some 
of the larger aftershocks. 

Dynamic stress drops (Boatwright, 1980) were calculated for the 
n1ne aftershocks shown 1n Figure 12 and listed in Table 3. Focal 
mechanisms for eight of these events were done by Stauder (1968). 
Aftershocks 3, 5, 7, and 9 are normal-faulting events located near the 
trench. Aftershocks 1, 2, 3, 6, and 8 are shallow-angle thrusts. 
Aftershock 4 was also assumed to be a shallow-angle thrust. Figure 10 
shows some of the waveforms as recorded on the Palisades broadband 
instrument. The data was instrument corrected to velocity and an 
inverse Q operator (Mori, 1982) applied to the data. For the inverse 
Q operator a value of T* = 0.6 was used. Although the value of T* 
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will change the absolute value of the stress drops, since we are only 
looking at relative stress drops among the aftershocks, the exact 
value of T* is not important. The dotted lines show the slope of the 
velocity pulse used 1n calculating dynamic stress drop. For 
aftershock 5 there are three estimates of stress drop since the 
initial pulse is quite complicated. But note that all three values 
are quite high compared to the other aftershocks. This 1s an 
aftershock located close to the short period subevents (see Figure 
12). Aftershock 7 which is also located in the same region has the 
second highest stress drop among the aftershocks, although it is not 
significantly higher than aftershocks 1 and 6. 

As a check on the dynamic stress drops which were determined from 
only one record, ~tress drops were also calculated using the mb-Ms 
curves of Archambeau (1978). Since mb and Ms values from 1965 do 
not seem reliable, the magnitudes were recalculated from WWSSN film 
chips. The same ten stations spread over -230° in azimuth were used in 
calculating the magnitude for each earthquake. The highest and lowest 
values were · ignored and the remaining eight values averaged together. 
The stress drops calculated from the mb-Ms ratio and the dynamic 
stress drops are shown in Figure 11 and Table 3. Note that although 
there is quite a difference between the dynamic stress drop and the 
mb-Ms estimate, the relative differences between aftershocks track 
fairly consistently. Again aftershocks 5 and 7 which are located 
among the short period subevent s have the highest values. The mb-Hs 
stress drop of aftershock 5 seems anomalously low. But this 1s 
reasonable when considering it has an mb of 6.9 which 1s near the 
level body wave magnitudes saturate. Also Archambeau's curves are 
based on simple scaling laws which break down for the larger and more 
complex events. 

So the area about 100 km south of the initial epicenter seems to 
be an area that generated relatively high frequencies both during the 
mainshock and aftershock sequence. This is similar to the 
observation made in the 1964 Alaskan earthquake where a high frequency 
aftershock was identified near the location of a high frequency 
subevent (Mori, 1982). 

The two long period subevents also locate close together. They 
are separated by 10 seconds in time but very little 1n space. The 
location of the subevents do indicate rupture in a west-northwest 
direction as one might expect the long period information to show. If 
one assumes that those subevents are associated with a rupture front, 
then this 1s consistent with a barrier type model (Das and Aki, 
1977a). A rupture encounters a barrier and temporarily slows down, 
but a slowing down of the rupture velocity allows more energy to be. 
concentrated in the crack tip, so the rupture then breaks through the 
barrier. The distribution of larger afte-rshocks also is consistent 
with this idea, since the location of the long period subevents is 
near the area where the concentration of large · aftershocks begins (see 
Figure 13). 

Using the location and time of the first short period subevent 
and the first long period subevent one can calculate the velocity at 
which a rupture front reaches these points. For the first short 
period subevent one obtains a velocity of 8.3 km/sec and for the first 
long period subevent one obtains 7.0 km/sec. These values are 
surprisingly high. Even if one puts the maximum dip on the line 
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segment connecting the initial hypocenter with the subevent location, 
one obtains a rupture velocities of 7.1 km/sec and 6.6 km/sec. Both 
these velocities are close to the P wave velocities, the velocity at 
the Moho in the oceanic lithosphere through which a ray must travel to 
reach a location near the trench, 8.2 km/sec and the P velocity in the 
subduction zc>ne at 40 km is 7.6 km/sec. Although analytic expressions 
restrict the rupture velocity to the Rayleigh wave velocity (Richards, 
1976), numerical solutions indicate that the rupture velocity is not 
bounded by such limits (Das and Aki, l977b). Another possibility is 
that the subevents were not triggered by the rupture front but by the 
first passing P wave. 

Conclusions 

Long and short period subevents were located within the rupture 
zone of a great earthquake. The long and short period subevents do 
not occur at the same location. High frequency subevents are 
clustered on the trenchward edge of the aftershock zone and two 
aftershocks in this area also produce relatively large amounts of high 
frequency (high stress drop). This has significance in trying to 
predict strong ground motion of large thrust earthquakes, since the 
sources of the high frequency radiation may be concentrated in very 
local areas on the trenchward edge of the rupture zone. 

Long period subevents show a rupture toward the west-northwest 
and the location of these large seale subevent s may indicate the 
presence of a barrier, especially since this 1s an area where the 
large aftershocks begin to concentrate. The timing of both the long 
and short period subevents indicates that the front which triggered 
the subevents travels at close to the P wave velocity. 
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Table 1 

·---------------
Azimuth Distance Time Delay Standard Deviation 

Short Period 

1 170° 124 km 1 5 sec 1. 3 sec 
2 225° 110 km 33 sec 0.80 sec 
3 190° 109 km 44 sec 0.87 sec 
4 170° 90 km 80 sec 0.83 sec 

Long Period 

I 285° 90 km 12 sec 0.42 sec 
II 280° 89 km 22 sec 0.67 sec 
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Station 

AKU 
KTO 
CAR 
BHP 
HKC 
SEO 
POO 
QUE 
NUR 
COP 

Table 2. P, pP, and sP Amplitudes For 

Thrust Mechanism strike 
Normal Mechanism strike 

Azimuth Distance 

7.68° 62.67° 
8.04° 57.69° 

64.26° 96.63° 
75.19° 90.41° 

264.88° 56.97° 
269.72° 38.50° 
292.80° 84.57° 
304.93° 79.10° 
346.28° 66.59° 
351 .82° 72.78° 

70°, dip= 18°, rake= 138° 
142°, dip= 50°, rake= 100° 

Normal Thrust 
p pP sP p pP 

1. 38 -1 .12 0.22 --1 . 15 0.78 
L. 34 -0.96 0.26 -1 .1 7 0.82 
0.55 -0.48 -0.55 -1.31 1 .41 
0.37 -0.33 -0.87 -..1 .32 1 . 1 5 
1 . 21 -0.84 0.45 -1.55 1 .08 
1 .28 -0.94 0.22 -1 . 21 0.39 
1. 50 -1 . 31 1 . 33 -1.87 l .63 
1. 65 -1.34 1. 26 -1.79 1 .45 
1 .60 -1 .23 0. 78 -1.50 l .15 
1. 56 -1.19 0.71 -1 .45 1 . 10 
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sP 

1 .84 
1. 84 
1. 93 
1. 83 
1. 32 
1.18 
0.47 
0.61 
1 . 22 
1. 3 5 



Date Time 

Feb 4, 1965 1206 
2 Feb 6, 1965 0402 
3 Feb 7' 1965 0217 
4 Feb 25, 1965 0522 
5 Mar 30, 1965 0227 
6 May 23, 1965 2346 
7 Oct 1 ' 1965 0852 
8 Nov 22, 1965 2025 
9 Jun 2' 1966 0327 
----

Table 3 

Dynamic 
Stress Drop 

56 bars 
20 bars 
14 bars 

9 bars 
160 bars 

50 bars 
60 bars 
49 bars 
26 bars 
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6.0 
6. l 
5.9 
5.8 
6.9 
6. l 
6.5 
6.1 
5.8 

Ms 

6.3 
5.6 
5.7 
6 .l 
7.3 
5.9 
6.1 
5.8 
5.3 

Mb-Ms 
Stress Drop 

80 bars 
200 bars 

80 bars 
45 bars 

250 bars 
200 bars 
560 bars 
200 bars 
200 bars 
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Figure 1. Palisades broadband record of February 4, 1965 Rat Islands 
earthquake. Top trace is digitized record. Four successive 
traces are band-passed velocity plots. Note that different 
arrivals can be seen in each frequency window. 
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Figure 2. Processing of short period records. Top trace is digitized record . 
Second is band-passed filtered 0.5-10.0 sec. Third is deconvolved 
displacement. Fourth is velocity. Fifth is velocity squared. 
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Figure 3. Four velocity~squared plots for stations at varying azimuth. Note 
that four distinct arrivals can be seen on each. These four arrivals 
are identified as subevents 1-4. 
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Flgure 4. Arrival times of subevent 1 relative to the initial P. 

Arrivals are plotted with respect to azimuth. Nbte 
that southern stations h~ve early arrival times relative 
to northern stations, indicating that the subevent is 
located south of the initial epicenter. 
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ABSTRACT 

The problem we address 1s how to predict strong ground motions 
for very large earthquakes from observations made of such motions pro­
duced by events of moderate size. The discussion is in terms of two 
basic rupture models; a W model in which slip is controlled by fault 
width and an L model in which slip is controlled by fault length. 
Because mean slip is obs~rved to increase linearly with fault length, 
a long earthquake cannot be mode led as a series of shorter events 
placed end to end. Rather, to explain the correlation of slip with 
length a W model will predict that stress drop increases with length, 
whereas an L model will predict that stress drop is constant but rise 
time (slipping duration) 1ncreases with length. Thus a W model 
predicts that peak and RMS accel~rations and peak and asymptotic 
particle velocities increase linearly with fault length. An L model 
predicts that RMS acceleration and asymptotic velocities are 
independent of length but that the velocities increase with the square 
root of length and peak acceleration with lniL. 

INTRODUCTION 

An important need for analysing seismic hazard is to be able to 
estimate the strong ground motion expected for a future very large 
earthquake from observed strong ground mot ions, which are at present 
available only for small to mod~rate size earthquakes. 

The problem is illustrated in Figure 1, where we show 1n map view 
two hypothetical cases of earthquakes which rupture from the surface 
to the same depth, but one of which is much longer .t;hah the other. 
The problem that we add.ress is · the following: given that we have an 
observation of the strong ground mot ions that would be experienced by 
resulting from the earthquake depicted in Figure lA, what can be said 
about the expected strong ground motions that would be experienced by 
an observer the same distance from the fault at point B in the case of 
the earthquake with much longer rupture length shown in Figure lB? 

One might first reason that, aside from focusing effects due to 
rupture propagation, the strong ground motion at B is largely governed 
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by the motion on the fault just adjacent to B, say in segment CD. 
Since CD is about the length of the entire length of faulting in case 
A, we might then guess that B will experience about the same strong 
ground mot ions as did point A in the smaller earthquake. In other 
words, we can model the long earthquake as a series of shorter earth­
quakes placed end to end. 

This, however, is incorrect because the mean slip in large earth­
quakes increases linearly with fault length (Scholz, 1982). Thus if 
the length of faulting in case B is 10 times longer than in case A, we 
would expect that the slip also to be 10 times greater. There are two 
alternative ways in which this greater slip may be achieved in case 
B. Either the particle velocity is much higher in case B than case A 
and the rise time (duration of slip at any point on the fault) the 
same, or, quite simply, vice versa. These are the predictions of W 
models and L models, respectively. 

The difference between these two basic classes of rupture models 
has been discussed previously (Scholz, 1982). A W model ts one ~n 

which slip is constrained at the base of the fault so that slip is 
determined by the width of the fault and scales with b.o, the dynamic 
stress drop. With this type of model one must interpret the correla­
tion between slip and length as meaning that b.o also increases 
linearly with length. An L model, on the other hand, is one in which 
the fault is mechanically unconstrained (or loosely constrained) at 
the base so that slip is determined by the length of faulting. With 
an L model the correlation between slip and length is explained if b.o 
~s constant. 

The contrasting way in which these two models work is illustrated 
in Figure 2. On the left is shown schematically a short earthquake, 
similar to case A, above. What is shown is a snapshot of slip on the 
fault at some typical time. We show only the part that is slipping at 
any one time. We also show the time history of slip at some represen­
tative point. For simplicity that is shown to be simply a ramp of 
duration tR, the rise time. 

On the right is shown the predict ions of the W and L mode 1 s fur a 
longer earthquake. In a bilateral case as shown, a W model predicts 
that the s 1 ipping patch separates into two patches of length ~ W, the 
fault width, that propagate away from each other at twice the rupture 
velocity (see Day, 1979; Archuleta and Day, 1980; Das, 1981, for des­
criptions of models of this type). The rise time tR ~ W/2S remaias 
the same as in the shorter earthquake so that the average particle 
velocity must be much higher to produce the greater slip. In the L 
model, slip spreads out as an expanding patch within which slip con­
tinues until the final dimensions are reached. In that case particle 
velocities are the same as in the case of the shorter earthquake but 
the rise t i.me , t R ~ L I 2 S is much greater ( S c h o 1 z , 19 8 2 ) . 
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These two models represent the extreme classes of models of large 
earthquakes within which any specific model, whether it be kinematic 
or dynamic, simple or heterogeneous, must belong. They predict 
very different scaling of strong ground motion in large earthquakes. 

SCALING OF HIGH FREQUENCY GROUND ACCELERATIONS 

The width of large shallow earthquakes is restricted in any tec­
tonic environment to be W0 , the distance measured along dip between 
the free surface and the base of the seismogenic layer. It is useful 
to take as a 'unit' large earthquake a square rupture in which its 
length, L* = W0 , because for those dimensions the predict ions of the 
L and W models are the same. ln the following discussion all starred 
parameters, ~o*, tR*, etc. are the parameters of the unit event. 
Thus, 

t * R 
L* 
28 

and the prediction of the two models are, 

and, 

~0 

t * R 

~o* L 
L* 

t * L 
R L'~ 

~o ~o* 

(1 

W model (2 

L model (3 

One can argue on dirnens ional grounds that the rms value of high 
frequency acceleration and the dynamic stress drop are related by, 

a 
rms 

D~o 

pR 
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where P is density, R is distance and D i s a model dependent parameter 
(Hanks, 1979; McGuire and Hanks 1980; Hanks and McGuire, 1981; 
Boatwright, 1981). 

Since high frequency acceleration appears to be close to gauss1an 
white noise (Hanks and McGuire, 1981), the peak acceleration, <%tax' 
is given by 

a 
max 

where t 0 LS the period of the highest frequency observed. 

(5 

Combining 2 and 3 with equations 4 and 5 we have the following 
predictions of the two models, 

a* 
L 

} a 
L* rms rms 

W model (6 

a''' 
L 

a 
L* max max 

and 

a = ate 
rms rms 

L model (7 

a ;; .Jln 1 ·· a* . } 
max L* max 

PARTICLE VELOCITIES 

In order to discuss particle velocities we adopt a slip function 
shown schematically in Figure 3. It is the solution of Kostrov (1961+) 
of a dynamically expanding crack propagat in~f a; q uniform rupture 

1 . ] . 60 L ) 1 1 2 . b . d b ve oc1ty VR. The peak ve oc1ty Vmax ~ c B ----v-· - · · 1s o taLne y 
averaging the singularity in the solution fbver ~ 'cutofft,' period 1/f 
(Day, 1979?. The asymptotic v~lu~ of velocit.y, v 0 = p~ is ~he 
value obta1.ned when the crack t1p 1s a large dtstance from the po1nt 
in question. The constant c depends on rupture velocity and r is the 
distance between the point illustrated and the rupture initiation 
point. 

With this slip function, the peak particle velocity 1n our 'unit' 
earthquake would be (Day, 1979)' 

6cr(2fL*) h: 
v* = c 2 (8 

max PB VR 
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and the asymptotic value, 

!:J.a* 
v* = c 

o PB 
(9 

The dependency on r in the expression for Vm x results from 
the 1ncrease of the stress intensity factor K = !J.a~r as the crack 
grows. Therefore r refers to the dimension of the crack which is 
slipping at any one time. Thus r reaches a maximum of W in a W model 
(Day, 1979) but will grow to L in an L model. Taking this into 
account, and combining equations 2 and 3 with 8 and 9, we obtain the 
scaling relations, 

L 

} 
v v 

L* max max 
W model (10 

v* 
L 

v 
L* 0 0 

and 

v 

* ~} max vmax L*-
L model (11 

v v* 
0 0 

Those scaling relations for the velocities are quite similar to 
those obtained for the accelerations. That value of Vmax in (11) 
would be realized only near the ends of the fault, but the amax 
value from (7) is relevant to any point along the fault. 

DISCUSSION 

Most three dimensional models · of large earthquakes that have 
previously been described ~n the seismological literature are W 
models. We previously have pointed out the difficulties encountered 
with reconciling that type of model with the observation that mean 
slip correlates with fault length (Scholz, 1982). The L model was 
proposed as a hypothetical alternative. In terms of the scaling 
relations discussed here, a specific example is useful to illustrate 
the differences in the two types of models. 

Suppose we wish to estimate the strong ground motions experienced 
in the 1906 San Francisco earthquake from those observed 1.n the 1966 
Parkfield or 1968 Borrego Mountain earthquakes, say. We take as 
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reasonable measures of near fault arms and amax from the 
acce le rographs writ ten by the Parkfield earthquakes values of 0. 15 g 
and 0.4 g, respectively (T.C. Hanks, personal communication, 1981). 
Scaling this to the 1906 earthquake, which had 15 times the length and 
slip of Parkfield would yield the following estimates: arms = 2.2 g, 

amax = 6 g, and tR = 2-3 sec. for a W model; arms= 0.15 g, amax 
= 0. 65 g and tR = 30-45 sec for an L mode 1. The 1906 earthquaKe 
originated somewhere off the Golden Gate and propagated in both 
directions away from the San Francisco Bay area (Boore, 1977). 
Contemporary accounts were that the period of most violent shaking 
felt in the Bay area lasted 45 to 60 seconds (Reid, 1910, pp.l-4), 
which seems more consistent with the L model prediction. The 
accelerations predicted by the W model seem unrealistically high. In 
any case, the discrepancy is large; clearly we must resolve the 
question of which of these types of models is a better representation 
of a large earthquake before we will be able to estimate, ~n the 
absence of direct observations, strong ground motions for great 
earthquakes. 

The L mode 1 was introduced as a hypothesis. The most serious 
drawback to it is that one did not know if it could physically ope­
rate. Recently, however, a dynamic, spontaneous model has been deve­
loped (Das, this meeting) with some of the characteristics of an L 
model and some characteristics of a W model. Thus the possibility 
remains that some intermediate model may be appropriate, in which case 
the scaling of strong ground motions will be intermediate to the 
extremes discussed here. 

It should be emphasized that we have only discussed problems in 
predicting the average ground motions. Near field strong ground mo­
tions will largely be controlled by local, rather than average, pro­
perties of the fault, which, because of the heterogeniety of fault 
zone properties, may vary widely from the mean. 
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dressed is if we have an observation of strong ground motion at 
point A for event A, what can be said about the expected ground 729 
motions at point B for the larger event? 
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ABSTRACT 

We have studied two sets of models to find appropriate boundary 
conditions for the theoretical modelling of very long earthquakes 
(i.e. , those for which the length L is larger than the width W of the 
rectangular aftershock area). In the first set, we study the conven­
tional rectangular crack model (for L/W = 2 and 4), i.e., the stress­
drop is confined to a rectangular region and the slip is constrained 
to be zero at all four crack edges, the stress-drop and slip being 
zero everywhere outside this region. In the second set of models -­
which is suggested by geologic and geodetic data -- we constrain the 
stress-drop to a rectangular zone ("seismogenic layer") but we do not 
have any constraint on the slip above and below this layer. The 
applied stress in this region above and below the seismogeni.c layer is 
taken to be exactly equal to the yield stress of the material. This 
is equivalent to assuming that the material on either side of the 
seismogenic layer ~s shearing aseismically just before the earthquake 
occurs. We find that for the second set of models, the rupture propa­
gates for some distance into the stress-drop free zone above and below 
the seismogenic layer, and the slip in large p~rts of this zone with­
out stress-drop is found to be non-negligible. · The, slip is still con­
fined to a finite width but this width is larger than the, width of the 
seismogenic (brittle) later. For the second set of models, the after-

, shock area would underestimate the actual rupture area. The moment 
and the slip at the center for the second set of models are larger 
than for the first set for the same L/W ratio of the stress-drop 
region. In fact, the moment estimated from seismograms for the first 
set of models can be regarded as the lower bound of the reaL seismic 
moment. For L/W = 2, the duration of slip at interior points on the 
fault for the two models are the same but for L/W = 4, the duration of 

. slip at a given interior point is much larger for the second set of 
models. However, the particle velocity during this added time of slip 
for the second class of models is small and almost constant, so that 
(at least for L/W up· to 4) this difference tnay not be significant for 
strong ground motion near such a fault. The rise-times and slips at 
any interior point of the fault is mainly width controlled for the 
first set of models and length-controlled for the latter set. Since 
longer faults are observed to have have larger slips than shorter ones 
of the same width, the first set of models would predict that stress­
drops increase with rupture length (for the same fault width). How­
ever, this observation can be explained by the second set of models 
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even for constant stress-drops. For the latter set of models we find 
that a fault twice the size of another, has much less than double the 
slip for the same average stress-drop. 

INTRODUCTION 

In the last few years it has become very productive to model 
earthquake faults as propagating plane shear ruptures with var1.ous 
geometries. These studies have been carried out both for the two and 
three dimensional problems for ruptures with known constant velo­
cities, as well as for spontaneously propagating ruptures in which the 
rupture velocity is determined by using some fracture criterion, and 
have provided insight into what the slip on a fault may be. In parti­
cular, one finds that the final slip, the rise-time and the static 
stress drop on the fault may vary with position on the fault, even for 
smooth faults, i.e., in which no variation is assumed in the physical 
properties on the fault. A common feature of all these models is that 
the slip and stress-drop are constrained to be zero at the edges of 
the fault. With such a boundary condition, it is found that the 
rise-time and final slip at a point on the fault are controlled by the 
smallest dimensions of the fault. For rectangular faults, this is the 
fault width. Observations of slip on faults of different lengths but 
same width show, however, that the longer fault has the larger slip 
(Bonilla and Buchanan, 1970; Sykes and Quittmeyer, 1981; Scholz, 1981, 
1982). The only way this can be explained by the existing models is 
if the stress drop is also larger for the larger earthquakes (Das, 
1981). Scholz (1981) has put forward some arguments against this and 
has suggested that for very long earthquakes viz. ones that rupture 
completely through the seismogenic zone, the boundary condition that 
the slip at the bottom of the fault is zero may not be valid. 
Analysis of rock de format ion textures in exhumed fault zones (Sibson, 
1979, 1982) as well as the fact that in major fault zones the after­
shock activity is confined to some finite zone (called the" setsmo­
genic zone") indicate that within this zone the material is brittle 
and rupture occurs dynamically but 'at greater depths shearing is .... 
accomodated by some form of aseismic slip or ductile flow' (Fig­
ure 1). This property has been incorporated into models of slow 
deformation (Nur and Mavko, 1974) and strain accummulation (Turcotte 
and Spence, 1974; Budiansky and Arnazigo, 1976) at plate boundaries. 
Such models are in agreement with Scholz's (1981) point of view that 
there is no physical basis for assuming that the slip at the bottom of 
the fault during the dynamic rupture of the seismogenic layer 1.s 
zero. Thus for very long earthquakes, e.g., the 1906 San Francisco 
earthquake, it does not seem justified to so constrain the slip. For 
smaller earthquakes which do not completely rupture through the 
seismogenic zone, however, the existing models may be adequate. The 
reason it is important to investigate this problem is because a major 
problem of strong motion seismology is to predict the expected strong 
ground mot ion for a large earthquake by measuring that from a smaller 
one. But if the two problems are controlled by different boundary 
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conditions, it would be more complex to do this than if the boundary 
conditions for both the small and large earthquakes were similar. The 
purpose of this paper is to use a numerical boundary integral equation 
technique to study the consequences if the condition of slip being 
zero at the bottom of the fault is relaxed. In the next two sect i.ons 
we describe the two classes of models -- when the slip is zero at the 
bottom and when the bottom of the fault is allowed to slip freely and 
calculate the rupture process, s 1 i p, particle velocities, rise-times, 
moments, etc. for these cases. Finally, we discuss the implications 
of the models for the earthquake source mechanism and strong ground 
motion predictions. 

DESCRIPTION OF MODELS 

The numerical method used in this study was discussed in detail 
by Das (1980, 1981) and will not be described here. The notation used 
here is in conformity with that of the earlier papers. The results in 
the earlier papers were obtained by using a numerical grid spacing 
given by a l:,t/l:,x = .5, where a is the compressional wave velocity and 
/::,x and /::,t are respectively, the spatial and temporal grid lengths. 
We have since implemented the method for a l:,t/6.x = .25 and all results 
in this paper are for the finer mesh size. We shall study the four 
cases illustrated in Figure 2 and described below -- mathematically as 
well as in words. For all the cases, we consider the uniform applied 
shear stress al3° = 5Te, where Te is the dynamic stress drop in the 
seismogenic layer and is taken as a constant i.ndependent of applied 
stress. The stippled circles indicate the initial crack shape and 
size. The small line segments shown within the rectangular regions in 
Figure 2 indicate the kind of line that will be used to plot the dis­
placements for each case in Figures 3-6. 

Case I 

In j:~l < 7.5 11x, slip * 0, 
< 3.5 t:,x Te * 0, 

uniform yield stress or static limiting 
frictional stress au = 5.6 Te 

In > 7 . .5 t:,x, au ~s too high relative to the applied stress j:~l > 3 . .5 t:,x for rupture to occur 
slip 0 
Te = 0 

Thus, slip is allowed inside a rectangular region 7 /::,x by 15 /::,x and 
prevented from occurring outside this region by placing unbreakable 
barriers there. 

Case I I. This ~s similar to Case I but the longer dimension of 
the rectangular region 
previous case. Thus, 

of slip ~s now about double that 1n the 
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1n IX!I < 15.5 !J.x, slip * 0, Te * 0, au = 5.6 Te 
X2 < 3.5 !J.x 

and outs1de this region, slip 0, Te = 0, au 1S very high relative to 
the applied stress. 

Case Ill 

In j:~l < 7.5 !J.x, Te * 0 
< 3.5 !J.x slip * 0 

au 5.6 Te 
In jx2j > 3.5 !J.x for all X1' Te 0 

au a13 
0 (i.e. , stress-drop 

l.S zero) 
slip * 0 

In I:~ I 

< 3.5 !J.x, slip 0, Te = 0, au is very high relative to 
> 7.5 !J.x, the applied stress 

In other words, the stress-drop is confined to the rectangular region 
7 !J.x by 15 6x (the seismo,enic layer) and slip is prevented on the two 
sides of this region (jx1 > 7.5 !J.x, jx2j < 3.5 !J.x) by making the 
yield strength very high 'relative to' the tectonic stress but slip is 
not constrained to be zero above and below this region <jx2j > 3.5 !J.x 
for all X1). So, the top and bot tom of the fault are allowed to slip 
freely. The applied stress in the region above and below the seismo­
genic layer is exactly at the yield stress and there is also no stress 
drop th~re. This assumption that au = a13o is equivalent to assuming 
that the material is shearing aseismically just before the earthquake 
(Savage and Burford, 1973). We point out h~re that we do not consider 
the process that creates the initial stress state but only study the 
changes in the stress state due to the dynamic rupture process. 

Case IV. This is similar to Case II but the longer dimension of 
the rectangular region wher~ stress-drop occurs is about double that 
1n the previous case, so that the region of stress-drop is now given 
by jx1j < 15.5 !J.x, jx2j < 3.5 !J.x. 

Before we discuss our results 1n the next section, we point out 
some of the limitations of our analysis. Our method of solution is 
only applicable, at least at present, to the case of faulting in an 
infinite, elastic medium. We therefore do not claim that these models 
correspond to actual faulting on a physically realistic fault plane. 
We only study a very simplified mechanical model of faulting which has 
some of the characteristics of the real physical system to simulate 
the effects of these characteristics on the real system. For example, 
in this paper we are particularly interested in studying the effect on 
the slip distribution, particle velocities and rise-time, over the 
fault, of relaxing the condition of vanishing slip at the lower edge 
of the fault. Even though we are not able to introduce ductile 
behavior below the lower edge of the fault and the free surface effect 
at the upper edge, the results will be useful in general, in fur­
thering our understanding of the processes occurring at the earthquake 
source, and in particular in suggesting the actual boundary conditions 
that control fault processes for very long earthquakes. Clearly there 
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may be implications from the simple models which may be unrealistic 
and may have to be ignored. If such implications arise, we will dis­
cuss them in the sect ion of the implications of our results for the 
earthquake faulting process. 

RESULTS 

Figures 3, 4, 5 and 6 show the comparison between the normalized 
half-slips as a function of normalized time at points A, B, C and D 
(marked in Figure 2) for the four cases studied. The particle vela­
c i ty at the point A is shown at the top of each figure for all four 
cases. Figure 7 shows the final s 1 ip at the center 0 of the fault 
(i.e., after all motion has ceased) as a function of X2 and Figure 9 
shows three-dimensional plots of the final slip for the four cases. 
The normalization factors for slips and particle velocities are the 
same as in Das ( 1980, 1981). The crack is started as a small circular 
region and allowed to propagate spontaneously. The "critical stress 
level'' fracture criterion (Das, 1981) is used to determine the rupture 
velocity. No healing criterion is used to stop the slip. (In fact, 
to prove that the healing criterion of Das ( 1981) is a very weak 
criterion, one case was studied both with and without the healing 
criterion and no perceptible difference was found in the results.) 
The solid dots indicate the approximate arrival times of diffracted 
shear waves from the nearest point at top and bottom of the fault, the 
crosses and stars respectively indicate the P and S "stopping phase" 
from the closest point at nearer crack end in the Xl -direct ion, for 
Case I and II. These are illustrated tn Figure 2b. 

Comparison of Case I and II 

We compare the slip and particle velocity due to two faults, one 
of length twice the width and the other of length four times the 
width, and having the same average dynamic stress-drop. These are 
conventional models where the slip is zero at all the fauli:: edges and 
has been studied in detail by Day 0979, 1982) and Das 0981). Our 
resu 1 ts are in general agreement with the comparisons made by Day of 
different fault length to width ratio but we include a brief discus­
S1on here for the sake of completeness. 

The slip for the different cases is labelled by a roman numeral 
indicating the case and a letter in parentheses indicating the point 
on the fault (marked in Figure 2) at which the slip is plotted. The 
point A represents the slip at points near the center of the fault. 
We see that for these two cases the slip at the center is almost the 
same implying that the slip is mainly width-controlled. The fact that 
the longer fault has slightly larger slip near the center (also found 
by Day, 1982) may indicate that some small amount of slip still occurs 
even after the information of finiteness of fault width has reached 
A. Unfortunately, probably due to the extremely long computer time 
required, faults that are say ten, twenty or thirty times longer than 
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wide have not yet been stud i.ed though they do exist 1n nature. The 
sum of the slip over the fault is proportional to the moment M0 • 

Table I shows this sum as we ll as the maximum slip at the center 0 of 
the fault for all four cases. The moment is Case II is slightly more 
than double that in Case I. 

Even though we have only considered values of L/W up to 4, we may 
suggest how the slip and moment on longer rectangular faults will 
behave by considering the static solution for an elliptic crack 
(Eshelby, 1957), having a constant static stress drop Te· For 
elliptic cracks having semi-major axis a and semi-minor ax1s b, 
Table II shows the factor n of Eshelby, for various values of a/b, for 
an elastic solid having a Poisson's ratio of l/4 (as we have in the 
numerical models). The normalized half slip at the center is 6b/n and 
the average half-slip u is 4b/n and are shown in Table II for 
b = 3.5 D.x (i.e., for the same crack half-width as used in the rec­
tangular cracks of Case I and II). We see that n is virtually con­
stant for all a/b, which implies that the maximum slip at the center 
and the average slip over the fault are essentially constant even for 
large values of L, for a given value of W. [It is very instructive to 
note the details of the behavior of n, and hence the maximum and aver­
age slip, as a function of a/b. As we go from a circular crack 
(a/b 1) to more and more eccentric elliptic cracks, nat first 
decreases, then increases and levels off at a constant value. Thus as 
a/b increas(~s, the maximum and average slip at first increases, and 
then decreases to a constant value for very long faults!] The quan­
tity (M0 /4J..i) is also shown in Table II. We cannot compare this 
value for the rectangular and elliptic faults as the areas are differ­
ent for the same length to width ratio. We may note, however, that 
the ratios of this quantity for L/W = 2 and 4 is almost the same as 
that for a/b = 2 and 4. 

The point C is exactly at one corner of the fault for the shorter 
fault but not for the longer one and hence the difference in the dis­
placements at C. The point B is intermediate between A and C and the 
difference between the final slips between Cas(~ I and II 1s also 
intermediate. The particle velocity at A is shown at the top of 
Figure 3. The particle velocity goes to zero at almost the same time 
for Case I and II, again implying that the slip is mainly width­
controlled. The regions on the fault where the major amount of slip 
is occurring at any time are two regions whose x1 dimension is con­
trolled by fault width, (for a unilateral fault, Archuleta and Day 
( 1980) found that there is only one such region), which move away from 
the point of rupture nucleation, leaving behind regions where the slip 
1s small. For a fault that 1s say ten times longer than wide, it 
seems likely that the particle velocity may be non-zero for a longer 
time but our results indicate that it wi 11 probably be small and the 
difference may not be detectable from observations. 

Comparison of Case I and III 

The rectangular region of stress-drop is the same for both cases 
but the slip in Case III is not constrained to be zero at the upper 
and lower edge. The rupture can expand into the regions above and 
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below with associated slip, though there is no stress-drop here. Fig­
ures 8 and 9 show the final area of where slip is non-zero. It is 
found that only in the zone adjacent to the region of stress-drop is 
the slip significant. The rupture front passes through the rest of 
the zone at a speed very close to the P-wave speed of the medium since 
the yield strength is equal to the app 1 ied stress in the materia 1 
below the seismogenic layer, but the slip there is found to be negli­
gible. The slip is st i 11 confined to a finite width in Case III but 
it is a larger width than in Case I. There is a strong stress con­
centration at the upper and lower edges oE the fault in Case I but no 
such stress concentration in Case III. 

The actual shape of the rupture area we find may be slightly 
unrealistic as we have artificially placed very strong barriers in the 
seismogenic layer,to limit the region of slip in this layer in the x1 
direction. Very long earthquakes (e.g., those that fill in "seismic 
gaps") often stop by running into the rupture zones of previous great 
earthquakes, i.e., by running out of strain energy. In other words, 
the stress-drops at the ends decrease and the rupture stops. l f we 
used such a model, the shape of the rupture are would be more even and 
will not have the rather unrealistic shape it has now. 

Figure 4 shows that the slip in Case III continues for a slightly 
but not significantly longer time than in Case l. The final slip at 
the points A, B, C are larger but may not be significantly larger for 
us to be able to distinguish between these models from observations. 
What is larger is the rupture area and hence the moment (Table I). 

Comparison of Case II and IV 

The difference between Case I and III was not significant except 
for moment. The difference between Case Il and IV, however, is 
major. The slip for Case IV which is unconstrained at the bottom is 
much larger for the same region of stress-drop as in Case II, all over 
the fault except for the point D which is very close to one end of the 
fault. The rupture penetrates very far into the region above and below 
the brittle layer {Figures 7 and 9) and the shape is found to be simi­
lar (but larger) than in Figure 8. The duration · of slip at A is much 
longer now than in all the previous cases and the level of the par­
ticle velocity is low. So the slip in Case IV contin~es slowly for a 
long time and the final slip and hence moment is larger than in all 
the other cases. Thus the s 1 ip in these models is length-contra lled 
unlike the Case · I and II. The stress concentrations at the crack ends 
are stronger for Case IV than for Case II and there is no stress con­
centration at the upper and lower edges in Case IV as there is ~n 

Case II. 

Comparison of Case III and IV 

In this case, dots, crosses and stars indicate the arrival times 
of waves for a width-controlled model (like Case I or II) of the same 
width as the width of the stress--drop zone in these two cases. 
Clearly, when the information of the finiteness of the stress-drop 
region comes to a interior point on the fault the point slows down 
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perceptibly, but unlike Case I and II does not stop abruptly. Instead 
is slows down very gradually and has a very low particle velocity but 
very long slip duration. The slip for the longer fault is now much 
larger than the shorter fault. Note, however, that though the fault 
length for the longer fault is double that of the shorter fault, the 
slip at the center is not doubled. The average slip (and therefore 
moment) is, on the other hand, more than doubled due to the area of 
rupture being much larger for the longer fault . 

. IMPLICATIONS FOR EARTHQUAKE SOURCE MODELS 

We have studied two classes of models -- the conventional rec­
tangular fault models for which the slip is zero at the base of the 
seismogenic layer and a class of models suggested by geologic and 
geodetic data, where slip is not so constrained. By the latter class 
of models we have tried to s i mulate very long faults that completely 
rupture through the seismogenic layer and have shown that such faults 
may propagate for some distance into the zone of ductile flow. Since 
the Green functions we have used in our solution are for an elastic 
medium, the actual amount of slip in the region below the seismogenic 
layer and the actual rupture area are not simulated correctly by this 
model. In fact, we expect the slip for a region of ductile flow to be 
lower than that for the elastic layer with no stress-drop. How much 
lower the slip will be will depend on the properties of this layer, 
which are probably not known well enough at present to warrant 
detailed numerical calculations for such models. We also find that 
for the former set of mode 1 s for L/W ratios of 2 and 4 (Case I and 
II), the rise-times and slip are mainly controlled by fault width. 
The implications of this result has been discussed by Das (1981) and 
Scholz (1981) v~z. that s~nce longer faults are observed to have 
larger slip, the stress-drop for the longer fault must be larger than 
that for the shorter fault. By considering the static solution for 
elliptic cracks, we suggest that for L/W = 10, 20 or 30, the final 
slip will not be significantly larger for these cases. For most 
thrust earthquakes, L/W is usually less than about 3 or 4 (the 1960 
Chilean earthquake may be an exception) but large strike slip earth-
20 or 30. For L/W = 2, it is not possible to distinguish easily 
between the two classes of models (Case I and [II), but for L/W = 4 
significant differences are predicted from our models. The seismic 
moment for the model where sl i ? is allowed below the seismogenic zone 
is significantly larger. Determinations of seismic moment from very 
long period seismic waves or from geodetic data may correctly account 
for the total moment. An error would arise if one tried to determine 
average slip for the latter set of models by dividing the moment by 
the aftershock area (since that presumably only measures the portion 
of the rupture zone within the seismogenic layer). However, if the 
slip velocity in the zone below the seismogenic zone is very low, then 
it may not be detected from seismograms, so that in that case, the 
seismic moment determined from the seismogram is the lower bound for 
the real seismic moment. A possible example of Case III and IV may be 
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the earthquakes along the Colombia-Ecuador subduction zone studied by 
Kanamori and McNally (1982), in which the portion of the plate boun­
dary that broke in a very large earthquake in 1906, later again broke 
in three smaller segments. These authors found that the sum of the 
moments of the three smaller earthquakes is a fraction of (about 1/5) 
that of the larger one, as would be expected for Case III and Case IV. 

We also show that the duration of slip for the Case IV (L/W = 4) 
is theoretically predicted to be much longer than for the corres­
ponding conventional model (Case II) but the particle velocity during 
the entire period of slip is almost constant so the acceleration is 
almost zero and thus the di-fference may not be significant from the 
point of view of strong ground motion. Also, the particle velocity 
level during this time may be too low to be significant, i.e., this 
slow increase of slip may not affect strong ground motion. For larger 
L/W we cannot again predict the result definitively but it is not 
unlikely that the particle velocity level may be higher. Finally, 
since the slip (and rise-times) are controlled by length in the latter 
models and we find that the longer fault has the 1arget slip, the 
stress-drop is not necessarily larger for the longer fault for this 
latter class of models. The data in Scholz (1982) suggests that the 
fault s 1 ip increases with length but it is not clear at a 11 from the 
data if this increase is linear or non-linear. Hence it is not yet 
clear if the models and data are compatible with constant stress­
drops. The implications of this for strong ground motion is discussed 
by Scholz (1981). The interesting fact we have found by comparing 
Case II I and IV is that a fault of twice the length as another does 
not have twice the s 1 ip (for the same ave rage stress-drop), for such 
models. Many cases of L/W need to be studied to predict theoretically 
how L/W controls slip for the length-controlled models. 

We may point out here that whereas in Cases I and II we have 
artificially simulated the effect of finite seismogenic depth by con­
straining slip to be zero outside this region, it arises quite natur­
ally for Cases II [ and IV from assumptions of some reasonable pro­
perties of the material outside this region. It is hoped these models 
wi 11 stimulate future work on dynamic models of more realistic be­
havior beneath the seismogenic zone, e.g., incorporating the effects 
of strain hardening or strain rate effects of ductile materials (nega­
tive stress-drop) and encourage reviewing of existing seismic and 
geodetic data from a different point of view than that traditionally 
used. 
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TABLE I 

-----------------------------------------------

Hodel type 

Case I (L/W = 2) 
Case II (L/W = 4) 
Case III 
Case IV 

(Maximum) normalized 
half-slip at center 

of fault 

~12.7 

~12.85 

~14.0 

~18.4 

-----------------

743 

El/4(Mo/~)NORMALIZED 

over total 
ruptured area 

~260. 

~sss. 

~640. 

~1875. 

----------------



TABLE II 

Elliptic fault (static solution of Eshelby) 

alb 1 . 1 . 5 2. 3. 4. 5. 10. 20. 30. 

n l .83 1 . 7 5 1. 71 1. 72 1. 78 l .83 1. 9 1. 9 1. 9 

(Maximum) normalized half space 
at center for b = 3.5 ~x ll. 5 12.0 12.3 12.2 11.8 11 . 5 11.0 11 .0 11.0 

Average slip u over fault 
for b = 3.5 ~x 7.7 8.0 8.2 8.2 7.9 7. 7 7.4 7.4 7.4 

-.I 
+:"-

1 I 4 Mo I ll (norma 1. i zed) for +:"-

b :o: 3. 5 11x 21.0 33.0 45.0 67.1 86.5 105.1 202.5 405.0 607.6 
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SEGMENT RUPTURE MODELS OF NEAR FAULT 
HIGH FREQUENCY GROUND MOTION 

by 
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INTRODUCTION 

The construction of important engineering facilities in high seismic 
zones has generated an interest in predicting ground motion character­
istics close to the source of large (M == 7-1/2) earthquakes. Indeed, 
this interest has led to extensive research ·in near-field ground motion 
estimation, and has resulted in intense debate (e.g., Joyner et al., 
1981; Campbell, 1981) in the literature and elsewhere on the results of 
that research. These debates will not be entirely resolved until the 
empirical data base for near-field strong ground motion during large 
earthquakes is extensive. Nevertheless, the prediction of near-fault 
strong ground motion must be made with the most sophisticated technology 
available if we are to make rational seismic design decisions for 
critical facilities. 

For both engineering and historical reasons, the primary focus 
of interest has been on the high frequency characteristics of ground 
motion in general, and on peak accelerations in particular. Methods 
that have been used fall into one of two categories. First are equations 
with parameters determined using empirical data; these equations are 
extrapolated to large magnitudes and close distances (e.g., Joyner et al. 
1981; Campbell, 1981). The second category of methods models the energy 
source as a finite length, dynamic rupture, and calculates high frequency 
ground motion characteristics at sites, often using synthetic time 
histories of acceleration. 

The purpose of the present study is to estimate high frequency 
near-field ground motion characteristics during M == 7-1/2 earth­
quakes using the work of McGuire and Hanks (1980) and1uanks and McGuire 
(1981). The basis is the Brune (1970, 1971) model representation of the 
seismic source. The method accurately estimates both root-mean-square 
( rms) and peak accelerations for California earthquakes in the range 
4.0 ~ ~ ~ 6.5, when the energy source can be treated as a point. The 
model is a logical method to investigate in an attempt to model a line 
source to ground motion at a site can be predicted. This extension 
of the model can also provide a probabilistic, rather than a merely 
determinist, representation of ground motion characteristics. 
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The present study treats a long line source as a series of segments, 
in the manner of Rascon and Cornell (1969). The characteristics of the 
ground motion time series at sites are derived, accounting for the 
distance from each segment to the site, the duration of rupture for each 
segment, and any change in power of the motion due to rupture propagation 
effe-cts. This provides a stochastic representation of the earthquake 
ground motion (time intervals and rms accelerations). The distribution 
of peak acceleration for the entire strong motion duration is easily 
derived from this representation. 

The major advantage of this endeavor over extrapolation of empirical 
formulas is that our extrapolation is physically logical. It accounts 
for the extended length of the source of energy in logical fashion by 
determining the contributions of segments of that length to ground 
motion, rather than by merely extrapolating point-source models to 
represent large magnitude earthquakes. The model has been verified for 
smaller events (~ < 6-1/2); the treatment of an ~ = 7-1/2 shock as 
a series of sequen~ial smaller events for the purpose of estimating high 
frequency ground motion characteristcs, provides an intuitively reason­
able representation of unilateral rupture on a long fault. 

GROUND MOTION MODEL 
The method used here to represent ground motion is based on the 

spectral representation of seismic shear waves in the far-field (Brune, 
1970, 1971). Applying Parseval's theorum allows estimation of the rms 
acceleration (Hanks, 1979; McGuire and Hanks, 1980): 

2. 

arms = (0.85) (i~~ ( 1) 

where ~a is stress drop; p is crustal density, R is source-to-site 
distance, Q is specific attenuation, e is shear wave velocity, and f 

0 
is spectral corner frequency. Accelerations are approximately band-
limited, white Gaussian noise between frequencies f and f = 0 6/ 11'R 
( o max . 

Hanks and McGuire, 1981). They ar~ 1 assumed to apply for a durat1on 
equal to the faulting duration Td = f in the point-source 
representation; this duration is modYfied as described below to account 
for rupture velocity and direction. 

Peak acceleration a is estimated using a simple result from 
random process theory, Jhich is consistent with the band-limited, 
white, Gaussian character of accelerations (Vanmarcke and Lai, 1980): 

a = a j2 ln ( 2 s
0 

f
1

) 
p rms 

( 2) 

where s is the duration of accelerations, f 
1 

is the characteristic 
frequenc0y, and the value in the radical must be ) 2. Duration s and 

0 
frequency £

1 
are discussed in more detail below. 
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Equations (1) and (2) are assumed to estimate the median a ; indi­
vidual peak accelerations are taken to be lognormally-distributed~ with a 
coefficient of variation of 0.66. This is a typical representation of 
scatter observed for California data on peak acceleration. In fact one 
could estimate theoretically the distribution of peak accelerations 
using a variation of equation (2), but observed peak acclerations exhibit 
more dispersion than would be predicted theoretically. This results in 
part because real earthquake ground motions are not exactly white and 
Gaussian. Hence, it is more appropriate to make the assumption described 
above on the distribution of a ; this is consistent with empirical 
scatter observed in a and Jlth the strong observed correlation 
between a and a (Hank~sand McGuire, 1981). 

p rms 

REPRESENTATION OF FINITE FAULTS 

We seek to develop a probabilistic representation of high frequency 
ground motion close to an earthquake caused by rupture on a fault with 
significant length. For this application, the use of equations given 
in the previous section is inappropriate because these are for far­
field motions. Moreover, these equations implicitly assume that all 
seismic energy originates at a distance R from the site. It would be 
an unacceptable approximation to assume that all seismic energy from a 
long rupture originates at any fixed distance from a site located close 
to the rupture. As an example, using these far-field models to represent 
ground motion during a ~ : 7-1/2 event at 5 km distance would be 
very conservative upper-bound on the ground motion, as will be demon­
strated below. 

The representation we develop here follows ideas first proposed 
by Rascon and Cornell (1969). The source of energy release is idealized 
as a straight horizontal line of length 1 , located at a depth d repre­
senting the predominant source of energf (Figure 1). We divide the 
fault into n segments, each of which has length 1 • To calculate 
segment-to-site distance, the energy from each segmeit is assumed to 
emanate from the center of that segment. The duration of motion at the 
site from segment i can be computed as: 

ri + 1 + 1 ri s 
(3) s = a a i v 

r 

where v is the velocity of rupture. 
r 

The rms acceleration (equation 1) must be modified to account 
for propagation effects, i.e., si in equation (3) is, in general, 
different from the time the rupture takes to pass through segment i, 
which is 1 /v • We accomplish this by as~ming that the total energy 
in the mot1onr (which is proportional to a ) is unchanged by propa­
gation effects. Thus the rms acceleration 'Cfr~m segment i is given by: 

(2w) 2 
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•here f is the corner frequency of segment i (more about this below). 
The peaRiacceleration is estimated using a form similar to equation (2): 

a = a J 2 ln(2lsf1/vr) pi rmsi 
(S) 

A stochastic representation of a is used with a lognormal distri­
bution and c.o.v of 0.66. In equati~i (5), no modification is necessary 
to account for propagation effects because any change in the duration 
of ground motion during energy from segment i would affect , the charac­
teristic frequency f

1 
similarly. 

This representation of the fault results in a stochastic repre­
sentation of ground motion at the site, both in terms of a band-limited 
Gaussian process with rms accelerations ar si over durations si, with 
i from 1 to n, and in terms of a sequence olf peak accelerations a . re­
presented as lognormal distributions. If we assume that dynamic glress 
differences along each fault segment are independent, it is logical to 
assume that peak accelerations caused by rupture on each segment are 
mutually independent. The cumulative distribution of peak acceleration 
at a site j for the entire earthquake apj is given as: 

n 
11' 

i = 1 
(6) 

Finally, to produce general results, we wish to consider all sites 
located the same distance R from the fault (see Figure 2). The entire 

c rupture will propagate toward some of these sites and away from others. 
The distribution for a typical site located R from the fault is: 

c 

F 
a 

pe 

lim 
m - CD 

m 
1 (7) E 

j = 1 
m 

where m is the number of sites. In practice we limit m to a reasonable 
number to minimize computer time. 

In representing a long rupture as a series of shorter ruptures, 
there are several ways in which to estimate source parameters of the 
smaller events from the main earthquake. The most critical parameter for 
high frequency characteristics, stress drop, we choose to keep constant 
and equal to 100 bars; this value has been shown to be appropriate for 
California earthquakes over a range 4.0 ~ ~ ~ 6 .S (Hanks and McGuire, 
1981). Of the other source parameters, only one of the pair M , f need 
be specified; under the assumption of equation ( 1), speciffcatfon of 
one of these and ~a implies specification of the other. 

We examine three methods of determining M (seismic moments 
of segment events) and present these through speci~cation of MLi' the 
magnitudes of events representing rupture on the fault segments. It 
should be understood that we can, and do, transform between M

0
i and 

~i using (Hanks and Kanamori, 1979). 
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1.5 ~i + 16 (8) 

The starting point for estimating ground motion near a moderate to 
large earthquake is to estimate its length of rupture 1 : 

r 

4.65 + 1.351 log 1 
r 

(9) 

( Slemmons, 1977). We invert this, ignoring for this investigation any 
potential problems induced by inverting equations with coefficients 
determined by regression analyses (which is justified by results pre­
sented below), 

1 
r 10 (~- 4.65)/1.351 

to calculate the total length of rupture for event Mt· 
(10) 

One method of estimating the moment M and magnitude ~i of n 
segment events representing one major event 0

\ is to use the segment 
rupture lengths 1 and equation (9). This leads to 

s 

MLi = ~- 1.351 log n (11) 

A second method is to assume that the seismic moments M
01 

equal 
M /n. From equation (8), we obtain 

0 

MLi = ~ - 0.667 log n (12) 

A third possible method assumes that the total energy E of the large 
shock is equally divided into the segment events. Using the relation 
(e.g., Richter, 1958): 

log E = const. + 1.5 M
5 

(13) 

and the Nuttli (1979) relation 

~= .625 M
5 

+ 2.28 (14) 

we can divide E by n to obtain 

~i 1\- 0.417 log n (15) 

All of these possible segmentations of a large magnitude earthquake 
into smaller magnitudes result in the same form: 

~i = ~ - en log n ( 16) 

and we report and compare results below for values of c equal to 
n 1.351, 0.667, and 0.417. 

The alternative choices of M i and M i result in alternative 
values of f i for the segment events. It ~s not clear which is the 
most appropr1ate choice for corner frequency. The option of specifying 

759 



f i as a function of the segment size is not viable under the assump­
t~ons of the Brune model, which assumes a rupture dimension that is more 
or less circular. For long faults, this requirement would restrict the 
model to large values of n (many segments). We are violating this 
implicit assumption in using equation ( 1) to estimate a for long 
faults, but this is a second-order violation; we ignore it ft~Sthe moment 
in order to see how this methodology works. 

COMPARATIVE DATA BASE 

The proliferation of strong motion instruments in California has 
resulted in a bevy of near-source strong motion data in recent years, 
albeit for small to moderate earthquakes. These data serve two purposes 
in the present study: they illustrate the applicability of equation (1) 
for Mk = 5.5 events, and they show how the proposed methodology works 
in th near-source region of ~ 2 6.5 earthquakes. 

Figure 3 shows the available peak horizontal acceleration data for 
5 ~ My < 6, and Figure 4 shows comparable data for ~ = 6-1/2. The 
abscis~a is distance from the recording site to the nearest trace of the 
fault, where this is known, or to the surface projection of the fault, or 
in a few cases to the epicenter. These plots form the data base with 
which we will evaluate the results obtained by the segment rupture 
model. 

RESULTS AND DISCUSSION 

Distributions of peak horizontal accelerations have been generated 
for ~ = 5.5, 6.5, and 7.5 earthquakes using the methodology described 
above. In all cases the location of the sites examined is shown sche­
matically in Figure 2; only sites on one side of the rupture need be 
analyzed because of symmetry. The depth of energy release was assumed to 
be 5 km, and values of consta~s used were as follows: a = 3.2 km/sec, 
v = 2.2 km/sec, p = 2.8 g/cm , Q = 300, and Ao = 100 bars. In equa­
tion (2), f.J_ was taken to be 3.3 hz, the mean value found by Vanmarcke 
and Lai (1~0), rather than f ~ QS/wR as discussed in Hariks and 
McGuire ( 1981). The value of flax becomes very high at the close dis­
tances of interest here even ifl8fimited by the instrumental frequency 
of 25 hz. In any case, the dependence of a on f 

1 
is small: changing 

f from 3. 3 to 25 hz increases the peak fcfctor (a I a ) by only 20 
t6 25 percent for typical values of duration of int&es'f&~ere ( 5 to 10 
seconds). 

Expected (mean value) peak horizontal accelerations for a randomly­
selected typical site located 1 km from the trace of a fat~lt generating 
an ~ = 5.5 earthquake are presented in Figure Sa. The abscissa is n, 
the nUilber of segments into which the rupture is divided, and results are 
given for all three values of coefficient c discussed, above. These 
ex~ected values are ~btaiaed from the disfribution a 

8
, equation 

(7). The upoint souree·· calculation obtained froa the Pslte located 
perpendicular to th4 midpoint of the fault, i.e., at a 1 ka distance from 
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the surface projection of the energy center is also shown. This is 
somewhat greater than the value of a obtained from equations ( 1) and 
(2) using R = 5.1 km (the hypocentralpdistance) because those equations 
give median values of a , and mean values are plot ted on Figure Sa. 

p 

Several points are evident from Figure Sa. First, c = 0.417 
n and 0.667 give consistent results for n = 1, 2, and 4 (the mean values 

of a are about the same for these values of n) but c = 1.351 does 
not.P This implies that smaller values of c are more ap~ropriate. The 

n larger value of 1.351 does not allow enougti energy in the segment rup-
tures to represent a larger earthquake accurately. Secondly, for n = 8 
or larger values, the expected values of a decrease. This means that 
we cannot represent a single rupture as a Plarger number of very small 
earthquakes. In particular, the assumption of stationary Gaussian motion 
inherent in equation (2) is not correct. 

Figures 5b, Sc, and Sd present similar results for distances of S, 
10, and 20 km from the ~ = 5.5 rupture. These illustrate the same 
points that are evident from Figure Sa. In general, for representing an 
ML = 5.5 earthquake as several segment ruptures, two segments are 
appropriate and c = 0.4 to 0.7 looks best. 

n 

Figure Se shows median values of a plotted versus distance for 
n = 2 and c = 0.417 and 0.667, along witR the near-field data discussed 
earlier. fhe median value estimates are appropriate to compare with 
acceleration data plotted logarithmically. These estimates match obser­
vations to an acceptable degree, and this is not surprising: the model 
has previously been demonstrated and calibrated (via lla ) for 4.0 ~ ~ 
~ 6.5 in the far-field (Hanks and McGuire, 1981). For :'!. = 5.5, this 
includes R = 5 km. At R = 1 the results presented here should be viewed 
with some caution: even for n = 2 the far-field assumption implicit in 
equation (2) is not met, so the results may be conservative by an unquan­
tifiable amount. 

Figures 6a through 6d present mean values of a versus n for ~ = 
6. 5. The same general trends observed for ~ = 5. g apply except that 
there is a larger difference between the "poin~ source" result and the n 
= 1 result. The reason is the long rupture length: for n = 1, most sites 
are farther away from the single energy center than the distance listed 
on the figures, but the site located perpendicular to the midpoint of the 
fault (from which the point source results are obtained) is not. The 
values of a increase with n up to n = 4, then level off and decrease 
for n = 16~ The increase results from more sites being closer to 
segments (energy centers). The decrease for large n results, as before, 
because from the scaling relations the small magnitude events do not 
have enough energy to represent an ~ = 6.5 earthquake for 16 segments. 

We interpret the horizontal portions of the curves in Figures 6a 
through 6d to indicate the best estimate of peak accelerations at the 
distances listed. For smaller values of n, values of a are too small 
because most sites are farther away from the centers of ~egment rupture 
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than they are from fault trace. For larger n, the values of a are too 
small because the large number of small earthquakes cannot repr~sent the 
original event in terms of ground motion effects. 

A further result shown on Figure 6d is that a estimated for n = 4 
and 8, and n = 0.417, is equal to the point soJ'rce result, which we 

c 
know is conservative. At farther distances, the results for n = 8 and 
c = 0.417 would exceed the point source results. This implies that n 
c = 0.417 is too low: it allows too much energy for the segment 

n 
earthquakes. Of the values investigated, c = 0.667 apparently gives 
the most cons is tent scaling of segment magnrtude and moment (it corre­
sponds to calculating segment moments M by dividing the entire earth-
quake moment by n). oi 

Figure 6e shows median values of a plotted versus distance, along 
with the available near-field data, fori' n • 8 and n =- 0.667. Again, 
the result for R = 1 km is rather tenuous and sh8uld be viewed as 
such. The estimates agree rather well with the observations and this is 
encouraging, since the calculated rupture length for ~ = 6.5 is 23.4 
km. Thus estimates at 5 km certainly constitute the "geometric" near­
field, where simple extrapolations from far-field data can be expected 
to be poor, and we find the segment rupture model is appropriate for 
estimating peak accelerations at this distance. 

The last set of results, shown in Figures 7a through 7d, are for 
~ = 7. 5. In this case there is an even wider discrepancy between the 
point source results and the n = 1 results. The results do not increase 
uniformly for small values of n simply because we limited the number of 
sites over which equation (7) was calculated to nine to reduce computer 
time; with more sites these curves would smooth out. For larger values 
of n this is not a problem. 

Adopting from~= 5.5 and 6.5 results, the coefficient c = 0.667, 
we see that n = 32 gives what we consider to be best es timatnes of a • 
This allows us to make first-order estimates of peak acceleration duriRg 
M,. = 7.5 earthquakes. These are shown in Figure 7e as a function of 
d!stance. It is appropriate to emphasize the tenuousness of these 
estimates, since they are based on extrapolation from data of at least 
one magnitude unit. It is also appropriate to emphasize that this 
extrapolation was done in a physically logical manner, not by simply 
extrapolating equations determined from data obtained at lower magnitudes. 

Several points of discussion are worth making. First, a segment 
length of about 4 km seems to be appropriate for characterizing ruptures 
in the manner investigated here. This is independent of the earthquake 
size and of the choice of coefficient c • Second, it is apparent that 

n ruptures other than unilateral could be accommodated by this method-
ology. We have just started with the simplest representation of fault 
rupture. Finally, results for a single site can easily be generated in 
terms of a · , i . ·e., · a series of durations and associated values of 
a It ~~~fd be difficult, however, to generate a single meaningful rms 
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distribution of a for the entire strong motion duration, or to 
arms present combined a results for all sites. Therefore, we have con-

centrated here on pt~~entation of peak acceleration results. 

CONCLUSIONS 

The segment rupture model provides a logical means of calculating 
characteristics of high frequency strong ground motion for higher magni­
tudes and closer source-to-site distances than have yet been well docu­
mented with strong motion records. Although a simple unilateral rupture 
has been studied here, a bilateral or multi-lateral rupture of arbitrary 
complexity could as easily be modeled. 

Several critical parameters affect the estimates of peak accelera­
tion developed here. Mast obvious of these is coefficient c , which 

n 
determines how the magnitude or seismic moment of segment events is 
determined from the total seismic moment. The most promising coefficient 
corresponds simply to dividing the total seismic moment by the number of 
segments to obtain the segment seismic moment; but this conclusion is 
tentative. Further, the depth of energy release is not well determined, 
and this has a major effect on near-source peak acceleration estimates. 

This study has concentrated on peak acceleration because that 
parameter is a topic of current interest and research. The segment 
rupture model provides not only distributions of peak acceleration, but 
allows acceleration time series to be generated using wide-band Gaussian 
processes with a specified series of rms accelerations over a series of 
durations. Artificial time histories could be generated, and response 
spectra could be calculated either from the artificial motions or through 
random vibrations methods. Thus this concept of representing a large 
earthquake rupture as a series of segments, with a demonstrated ability 
to predict high frequency ground motion characteristics accurately for 
the segments, has a broad range of potential products for solving earth­
quake engineering problems. 
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DIRECTION OF RUPTURE PROPaGATION • 

Segment I Segment 2 

Segment n 

FIGURE I 

GEOMETRY OF FAULT REPRESENTATION AS RUPTURE SEGMENTS 
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m Sites, Equally Spaced 

FIGURE 2 

LOCATION OF SITES AT DISTANCE Rc FROM THE FAULT 
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Analysis of Near-Source Static and Dynamic 
Measurements from the 1979 Imperial Valley Earthquake 

Ralph J. Archuleta 

Paul Spudich 

(Both at the U.S. Geological Survey, 345 Middlefield Road, 

Menlo Park, CA 94025) 

ABSTRACT 

The 1979 Imperial Valley ML 6.6 earthquake has provided an 
extraordinary set of near-source data. More than 40 strong motion instruments 

within 35 km of the fault trace recorded the mainshock. Horizontal and 

vertical offsets delineate the surface rupture. The dynamic and static 

measurements are used to infer gross features of the earthquake mechanism. 

Using an average value of 40.5 em of the right-lateral surficial slip we 
estimated a lower bound for the seismic moment of 2.5 X 1025 dyne-em. To be 

consistent with farfield estimates of the seismic moment the average slip 

should be about 100 em. Using an average slip of 100 em and a faulting depth 

of 10 km we deduced a static stress drop of 12 bars. However, if one uses an 

average slip of 40.5 em on the upper 5 km of the fault's width and 120 em on 

the lower 5 km of the fault, the seismic moment is consistent with farfield 

estimates of the seismic moment, but the static stress drop is 51 bars. From 

the lower estimate of 12 bars we inferred an average strain drop of 32 

~strain. This strain drop is four times greater than the strain that could 
have been accumulated since the 1940 El Centro earthquake based on measured 
strain rates for the region. Hence, we inferred that a major portion of the 

strain released in the 1979 mainshock had been accumulated prior to 1940. 
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One of the most interesting features of the acceleration recordings is 

the presence of large amplitude (500-600 em/sec/sec) vertical accelerations at 

stations E05, E06, E07, E08, EOA of the El Centro array and the 5 stations of 

the differential array near EDA. Although the peak acceleration of 1705 
em/sec/sec at E06 is probably amplified by a factor of 3 due to local site 

conditions, these large amplitude vertical accelerations are unusual in that 
they are evident on only a few stations all of which are near the fault trace 

and at about the same epicentral range. Two possible explanations were 

considered. First they are due to a direct P-wave generated from a region 

about 17 km north of the hypocenter, or second they are due to a PP phase that 

is unusually strong in the Imperial Valley due to the large P-wave velocity 
gradient in the upper 5 km of the Imperial Valley. 

Based on the distribution of both the horizontal and vertical offsets we 

concluded that the rupture went beyond stations E06 and EO?. Although the 

surface rupture passed directly between stations E06 and EO?, there is no 

obvious manifestation in the particle motion of the passage of the rupture 

front. By exploiting the antisymmetry of the parallel components of particle 

velocity between EOb and E07 and by examining polarization diagrams of the 

particle velocity at E06 and E07 we determined an average rupture velocity of 

2.5-2.6 km/sec between the hypocenter and station E06. 
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INTRODUCTION 

The October 15, 1979, Imperial Valley earthquake has provided the most 
complete set of near- and far-field data for a damaging earthquake to date. 

More than 40 strong motion instruments in the United States (Brady et al., 

1980) and in Mexico (Brune et al., 1982) recorded the near-source ground 

acceleration at distances less than 35 km from the Imperial fault. The 

right-lateral horizontal offsets and the vertical offsets were measured within 

days of the mainshock (Sharp et al., 1982). A coseismic strain offset was 

recorded by three laser strainmeters at Pinon observatory about 130 km from 

the epicenter (Wyatt, 1980). Throughout the world the ML =6.6 (Chavez et 
al., 1982) mainshock was well recorded on long period seismometers (Julian et 

al., 1982). Since the mainshock was well recorded both near and far and over 
the entire seismic frequency band, the Imperial Valley earthquake provides an 

extraordinary opportunity for studying the earthquake mechanism from many 
different viewpoints. Our approach in this paper will be to examine the 

near-field static measurements and the strong motion particle acceleration and 

velocity. It is not our intention to conclude with a detailed description of 

the faulting process, but rather to provide a framework from which future 

investigations can be initiated. 

At first glance the quality and quantity of near-source data for this 

moderate sized strike-slip earthquake provide an optimistic basis for analysis 
of the earthquake mechanism. However as one attempts to reconcile the many 
different pieces of data, the overall picture of the earthquake mechanism 

becomes less clear. Even the gross features of the 1979 earthquake do not fit 

into a neatly bound package. For example, while surface ground breakage 

extended along a 35-km long segment of the Imperial fault (Sharp et al., 

1982), no ground breakage was found within 7.5 km of the epicenter. Using the 

mean surface displacement, 4Q.5 em (Sharp et al., 1982), one can estimate the 

earthquake's seismic moment, but this moment is still a factor of two to three 

times smaller than the seismic moment determined from farfield measurements. 

The ground motions caused by this earthquake have some unusual characteristics 

if one thinks of the earthquake mechanism as being a uniform stress drop on a 
vertical strike-slip fault. The peak particle velocities, which reach 115 
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em/sec at EMO and 108 em/sec at E06 and E07 on the perpendicular component of 

motion, are asymmetric about the strike of the fault; contrary to normal 

expectations the peak vertical accelerations, as high as 1.7 g (g being the 

acceleration due to gravity), often exceeded or matched the peak horizontal 
accelerations of 0.6 to 0.8 g on many instruments. 

The purpose of this paper is to try to extract as much information about 
the nature of the 1979 Imperial Valley earthquake mechanism from a 

straightforward analysis of the data. The complications that can arise in the 

near-source particle motion just from the finiteness of the faulting process 

can be overwhelming (Archuleta and Hartzell, 1981), and those complications 

coupled with the velocity structure are certain to lead to many ambiguities in 

the interpretation of the data. Nevertheless t he P-wave velocity structure 

for the Imperial Valley has been well determined (Fuis et al., 1982; McMechan 

and Mooney, 1980); the static offsets have been carefully documented and the 

dynamic motion was well recorded on many instruments, some of which have 

absolute time. It seems to us that an analysis of this information is 

sufficient to give a general outline to the earthquake mechanism of the 1979 
earthquake. 

HYPOCENTER 

To take full aavantage of the absolute timing on many of the strong 

motion accelerograms, an accurate hypocentral location and origin time are 

needed. By taking into account lateral variations in the depth of sediments, 

the depth of the 6.6 krn/sec refractor (Fuis et al., 1982), and vertical 

variations in VP/Vs, Archuleta (1982) determined a hypocenter using the 
short-period vertical seismometer readings of Chavez et al. (1982). The 

hypocenter determined by Archuleta (1982) is 32° 39.50' N 118° 19.80' W, 8.0 

km depth and 23:16:54.4 GMT origin time (Figure 1). Compared to the 

hypocenter of Chavez et al., (1982) this hypocenter is more consistent with 

the S-wave arrival times at nearby strong motion accelerographs. This 
hypocenter is 2.0 km shallower and 2.5 km farther north along the Imperial 

fault than the hypocenter of Chavez et al. (1982). The hypocenter determined 

by Archuleta (1982) will be used for subsequent analysis. This hypocenter 

gives an dip of 82° NE to the Imperial fault. 
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Several other lines of evidence support the likelihood of a dip on the 

Imperial fault. From refraction profiles in the Imperial Valley Fuis et al. 

(1982) estimated a dip of 70° NEon the southeast end and 78° NEon the 

northwest end of the Imperial fault. Earthquakes with ML~ 3.0 generally 
have epicenters that are 2 to 3 kms east of the Imperial fault (Johnson, 

1979). Using 2.5 km as a representative value for the distance east of the 

fault and assuming representative depths of 6 km and 10 km, we find dips of 

67° NE and 76° NE, respectively. An arithmetic average of all of these values 

or almost any combination of them yields an average dip of 75° NE. The 

presence of a dip on the Imperial fault is an important effect in examining 

the near-source dynamic ground motion. 

PARTICLE ACCELERATIONS 

The first 10 seconds, after triggering, of the vertical, 230° and 140° 

components of particle acceleration, are superimposed on a map view of the 
Imperial Valley in Figures 2, 3, and 4, respectively. The 230° component is 

the positive horizontal ground acceleration directed along an azimuth 230° 

clockwise from North; similarly the 140° component is positive ground 

acceleration at a 140° azimuth. With the exception of station EMO which was 

operated by the California Division of Mines and Geology, all of the 

free-field accelerographs shown were maintained by the U.S. Geological Survey 
(Brady et al., 1980). The three-letter station codes are taken from the list 

of strong motion accelerographs (Switzer et al., 1981). The Imperial fault, 

trending northwest, and part of the Brawley fault, trending north, are shown 

for reference. The crosshairs mark the epicenter. Table l gives station 

coordinates, trigger times, azimuth between station and epicenter, and 

epicentral distances. 

The preeminent aspect of Figure 2 is the 1705 cm/sec2 peak ground 

acceleration (pga) at station EOb. The true pga may be even larger than this 

once the instrument response is accounted for (Raugh, 1981). Although the 

large amplitude at E06 aominates, stations E05, E07, E08, and EDA also show 

peak vertical accelerations on the order of 500-600 cm/sec2• At E06, the 

amplitude is amplified by a factor of about 3 (Mueller and Boore, 1981) due to 
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local site conditions; if one corrects for the site amplification, the pga at 

E06 is approximately the same as those at E05, 07, 08, and EDA. These large 

accelerations are anomalous in that they appear on vertical rather than 

horizontal components; they are found on only stations which are at 

approximately the same epicentral range and close to the fault; they are near 

a node for P-wave radiation from a vertical fault, and precede the arrival of 

the direct S-waves from the hypocenter. Later we examine possible causes for 
these vertical accelerations. 

The horizontal components of acceleration are characterized by their long 
periods that signal the arrival of the first S-waves from the hypocenter, such 
as at stations E07 and EMO in Figures 3 and 4. The maximum horizontal 

acceleration, 794 cm/sec2, occurs on t he 230° component at Bonds Corner 
(BCR) almost 7 seconds after trigger i ng. 

PARTICLE VELOCITIES 

The particle velocity time histories obtained by integrating (Brady et 

al., 1980) the vertical, 230° ana 140° components of acceleration are shown in 

Figures 5, 6, and 7, respectively. The map view of the Imperial Valley in 

Figures 5, 6, and 7 is identical to that shown in Figures 2, 3, and 4. 

However, in Figures 5, 6, and 7 the first 30 seconds, after triggering, of the 

velocity time histories are shown as compared to the first 10 seconds of the 

acceleration time histories. Although there is some evidence of the large 

vertical accelerations, the strik i ng aspect of the vertical particle velocity 

(Figure 5) is the presence of surface waves with periods around 4 seconds. 

The maximum values of the vertica l particle velocities are significantly 
smaller than the maximum horizontal par ticle velocities. 

In terms of amplitude alone, the 230° component of particle velocity 

(Figure 6) dominates with values of 115 em/sec at EMO and 108 em/sec at E06 

and E07. Although these values are among the highest particle velocities ever 

recorded, the feature that stands out in Figure 6 is the remarkable similarity 
and simplicity of the waveforms. If the faulting were pure strike-slip on a 

vertical plane in a laterally homogeneous medium, the 230° component would be 
perfectly symmetrical about the fault plane. It is obvious from Figure 6 that 
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the east side of the fault has larger amplitudes when comparing E05 with E08 

and E04 with EDA. For perpendicular distances greater than about 12 km, 

between a station and the fault, the amplitudes are roughly equal on both 

sides of the fault. Although there are lateral variations in the velocity 

structure, a more probable cause for the lack of symmetry is a northeastward 
dip on the Imperial fault. 

Two other aspects of the particle velocities in Figure 6 are due to the 

nature of a propagating rupture. First, the amplitudes are larger and more 

pulse-like at the northern stations than the stations near the epicenter. 

Second, stations such as HVP, E02, E03, and Ell have similar shapes to one 

another but different from the pulse shape at E06, for example. The 

observation that the amplitudes are larger and more pulse-like in the 

direction of propagation is the effect of focussing from a propagating 

rupture. Near-source studies of a propagating stress drop in a halfspace 

(Archuleta and Frazier, 1978) and in a vertically varying medium (Archuleta 

and Day, 1980) show that the near-source particle velocities are amplified in 

the direction of rupture propagation. This amplification is due not only to 

directivity (Ben-Menahem, 1962) but also to a feedback mechanism when the 

rupture velocity is less than the local shear wave velocity (Archuleta and 

Frazier, 1978). However, if we assume that there is a uniform stress drop 

moving at a constant rupture velocity, focussing cannot explain the amplitude 

difference on the 230° component of Meloland compared to E06 or E07. Meloland 

(EMO) is closer to the epicenter than E07. If focussing due to a uniform 

stress drop moving at a constant velocity were the only cause of larger 

amplitudes, EMO should have a smaller amplitude than E07 (Archuleta ana 

Frazier, 1978; Archuleta and Day, 1980), but the converse is true. This 

suggests that either the stress drop or the rupture velocity is not uniform 
over the fault. 

The shape of the pulses at stations such as HVP and EUj is due in part to 

the changing radiation pattern as the rupture propagates from south to north 

(Archuleta and Hartzell, 1981). If one imagines the rupture as a single 

double-couple moving at a constant velocity, then the radiation pattern will 

also be equivalent to the radiation pattern of a double-couple moving with a 

constant velocity. In the forward and backward directions, the radiation 
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pattern coefficient remains constant with time. However, for points that lie 

well off the fault plane, the radiation pattern is continuously changing. In 

fact, as the rupture propagates, the radiation pattern coefficient of any 

component of motion for stations such as HVP can theoretically pass through 

zero (Archuleta and Hartzell, 1981), although other factors such as the depth 

of faulting and lateral variations do not allow for actual zeroes. Basically 

the particle motions at stations such as EMO and E07 are caused by to the 

force couple perpendicular to the fault whereas particle motion at stations 

like HVP and Ell are due to the force couple parallel the fault. 
The horizontal particle velocity oriented parallel to the strike of the 

fault is shown in Figure 7. Note that it has considerably smaller peak 

amplitudes than the corresponding perpenaicular component. The parallel 
component of motion would be expected to show antisymmetry with respect to a 

vertical fault in a laterally homogeneous medium. As a consequence, stations 
near the fault would be nodal. Clearly the 140° component of motion at 

stations EMO, E06, and EO? is not nodal just as the vertical motion was not 

nodal. Since a vertically heterogeneous medium cannot, by itself, influence 

the postion of a nodal plane relative to a vertical fault, we presume that the 

motion on the 140° and vertical components is further evidence of some dip on 

the Imperial fault. 

VELOCITY STRUCTURE 

One of the most fortunate aspects in analyzing the Imperial Valley 
earthquake is the availability of detailed P-wave velocities throughout the 

entire region north of the United States-Mexico border. Fortuitously, an 

extensive refraction survey of the Imperial Valley was done in February 1979 

(Fuis et al., 1982). As a result of this refraction survey, the P-wave 

velocity (VP) structure is well determined to depths of 15 km (Fuis et al., 
1982; McMechan and Mooney, 1980). The basic character of the vertical profile 

for the P-wave velocity for the refraction line analyzed by McMechan and 
Mooney {1980), a line east of the Imperial fault, is shown in figure 8. In 

the upper 5.0 to 6.0 km (the 11 Sediments 11 using the terminology of Fuis et al., 

1982) a strong gradient {0.64 km/sec/km) raises the velocity from 1.8 km/sec 
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Figure 8: Vertical profiles of the S-wave (Vs) and P-wave {Vp) velocity 
structure in the Imperial Valley. Shown at the right is the ratio of P-wave 
to S-wave velocity as a function of depth. 
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at the surface to 5.65 km/sec at a depth around 6.0 km. Between 6 km and ll 

km (the 11 basement") the velocity is nearly constant, reaching 5.85 km/sec at 

11 krn. In the 11 Subbasement 11 at ll km there is a jump to 6.6 km/sec from which 

the velocity rapidly changes to 7.2 km/sec at a depth around 12 km. The depth 

of the sediments and the depth to the 6.6 km/sec refractor vary laterally 

throughout the Imperial Valley (Fuis et al., 1982; McMechan and Mooney, 
1980). Other refraction lines analyzed by Fuis et al. (1982), in particular 

the line between shotpoints 6 and l which cuts across the Imperial fault, 

shows that the west side of the Imperial fault is faster than the east side. 

An S-wave velocity (Vs) structure (Figure 8) was derived from the study 
of aftershocks of the Imperial Valley mainshock (Archuleta et al., 1979) and 

drill logs in the Imperial Valley (Shannon et al., 1976). The V /V ratio . p s 
monotonically decreases from 9.0 at the surface to 2.13 at 0.35 km. From 0.35 

km to 5 kms, the ratio decreases from 2.13 to 1.78. From 5 km toll km, the 

ratio is held constant at 1.78, a value appropriate for oceanic crustal 

material. Below ll km the poisson solid value of 1.73 is used. 

To illustrate some of the principal phases that are discussed later we 

show in Figures 9A and 9B travel time curves for point sources located at 4.0 
and 8.0 km, respectively. The labelled branches of the travel time curves in 

Figures 9A and 9B are shown schematically in the insets to Figures 9A and 98. 

We follow a nomenclature system similar to that used for teleseismic phases 

with p and s denoting P- and S-waves which are travelling upward from the 
source, and P and S denoting waves travelling downward from the source. Of 

particular note are the families of free-surface reflected phases. Because of 

the strong velocity gradient in the top 5 km of the Imperial Valley (McMechan 

and Mooney, 1980; Fuis et al., 1982), these phases can be observed at much 
smaller epicentral distances than usual. The phases PP and PPP were quite 

large in the refraction profiles of McMechan and Mooney (1980) and Fuis et 

al. (1982). For buried sources these phases have large amplitudes at the 
cusps of their travel-time curves, i.e., at the epicentral distances where pP 

and PP, or sS and SS, merge. Because the time separation between the pP and 

PP arrivals is so small, we will use the term 11 PP" to refer to the combined 

arrival. 
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Figure 9A: Travel time curves for the Imperial Valley assuming a flat-layered 
velocity structure based on Figure 8. The source is at 4.0 km depth. Phases 
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discontinuity and S to P conversions. The inset is a schematic representation 
of the geometrical ray paths. 
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RUPTURE VELOCITY 

As discussed in a later section, the measurements of the static 

horizontal and vertical slip strongly suuport the idea that the rupture passed 

between stations E06 and E07. Assuming that the dynamic rupture did indeed 

pass between E06 and EO?, we might expect to see some irrefutable evidence 

that indicated the time of the passing of the rupture. In particular we might 

have expected that the motion parallel to the strike of the fault (the 140° 

component) would become strongly antisymmetric between E06 and EO? at the time 

of the passing of the rupture (Archulet a and Frazier, 1978). As discussed 

below such is not the case. Apparently the complexities due to the velocity 

structure, depth of faulting, and the dip of the fault have obscured any 

direct measurement of the time of the passing of the rupture. Thus we have to 
deduce the probable rupture velocity from physical arguments. Before we do 

this, let us explain what the phrase, "passing of the rupture front, .. means in 
a vertically varying medium. 

Of course, we can only observe waves emitted by the rupture front, not 

the rupture front itself. In the case of the 140° component for stations E06 

and EO? close to the fault, but on opposite sides, we would like to determine 

the point at which there is clear antisymmetry in the particle acceleration or 

the slope of the particle velocity between the two stations due to their being 

at maxima in opposing polarity lobes of the rupture's SH radiation pattern. 

In the case of the 230° component, which is nearly symmetric for stations E06 

and EO?, we first wish to determine the time when the waves we observe change 

from originating from the leading lobe of the moving double-couple's radiation 

pattern to originating from the following lobe. Since the shear-wave velocity 

in the basement (between depths of 5 and 10 km) of the Imperial Valley is so 

much greater than that at the surface (Figure 8), it is likely that the 

rupture at depth will pass by station E06 and EO? much earlier than the 

surficial rupture. If most of the seismic energy is liberated in the 

basement, then the polarity changes we observe will most likely be related to 
the passage of the rupture at depth. 
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The most direct measurement of the arrival of the rupture front might 

have come from examination of the 140° component of particle velocity or 

acceleration at stations E06 and E07. Once the rupture had started to pass 

between the two stations, which are on opposite sides of the fault, the 

particle motion would clearly be 180° out of phase. Unfortunately station E07 

does not have absolute time, so it is not clear where we should look for this 

180° phase difference in the particle motion. We have attempted to assign 

relative timing to E07 by cross-correlating its 230° particle velocity with 

the 230° particle velocity at station E06. We can use the 230° component 

because this motion is continuous across the fault, and both E06 and E07 are 

in almost the same place relative to the radiation coefficient for this 

component of motion. Even if absolute time were available on E07, this would 
be the appropriate procedure to follow since it removes the effects of 

near-surface delays. Based on cross-correlation we determinea that the time 

series from station E07 should be shifted 0.3 seconds earlier to align with 

E06. However there is evidence from an aftershock study (Boore and Fletcher, 

1982) that S-waves arrive about 0.5 sec later at E06 than at E07 for 

earthquakes south of those two stations. If we were to combine these two 
results to assign absolute time to E07, we would infer that E07 triggered 0.8 

seconds before E06. 

In Figure 10 we show the first 20 seconds pf the three components of 

particle velocity for stations E06 and E07 with the time series for E07 
shifted by 0.3 seconds relative to E06 based on the cross-correlation only. 

In Figure 10 the positive motion for the particle velocity is in the up, 230° 

and 140° directions, e.g., a -80.0 em/sec on the 230° component would be 

directed along the 50° azimuth. A primary consideration in examining the 140° 

components is that the acceleration should be in the 320° direction at E07 and 

in the 140° direction at E06 for a right-lateral vertical fault rupture that 

passes between them. After the arrival of the first S-waves from the 
hypocenter, there are two places where the 140° component of velocity on E06 
and E07 have opposite slopes. These two places are indicated by the vertical 

dashed lines in Figure 10. The earlier time is 5.8 seconds after trigger time 

on station E06 and the later time is 6.3 seconds after trigger time. If we 

add the 6.3 seconds to the E06 trigger time, we find that the S-waves from the 

rupture arrived 13.3 seconds after origin; the earlier time gives 12.8 seconds 

after origin. 
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Figure 10: A comparison of the first 16 seconds the three components of 
particle velocity at stations E06 and E07. Station E07 has been shifted 0.3 
seconds relative to E06 based on a cross correlation of E06 and E07. Two 
choices for the time of the rupture front passing at depth between the two 
stations are shown as the vertical dashed lines. 
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The second method of inferring the time of arrival of S-waves from the 

rupture front ~s by studying the polarization of the particle velocity for 

stations near the fault. The initial direction of polarization due to the 

near-field terms should be opposite to that of the S-wave field; hence the 

initial particle velocity will be in the S0° direction. When the S-waves from 

the hypocenter arrives the particle velocity will move in the 230° direction. 

Once the rupture passes the observation point, the particle velocity will 

start to move in the 50° direction because the sign of the lobe of the S-wave 

radiation changes sign. To illustrate these main points we show in Figure 11 
a polarization diagram for the motion at station E06. 

The 140° component of particle velocity is shown along the abscissa; the 

230° component is shown along the ordinate. On the 4S 0 line the polarization 

is plotted as a function of time. The time axis on the 45° line is stretched 

by the factor~2 relative to the orthogonal axes. For each tenth of a second 
we have computed the magnitude of the polarization p =~u(l40) 2 + u(230) 2 

and the angle of polarization 8= arctan (u(230)/u(140)). The length of each 
ray on the 4S 0 axis is P; the angle is 8. We have drawn a circle of radius 

100 em/sec and labeled the primary angles for interpretation of the magnitude 

and direction of the polarization. 

Initially the particle motion is almost entirely polarized in the sao 
azimuth, consistent with the near-field term for this station and a 

right-lateral strike-slip fault. With the arrival of the S-waves, the 
polarization reverses direction to the 230° azimuth. About 6.0 seconds after 

trigger the polarization starts to rotate toward the 320° direction; at 6.3 

seconds it is parallel the 320° direction, and shortly thereafter reverses to 

the sao azimuth. A similar polarization diagram can be constructed for 

station E07 although the reversal from 230° to b0° occurs about three tenths 

of a second later than it does at station E06. The polarization results 

corroborate the earlier result that the change observed on the 140° components 

is due to S-waves from the rupture front passing these two stations. However 

the polarization diagram does not necessarily indicate which of the two points 
in time is preferable. 
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Figure ll: A polarization plot constructed from the two horizontal components 
of particle veloctiy at station E06. The ordinate is the 230° component; the 
abcissa is the 140° component. Along the 45° line the polarization magnitude 
and direction are plotted as a function of time. See text for the definition 
of polarization magnitude and angle. A circle with amplitude 100 em/sec and 
the four principal angles is shown near the end of the 45° ray in order to 
interpret the direction and scale of the polarization. 
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Because of the tradeoff between the source time function and the rupture 

velocity (Anderson and Richards, 1975), one might suspect that a very short 
source time function is responsible for the reversal in the polarization 

diagram, i.e., the change in the particle velocity from the 230° direction to 

the 50° direction. However, we have calculated synthetic seismograms that 

indicate that varying rise times do not significantly affect our rupture 

velocity determination. To illustrate this point we show in Figure 12 _ 

synthetic particle velocities for the 230° component computed from a fault 35 

kms long and 10 kms deep dipping at 75° in a laterally homogeneous medium with 

a vertical velocity profile given by Figure 8, except that we used a surficial 

shear velocity of 0.8 km/sec to reduce computational costs. The synthetic 

seismograms were calculated using the method of Spudich (1981) and the 
discrete-wavenumber finite-element method of Olson (1982). The receiver is in 

the same location relative to the fault and hypocenter as E06 is to the 
Imperial fault. Since we are only interested, at this time, in demonstrating 

how the particle velocity is affected by either the rupture velocity or the 

duration of the slip function, we assume that the slip velocity is a boxcar 

with an amplitude variation that remains the same for each computation. The 

duration of the boxcar is constant for each computation as indicated on Figure 

12. Since the duration was allowed to vary for the different computations but 

the amplitude stayed constant, the seismic moment will also vary. It is this 

variation that leads to the different amplitudes which are irrelevant in this 

discussion. In four of the synthetics the duration is fixed at the same 

value, but the rupture velocity is a different constant fraction of the local 

shear wave velocity. In three of the synthetics, the rupture velocity is a 

constant fraction of the local shear wave velocity but the duration of the 

slip velocity is different. The time at which S-waves from the rupture at 

depth reach the station is indicated by a solid circle on each synthetic. It 
is clear in these examples that the time at which the rupture passes the 

station at depth is at or after the peak in the particle velocity on the 230° 

component. 
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The time of 13.3 seconds leads to an estimate of rupture velocity at 

depth of about 2.5 km/sec, which is about 0.78 times the local shear wave 

velocity on the east side of the fault (Figure 8). We deduced the value of 

0.78 by considering the S-wave velocity structure. Basically the S-wave 

velocity is almost constant for depths between 5 and 10 kilometers. The 

hypocenter lies in this region. Thus a rupture front moving at a constant 

fraction of the shear-wave velocity will look almost like a plane wave 

propagating along the strike. Using an average value of 3.2 km/sec (the 

S-wave velocity) and a distance of 24.9 km between the epicenter and E06, the 
time for a rupture propagating at the S-wave velocity would be 7.8 seconds. 

We must also allow for at least 3.2 seconds for an S-wave generated at 5.0 km 

depth to reach the station using the S-wave profile shown in Figure 8. Adding 

the 3.2 seconds to the 7.8 seconds leaves us 2.3 seconds short of the 13.3 

seconds. This suggests that the rupture is traveling at a velocity less than 

the shear wave speed. Using a value of 2.5 km/sec gives a travel time of 10.0 

seconds for the 24.9 km epicentral distance to station 6. Adding the time of 
3.2 seconds to estimate the S-wave arrival from a depth of 5 km gives a total 

time of 13.2 seconds. The value of 13.2 seconds is quite close to the 13.3 
seconds inferred from the polarity of station 6 relative to station 7. The 

same reasoning yields a velocity of 2.6 km/sec if we use 12.8 seconds after 

origin. 
If the rupture velocity is a known fixed fraction of the shear velocity 

at all points along the rupture, then it is easy to estimate the rupture 

evolution since the paths of 11 rupture rays, .. i.e., points on the rupture front 

moving normally to it, are governed by Snell's law and follow exactly the same 

paths S-waves would follow. Using our estimate of 0.78 Vs and a 
two-dimensional ray tracing program (Cerveny, 1977), we show the evolution of 

faulting north of the hypocenter (Figure 13). A cross-section of the Imperial 

Valley in the plane of the fault is shown at the bottom. On ~he fault the 
position of the rupture front is indicated at 2, 4, 6--14 seconds after origin 

time. The dashed lines are arbitrary; the exact depth of faulting is unknown 
and the rupture did not break the surface for 7.5 km north of the hypocenter. 

The time at which the rupture breaks the surface is plotted against distance 

along the fault. This time is slightly earlier than the true value because we 
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could not incorporate the large gradient in the upper 0.35 km into our ray 

tracing program. We simply extrapolated the S-wave velocity profile below 

0.35 km to the surface. So we are overestimating the surfcial S-wave velocity 

thereby giving a faster velocity to our rupture front in the upper 0.35 km •• 

LARGE AMPLITUDE VERTICAL ACCELERATIONS 

One of the most interesting features of the near-source ground motion is 

the presence of the large amplitude vertical accelerations (LAVA's) at some, 

but not all, of the recording sites. As discussed earlier, the maximum 

acceleration of 1705 cm/sec2 at station E06 is due, in part, to a local 

amplification of a factor of three (Mueller and Boore, 1981). Nevertheless 
stations E05, E06, E07, E08, and EDA (Figure 2) and five digital strong motion 

stations, the differential array (Bycroft, 1980), within 225m of EDA, all 

show peak vertical acceleration larger than or comparable to either component 

of horizontal acceleration. The same type of phase, reduced in amplitude, is 

observed at E04 and HVP. LAVA's have four important characteristics: (l) they 

were recorded on stations all at about the same epicentral distance; (2) at 

each of these stations the LAVA arrived before the S-wave from the hypocenter; 

(3) LAVA's are all clearly observed within ll km either side of the fault 

trace; and (4) relative to the fault strike, they are near the P-wave node in 

the radiation pattern. 

What caused this phase? Is it primarily due to the earthquake rupture or 

is it due to a propagation effect? Since this phase arrives before the S-wave 

from the hypocenter, it must travel part of its path as a P-wave, presuming 

sub-shear rupture velocity. This conclusion is supported by the fact that the 

amplitude is much larger on the vertical component than on either horizontal. 

If we use the result of the preceding section, i.e., the average rupture 
velocity is less than the local shear wave velocity, then travel-time 

considerations eliminate the possibility that this phase is a P-wave which was 

converted from aS-wave at the free surface. Such a phase will always arrive 

after the LAVA's for the following reason. Since in Figure 9B it can be seen 
that sP always arrives earlier than SP at equal epicentral range, we need 

consider only sP. Assume momentarily that the rupture velocity equals the 
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local shear veloci y. Then rupture ray paths and travel times are identical 

to S ray paths and travel times. By Fermat's principle, the path of sP from 

the hypocenter to he observer is a minimum time path, and consequently its 

arrival time is al o the earliest possible for an sP generated anywhere on the 

fault. Since the tations observing the LAVA are at about 25 km epicentral 

range, Figure 9B s ows that the earliest possible sP arrival time is 10.4 sec 

after origin, whic is about 1 sec after the LAVA's are actually observed. 

This time discrepa cy becomes even greater if the rupture travels at less than 

the local shear ve ocity. 

While we can ule outS toP conversion at the free surface by timing 

arguments, we cann t exclude the possibility of an S toP conversion at an 

internal boundary sing timing. However, fair ly substantial velocity 

discontinuities ar necessary to generate such converted phases and no such 

discontinuity has et been detected in the central Imperial Valley (Fuis et 

al., 1982). any StoP conversion is unlikely, we are limited to phases 

that travel their hole path as compressional waves, direct P or PP. Any 

other P phase will have travel times that are too late to match the observed 

times of arrival. 

Since 's are probably P or PP, it is curious that they are so 

large near the fau t trace which is a node for P-wave radiation from a 

vertical strike-sl p or dip-slip fault in a laterally homogeneous medium. Two 

effects occur in e Imperial Valley which may partially diminish the nodal 

character of the ult trace. First, the refraction work of Fuis et al. 

(1982), particular y the 6NW-lSE profile, shows a change in the velocity 

structure across t e Imperial fault with the west side of the fault having P 

velocities at most 0.5 km/sec faster than the east side. While this leads to 

the possibility of lateral refraction of P waves back onto the fault trace, it 

would be surprisin ~ if this rather small lateral change were sufficient to 

generate the LAVA' near the fault trace. A second factor that would diminish 

the nodality of th fault trace is the likelihood that the Imperial fault dips 

about 75° NE. A d p would diminish the nodal character of the fault trace 
since a P-wave ini ially emitted travelling parallel to the fault surface, 

i.e., a nodal P-wa e, would be refracted upward and out of the fault plane, 

emerging at the ea th's surface shifted off the surface fault trace. The 
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amount of shift would vary depending on the source depth and epicentral range 

of the P-wave. For example, if we use the P-wave velocity profile for the 

Imperial Valley for a strike-slip point source buried 4 km deep on a fault 

that dips 77°, the nodal P observed at 18 km epicentral range will be shifted 

4 km off the fault trace onto the hanging side of the fault; for the same 

source nodal PP will emerge about 0.25 km of the trace in the same direction. 

While these two factors may operate to smear out the P-wave node near the 
fault trace, unfortunately a glance at Figure 2 shows the LAVA's to be 

distinctly antinodal in character near the fault trace. Hence we must 

conclude that theoretical radiation patterns are not very useful in explaining 

propagation of 10-20 Hz seismic waves in this region. 

Ironically, while we find that the LAVA's are dominant near the fault 

trace where we expect a nodal character, we find that they become very small 

off the fault where we would expect amplitude maxima. In particular we note 
in Figure 2 that they are large at EDA and nonexistent at ElO, only 3 km 

farther west, and at all other stations west of ElO. Similarly, on the east 
side of the fault the LAVA's are diminishing at E04 and nonexistent for 

stations to the east of E04. This observation places a strong constraint on 

their source and propagation paths. Having already deduced that the LAVA's 

are either a direct P or PP type phase, let us consider the consequences of 

these two possibilities. 

First let us assume that the LAVA's are direct P-waves. Except for the 

influence of theoretical radiation pattern nodes, there is no factor which 
would prevent P-waves emitted from any point on the Imperial fault from being 

observed throughout the Imperial Valley. This is particularly true if they 

are emitted from a point in the basement (This last qualification is made 

because a P-wave generated and bottoming in the sediments will be considerably 

stronger than one generated in the sediments and bottoming in the basement.). 
Although we have discounted the usefulness of radiation pattern nodes for 

explaining the existence of LAVA's near the fault, we must invoke radiation 

pattern nodes to explain the nonexistence of LAVA's at ElO and west and east 

of E04. The high frequency content and the duration of one to one and a half 

seconds imply that the LAVA's were generated on a small part of the fault. 
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The simplest possi ility is that they were generated when a small region of 

the fault broke wi h a large stress drop and sub-shear rupture velocity. In 
this case e radiation pattern would be nearly the usual four-lobed 
double couple radi tion pattern with a very slight modification for P-wave 
directivity. 

that a small 

east of E04, at El 

ding on the precise nature of this source it is unlikely 

region can have radiation pattern nodes at all stations 

and all stations to the west and at BCR and CXO, though we 

have not done a fe sibility study of such a source. Another consequence of 

this source is tha at regional distances P-waves from the hypocenter would 
travel nearly iden ical paths to regional observers as P-waves from the high 

stress drop region. Hence we would expect that a large stress change 

occurring after rupture began would cause a sudden amplitude change in the 

P-wave train of seismograms recorded at regional distances. With this in mind 

we examined the ords of 14 U.S. Geological Survey low-gain, three-component 

seismometers in tral and northern California (epicentral distances on the 
order of 600-1200 ms), but other than changes associated with P-wave crustal 

and Moho phases, w found no amplitude changes larger than a factor of two. 

Hartzell and elmberger (1982) have identified the LAVA's with direct 

P-waves from a region of large (200 bars) stress drop. To satisfy timing 

requirements they lace this region at 8 km depth under station EMO. A 

difficulty with this hypothesis, which they recognize, is that stations ElO 

and E04 lie almost exactly on a P-wave radiation pattern maxima for a 
strike-slip source beneath EMO. To explain the absence of LAVA's at these and 

more distant local stations under the direct P hypothesis, it becomes 

necessary to invok a source having appropriately placed radiation pattern 

nodes. 

The theoretic 1 P-wave radiation pattern can be altered from the usual 

double-couple radi tion pattern by a sudden change in the rupture velocity, or 

by a rupture propa ating near the P-wave velocity. The least likely of these 

two possibilities ·s that the LAVA's are produced by a rupture deceleration 

from near the shea velocity to zero, or acceleration from zero to near shear 
velocity. Both Ma ariaga (1977) and Boatwright (1982) have shown that in 

these situations P wave radiation is slightly enhanced in the backward 

direction, which c mpletely contradicts the observations (We are presuming 
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here that if the LAVA's are direct P waves, their source is southeast of E06 

and E07, consistent with the timing arguments of Hartzell and Helmberger, 
1982.). The second possibility is that at some point south of E06 the rupture 

accelerated from sub-shear to nearly P-wave velocity. Very little theoretical 

work has been done on acceleration pulses radiated in this situation, but it 

is likely that P waves would be focussed in the forward direction. 

Theoretically, once accelerated to near P velocities, the normal directivity 

(Ben-Menahem, 1962) for P-waves would continue to focu~ energy in the forward 
direction. 

It is difficult to say whether the available data supports the 

possibility of super-shear rupture velocity occuring for more than a second or 

so. By inverting observed accelerations in the period range of 3-10 seconds, 

Olson and Apsel (this volume) have obtained results which could be interpreted 

as supporting a 4.5 km/sec rupture velocity over a 20 km long portion of the 

Imperial fault beneath 5 km depth. They caution that this velocity is a 

horizontal phase velocity and the true velocity may be lower depending on the 

vertical component of the rupture velocity. Hartzell and Helmberger (1982) 

have used a 2.5-2.7 km/sec rupture velocity to model the observed 
displacements, although they speculated that the LAVA's resulted from the 

super-shear rupture of their region of large slip beneath EMO. Niazi (this 
volume) has obtained 2.7 km/sec rupture velocity estimate by examining P-wave 

particle motions; preliminary results of Spudich and Cranswick (1982) also 

indicate a 2.5 km/sec rupture velocity up to and possibly during the time of 

generation of the LAVA's. While not supporting a super-shear rupture 

velocity, their preliminary work does offer some support for the proposal that 
the LAVA's are direct P-waves. By cross-correlating the vertical components 

at the five stations of the differential array (Bycroft, 1981), Cranswick and 

~pudich (1981) determined a phase velocity of 20-30 km/sec for the peak 
acceleration across the array. By mapping this apparent phase velocity onto 

the fault Cranswick and Spudich (1981) concluded that the large vertical 
accelerations could be a direct P-wave from an area about 17 km north of the 

hypocenter. This region of the fault is about 3 km south of the area that has 

the maximum displacement in the model of Hartzell and Helmberger {1982). 
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Thus, some evidence supports the hypothesis that the LAVA•s are direct P 

waves, although to explain their spatially limited range of observation one 

must invoke a mechanism that uses radiation pattern nodes to account for their 

small amplitude at HVP, and their nonexistence at stations west of EDA, east 

of E04, and at EMO, the station closest to their presumed origin. In view of 

the lack of any observable P-wave node near the fault trace, the fortuitous 
combination of a node and a significant site effect would probably be required 

to explain the abrupt disappearance of the LAVA between EDA and ElO. Any 

mechanism requiring sustained rupture propagation at super-shear velocities is 

not unambigously supported by the strong motion data. 

An alternativ possibility that explains the limited range of occurrence 

of the LAVA without recourse to radiation patterns is that the large 

accelerations result from a phase of the PP type. A built-in feature of such 

phases is that their amplitude-distance curves have sharp maxima, which 

provides a mechani m for focussing energy without invoking source complexity. 

The PP and PPP families were prominent arrivals on the vertical seismograms 

recorded during th refraction survey in the Imperial Valley (McMechan and 

Mooney, 1980; Fuis et al., 1982). In Figure 14 we show a record section of 

self-scaled vertic 1 accelerograms that have absolute time. The time scale 

and range are ive to the origin time and epicenter, respectively. The 

P-wave travel from the hypocenter is shown as the dashed line. The PP 

travel time curve · s the line connecting x•s. The travel time curve of the PP 

phase has taken inf o account the time necessary for the rupture to propagate 

from the hypocente[ into the sediments using the evolution depicted in Figure 
13. The density o the x•s is a good indicator of the amplitude. In the 

lower part of Figu e 14 the paths of the geometrical rays that form the PP 

travel time curve re shown. Note that the source of the PP phase is at a 

depth of 4 km and .5 km north of the hypocenter. A subset of the P waves 

generated by a str ss drop in the sediments reflects off the earth•s surface. 

Because of the lar e gradient, these waves turn in the sediments, forming a 

caustic that manif sts itself as large amplitude compressional motion over a 
very limited horiz ntal range. The strength of the PP phase and the short 

epicentral range a which it is observed directly result from the high 

gradient of the P- ave velocity in the sediments. The large amplitude, 

compared to direct P-waves, is due to structure and not a large stress drop. 
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Although the ravel time is consistent with the data and our faulting 

scenario, and the lux of geometrical rays indicate large amplitudes, we have 

also used the meth d of Kind (1978) to construct synthetic vertical 

accelerograms a point double-couple source with 75° dip located at 4 km 

depth in a velocit structure approximating the Imperial Valley structure 

(Figure 15). In t is velocity structure we allowed the P-wave Q to rise 

linearly from 206 t the surface to 400 at and below 5 km depth. The S-wave Q 
was derived from t e assumption that all attenuation arose from shear, leading 

to a S-wave Q whic rose from 34 at the surface to 170 at and below 5 krn 

depth. The ranges are all at an azimuth 13° counterclockwise off strike. 

Although there are many large amplitude phases present, mostly due to SP 

phases, the phase f interest is clearly seen at the ranges of 16 to 22 km. 

About 2 seconds af er the direct P-wave is a large, simple, clean pulse that 

arrives before the direct S wave. This pulse is PP. Note its sudden growth 

in amplitude at 16 km epicentral range and its limited range of occurrence. 

It is these attrib tes which cause it to be a candidate for the LAVA•s. 

To see how PP fits naturally into the radiation, consider the following. 

The large vertical accelerations show up on only a few stations, but all with 

nearly the same hy ocentral distance. The phase arrives after the first P 

waves but before t e direct hypocentral S wave. Its amplitude is an order of 

magnitude greater han the first P phase, depending on azimuth. Now consider 

our scenario for f ulting. The rupture nucleates at a depth of 8 km, a depth 

below the sediment . Since the rupture breaks the surface about 7.5 km north 

of the epicenter, it obviously propagates into the sediments some time after 

initiation. After the rupture penetrates the sediments about 5.5 km north of 

the hypocenter, PP phases are generated. As the rupture propagates toward the 

surface, PP phases from all depths are possible, but the caustic is more 

diffuse for source at shallower depths. Once the rupture in the sediments is 

closer than about 16 km to any station, the PP phase will cease being observed. 

Although the hypothesis that the PP phase is responsible for the large 

vertical accelerations reconciles most of the observations with theory, there 

are some conflicts for which we can offer only ad hoc explanations. Namely, 

once the rupture c ntinues to propagate northward, stations such as E02 or El2 
might be expected to fall into the critical range. Why then is there no 
obvious PP phase? 
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Figure 15: A record section of synthetic vertical accelerations is made for a 
double-couple source with 75° dip at a 4 km depth. All ranges are at an 
azimuth 13° counterclockwise off strike of the double-couple. The synthetic 
accelerograms are computed for the frequency range 0-12 Hz. The P-wave 
velocity structure meant to approximate the velocity structure of the Imperial 
Valley is shown in the inset. 
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One possibili y arises from the observation that the strength of the PP 

phase depends crit cally on the velocity structure not only at the source but 

also at its turnin points. Since the sediments in the Imperial Valley are 

thinning as onemo es either east or west of the fault (Fuis et al., 1982), it 

is possible that t e P-waves reflected from the surface do not turn in the 

sediments for the tations more than 10 km off the fault. In short, if the 

velocity gradient s about the same everywhere but the sediment thickness 

thins as one moves away from the fault, then the turning points, which are 

necessarily at dep hs greater than or equal to the source, will not lie in the 

high gradient zone and the PP phase will be very weak. 

We have examimed this possibility. Using a velocity structure in which 

the sediments thin from 5 km to 2 km over a distance of 40 km, a thinning 

consistent with th results of Fuis et al. (1982), we have used the ray 

tracing program to look at the dependence of the PP phase on such a velocity 

structure. First e found that in this structure the source, i.e., the 

location where the slip takes place, must be shallower than 4 km to produce a 

PP phase with turn ng points in the sediments. We also found that the 

presence of a dipp ng sedimentary layer reduced the range over which the PP 

phase exists from he 16-20 km range to a 14-16 km range with the most intense 

PP amplitudes at t e closer distance. Using the median range of 15 km, 

stations EOl, E02, El2 and El3 are entirely eliminated from recording PP. 

Stations E03, Ell, BCR and CXO would be candidates only after the rupture was 

farther north than Meloland (EMO). EMO is always at a distance less than the 

range where PP can be observed. The vertical accelerogram at HVP does show an 

abrupt amplitude c1ange that precedes the arrival of the S-wave from the 

hypocenter. HVP i at an epicentral distance where the geometric rays for PP 
will arrive but on y for a short time because as the rupture moves north HVP 

will move out oft e critical range. Because HVP is within the cr i tical range 

for only a short p riod of time, the amplitude change on HVP might be expected 

to be less than th t observed on other stations. The only two stations that 

might be expected o record a strong PP, but do not, are E04 and ElO. The 
vertical accelerog am at E04 does show some high amplitudes preceding the 

arrival time of th S-wave although the amplitudes are not as pronounced as at 

E05. The accelero ram at ElO, though, is totally devoid of any amplitudes 
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comparable to those recorded at EDA. The sediments are thinning as one moves 

in the direction of E04 and ElO but probably not enough to eliminate totally 

the expected PP phase. We are left with speculating that there is some path 

effect, unknown to us, that has eliminated the PP phase. This path effect 

could be subtle and local since the region on the fault that can generate an 

observable PP phase at ElO and E04 is only about 2 km in length. Once the 

rupture has passed through that region, stations ElO and E04 will be too close 

to the fault to record PP. Another factor that may be contributing to the 

non-observance of the PP phase is the amount of slip that is occuring in the 

sediments. If the distribution of surface slip mirrors the amount of slip 

occuring within the sediments, then the sourthern part of the fault will be 

the biggest contributor to the PP phase (Figure 16A). The combination of the 

thinning of the sediments east and west of the Imperial fault and the 

distribution of slip along the strike of the fault provides a reasonable 

explanation for why the PP phase might or might not be recorded. 

STATIC MEASUREMENTS 

Within 24 hours of the mainshock, measurements of right-lateral 

horizontal offsets and vertical offsets on the Imperial fault were started 
(Sharp et al., 1982). A secondary fault, the Brawley fault, showed primarily 

vertical offset of much smaller amplitude than the offsets on the Imperial 

fault (Sharp et al., 1982). The fault traces on which measurable offsets were 

recorded are shown in Figure l. The Imperial fault continues along the strike 

shown (Figure l) into Mexico. The epicenter is about 2.0 km south of the 

United States-Mexico international border (Archuleta, 1982), but the 

southernmost observed surface offsets (Figure l6A,b) were recorded about 5.0 

km north of the international border. From the location of the epicenter and 

the places where surface slip was measured it is likely that the rupture 
propagated primarily northward from the epicenter, although Apsel et al. 

(1981), Olson and Brune (1981), and Olson and Apsel (this volume) give 

evidence for some southward propagation of the rupture at depth. Shown in 
Figure l6A the right-lateral offset on the Imperial fault about 160 days after 
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the earthquake. Their was an almost logarithmic increase in the total offset 

following the coseismic offset (Sharp et al.,l982) similar to measurements 

after the 1966 Parkfield earthquake (Smith and Wyss, 1968). This post-seismic 

slip after the mainshock could be due to the release of near-surface strain 

concentrated by larger slip at greater depth (Archuleta and Day, 1980). 

Vertical offsets were found along the entire surface break with the 
largest offsets near the northern terminus of the Imperial fault (Sharp et 

al., 1982) (Figure 168). The existence of vertical offsets at the northern 
end of the Imperial fault from past earthquakes is obvious from a prominent 

scarp with the west side up by about 8 m relative to the east side (Sharp and 

Lienkaemper, 1982). Even though the Imperial fault is almost exclusively 

strike-slip, the vertical offsets are expected when one considers that the 

fault plane terminates at the northern end and it intersects the free surface 

(Chinnery, 1961). 

The strong motion accelerograph array crosses the Imperial fault about 25 

km north of the epicenter. This would place stations E06 and E07 about 18 km 
north of the international border (Figures 16A,BA). At the point on the 

Imperial fault closest to E06 and £07, the horizontal slip was 21 em from 

measurements made about 3 days after the mainshock; at the same time the 

maximum horizontal slip was about 62 em at b km north of the international 

border (Sharp et al., 1982). Although the amplitude of the horizontal slip 

increased with time, the distribution of slip measured within several days 

after the earthquake is very similar to the slip distribution shown in Figure 

16A. An important feature of this slip distribution is that the continuous 

break extends at least 9 kms north of the stations E06 and E07. In addition 

to the horizontal offsets, the vertical offsets measured about 10 days after 

the mainshock show a distribution along strike almost identical to that shown 

in Figure 168. The maximum vertical offset was 36 em about 4 km north of E06 

and E07. Based on the observed distribution of vertical offsets we would 

infer that the end of the faulting was also 4 km north of the strong motion 

stations (Chinnery, 1961). Regardless of the exact end of the faulting we 
think that the distibution of static measurements definitely support the idea 

that the rupture passed by E06 and E07. 
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Knowing that he Imperial Valley is not a uniform halfspace there is an 

open-ended questio as to how much information about the seismic moment, 
static stress drop and strain drop can be deduced from the static offsets. As 

we progress in our discussion of these source parameters it will become clear 

that the uncertain y in the estimates of these parameters depends upon one•s 

knowledge of the s ip distribution at depth. The determination of a detailed 
slip distribution uch as that given by Hartzell and Helmberger (1982) is 

beyond the this paper. Although we may not have precise estimates of 

the source paramet rs, we can determine lower bounds which are useful in 

discussing some of the gross features of the faulting. 

First we cons'der estimating the seismic moment M from the horizontal 
0 

slip. The seismic moment can be written as (Aki, 1966) 

( l ) 

where ~is the she r modulus, s is the slip, dA is the incremental area and A 

is the total area f the fault. In order to approximate this integral a 

number of approximf tions must be made. Our first assumption is that the depth 

of faulting extend . only to 10 kms. Historically seismicity on the Imperial 

fault has been lac ted to depths of 9 to 11 kms (Fuis et al., 1978). Two 

aftershocks within minutes of the mainshock were located on the Imperial fault 

south of stations 06 and E07.; the ML 3.8 aftershock has a depth arouna 5 

km and the ML 5.2 as a depth around 10 km (C. Mueller, personal 
communication). F rthermore the mainshock hypocenter is at 8 kms (Archuleta, 

1982). Although w have no direct evidence that places a limit on the depth 
of faulting, we th nk 10 kms is a reasonable value. As alluded to above the 

length of faulting is also ill-determined. Based on the distance from the 

epicenter to the int of last measurable horizontal slip we find a length of 
37.5 kms. If we s lect the point on the Imperial fault where both the 

horizontal slip an vertical slip are zero, we find a length of 34 kms. If we 

use the distributi n of vertical offsets following models by Chinnery (1961), 

we would infer a 1 ngth of 29 kms. All of these estimates ignore any faulting 
at depth south of he epicenter. However since the surface slip is entirely 
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north of the border, we will assume that the length of faulting at depth is 34 

kms. For the shallow part of the fault we will assume a length of 27 kms 

based on the length of the continous break. Looking at the velocity profile 

(Figure 8) we divided the fault into two parts: ( 1) The first part extends 

from the surface to 5 kms depth. It has a length of 27 kms. Using the S-wave 

velocity profile we determined an average v; of 3.3 km2/sec2 which we 
multiplied by an assumed constant density of 2.7 gm/cm3 to produce an 

average shear modulus of 0.9 X 10 11 dynes/cm2• (2) The second part of the 
fault extends from 5 kms to 10 kms depth with a length of 34 kms. In this 

region the S-wave velocity is almost constant (3.2 km/sec). Assuming a 

density of 2.9 gm/cm3 we found an average shear modulus of 3.0 X 10 11 

dynes/cm2. Since we have no direct means of inferring what the distribution 
of slip is with depth, we will first assume that the average surface slip of 

40.5 em (Sharp et al., 1982) is constant over the entire fault. The combined 

effect of all of these assumptions is to produce a lower bound for the seismic 

moment. Using these assumptions we approximate Equation 1 by 

( 2) 

where the subscript 1 applies to the shallow part of the fault and subscript 2 

applies to the deep part of the fault with L the length and W the width. 

Using the values given above for each of the variables in Equation (2) we find 

M = (0.5 + 2.0) X 1025 dyne-em 
0 

M = 2.5 X 1025 dyne-em 
0 

( 3) 

(4) 

Even though this may be a crude estimate of the true seismic moment, this 

analysis indicates that the deeper part of the fault may have a significanly 

greater contribution to the near-source ground motion than the shallow part of 

the fault due to its larger area and shear modulus. 
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Comparing our lower bound estimate of seismic moment with that determined 

by other investiga ors we find that it is 2.4 times smaller than the estimate 

made by Kanamori ad Regan (1982) using surface waves and 3.6 times smaller 

than the estimate ade by Wyatt (1980) using strain steps at Pinon Observatory 

about 130 kms from the Imperial fault. Although our estimates of the length 

and depth of fault ng may be imprecise, it is unlikely that we could 

realistically chan e these variables to account for a factor of 2 or 3. 

Although the shear modulii depend on the S-wave velocity structure, the major 

contribution to th seismic moment comes from the nearly homogeneous layer at 

depth where the as umed S-wave velocity is a rather typical value for crustal 

material. Some or in the average modulus for the shallow part of the fault 

may exist, however it is unlikely to account for a factor of 2 or 3. The 

most likely source of the discrepany between the estimate of seismic moment 

determined from th static slip and the farfield estimates is the assumption 

that the averages ip of 40.5 em at the surface is valid at all depths. Let 

us consider two hy othetical slip distributions that are consistent with the 
farfield estimates of seismic moment. The first model has an average slip at 

all depths of 100 m; the second model has a constant value of 40.5 em in the 

upper 5 km of the ault and a constant value of 120 em on the lower 5 kms of 

the fault. The fi st model has a seismic moment of 6.2 X 1025 dyne-em; the 

second model has a seismic moment of 6.4 X 1025 dyne-em. Of course, there 

is an infinite num er of slip distributions that are consistent with the 

farfield estimate f seismic moment. The important point is that the average 

surface slip produ es a lower bound that is only 2 to 3 times smaller than the 
estimates of seism c moment made by other means. In addition, it is clear 

that to the degree that the surface slip reflects slip in the shallow part of 

the fault, the dee er part of the fault is likely to play a significant role 

in the near-source dynamic ground motion. 

Although the verage surface slip measurements provide an estimate of the 
seismic moment whi h is an average property of the faulting, there is greater 

uncertainty about he usefulness of a static stress drop inferred from the 

average surface slip. As demonstrated in a theoretical study by Mavko (1982), 

different faults with the same average moment and the same average stress drop 

can have stress va iations that differ by an order of magnituae from one fault 
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to the next. These stress variations arise from the fact that it is the 

d,~rivative of the slip with respect to the depth coordinate that determines 
the local value of stress (Bilby and Eshelby, 1969; Mavko, 1982). Bearing in 

mind that large stress variations may exist and the effect of such variations 

can be important in determining the near-source particle motions (Boatwright, 

this volume; McGarr, this volume; Hartzell and Helmberger, 1982), the average 

static stress drop has its primary utility for comparison purposes with other 

large earthquakes whose stress drops are based on a similar analysis. The 

average static stress drop for a long strike-slip earthquake in a uniform 

halfspace is related to the average slip by (Kanamori and Anderson, 1975) 

a= 2 ~ s/ n W ( 5) 

where a is the average static stress drop, ~ is the shear modulus, sis the 
average slip and W is the width of faulting for the given average slip. 

Rather than use the average surface slip to estimate the static stress drop, 

we will use the average value of 100 em which is consistent with the farfield 

seismic moment of Kanamori and Regan (1982). Since the 100 em applies to the 

entire fault, the appropriate width is 10 kms. To determine an average shear 

modulus we first determined an average V~ by integrating the Vs profile 
squared from 0 to 10 kms and dividing by 10 kms. Multiplying V2 by 2.8 

3 11 s 2 gm/cm we estimate an average shear modulus of 1.9 X lU dynes/em . 

Substituting these values into Equation 5 we find an average static stress 

drop of 12 bars . . This estimate is consistent with the static stress drops of 

5 to 10 bars determined by Hartzell and Helrnberger (1982) and Archuleta and 

Sharp (1980) [A typographical error in the abstract of Archuleta and Sharp 

shows 54 bars when it should have been 5.4 bars.] However we can estimate the 

static stress drop in another way. Suppose we consider the hypothetical 

example in which the upper 5 km has a average displacement of 40.5 em and the 

lower 5 kms has an average displacement of 120 em. If we rewrite Equation 5 

a = 2 ~1 s 1 I n w 1 + ( 6) 

where the subscript l refers to variables in the upper 5 kms of the fault and 
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the subscript 2 re ers to variables in the lower 5 kms of the fault, then we 
find that 

a = 5 bars + 46 bars ( 7) 

a = 51 bars (8) 

This estimate is c nsiderably higher than the previous estimate. Although the 

different shear mo ulus used for each part of the fault has an influence, the 

primary reason this estimate is much higher is due to the assumed width 

over which the sli is constant. Considering that the maximum particle 

velocities were on the order of 100 em/sec and the maximum horizontal 

accelerations were on the order of 0.5 to 0.8 g, this estimate of 50 bars for 

the static stress rop may seem more likely than the estimate of 12 bars if we 

consider Brune•s ( 970) source model as an indicator of the amplitude of the 

near-source ground motion for a given stress drop. A better estimate of the 

average stress dro must be deferred to a later paper in which modelling of 

the near-source pa l ticle velocities can better define the slip distribution 
with depth. I 

Although the · tatic stress drop estimate of 12 bars may be a lower bound 

on the actual aver ge stress drop, this lower bound has important implications 

about the strain r leased during the mainshock. Using Hooke•s law the strain 
drop is 

( 9) 

where E is the train drop, a the average static stress drop and l1 the 

average shear modu us. Using 1.9 X 10 11 dynes/cm2 for the average shear 

modulus and 12 bar j for the average static stress drop, we find a lower bound 

for the strain dro of 32 l.lstrain. If one assumes that the 1940 El Centro 

earthquake (Ms = 7 1) relieved all of the tectonic strain when it ruptured 
this segment of th fault and a uniform shear strain buildup at a rate of 0.2 

l.lStrain (Savage ad Burford, 1970; Savage et al., 1981) for 39 years, the 

accumulated shear train would be only 8 l.lStrain, four times smaller than a 

829 



lower bound estimate for the strain drop of the 1979 mainshock. Considering 

that the average shear strain rate was 0.2 ~strain for the period 1941-1967 

(Savage and Burford, 1970) and 0.25 ~strain for the period 1972-1978.9 

(Savage et al., 1981), the assumption of uniform strain accumulation seems 

reasonable. There is the possibility that something unusual occurred in the 

period 1967-1971. The probable explanation for this discrepancy is that the 

1940 earthquake did not relieve all the tectonic strain on the northern part 

of the Imperial fault. Clear evidence of this possibility is the distributior1 

of slip following the 1940 earthquake (Figure 16 of Hartzell and Helmberger 

(1981)) which shows over 250 em of slip from the international border south 

but only about 80 em of slip on the same part of the Imperial fault that 

ruptured in the 1979 earthquake. Even if the 1979 surface slip were added to 

the 1940 slip, the slip deficit on the northern part of the Imperial fault 

would still be about 2.5 times smaller than the slip that occurred for 20 km 

south of the United States-Mexico border during the 1940 earthquake. It is 

possible that south of the United States-Mexico border the slip that occurred 
during the 1940 event better reflects the slip at depth, whereas based on the 

earlier calculations of the seismic moment the surface slip in 1979 could be a 

factor of two or three smaller than the slip at depth. Another possibility is 

that there is still enough residual strain on the northern part of the 

Imperial fault for another earthquake equal to or larger than the 1979 event 

at any time. 

SUMMARY 

The 197~ Imperial Valley earthquake proaucea near-source data that is 

unsurpassed in quality and quantity. The static offsets are well documented 

(Sharp et al., 1982); the dynamic ground motion was well recorded (Brady et 

al., 1980; Brune et al., 1982). This information together with the results of 

a detailed refraction survey (Fuis et al., 1982; McMechan and Mooney, 1980) 

have formed t~e basis for an interpretation of the gross features of the 
mainshock mechanism. 
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Based on the hypocentral location (Archuleta, 1982) and surface offsets, 

we have presumed n entirely unilateral rupture. Although a unilateral 

rupture is consis ent with the near-source strong motion records in the United 

States that we ha e analyzed, the strong motion records in Mexico (Brune et 

al., 1982) may require some faulting south of the hypocenter (Olson and Apsel, 

this volume; Apsel et al., 1981). By analyzing the particle velocities at 

stations E06 and by taking into account the shear wave velocity 

structure we an average rupture velocity in the range 0.78-0.81 times 
the local shear w ve velocity. Using a rupture velocity of 0.78 times the 

local shear wave velocity we depicted an evo l ution of faulting in Figure 13. 

This faulting scenario is consistent with one of the most interesting features 

of the 1979 Imperial Valley earthquake--the presence of large amplitude 
vertical accelerations. 

Several stations recorded peak vertical accelerations on the order of 

500-600 cm/sec2 with station E06 recording a 1705 cm/sec2 peak. The 

stations at which the large amplitude vertical accelerations were recorded are 

all at about the same hypocentral distance. The arrival time for this 

acceleration comes after direct hypocentral P-waves but before the direct 

hypocentral S-waves. From our examination of the near-source records and 

far-field seismograms, we found little evidence to support the proposal that 
the large amplitude vertical accelerations were caused by a concentrated 

stress drop (Hartz ll and Helmberger, 1982). Instead most of the evidence 

supports the hypothesis that the local P-wave velocity structure is 

responsible for th se accelerations. Once the rupture penetrated the 

sediments, those c mpressional waves that reflected off the free surface were 

turned by the P-wave gradient with the sediments thereby forming a ray 

caustic. This cau tic provides the amplification to produce the large 
vertical accelerations. 

Using the S-w ve velocity profile, the hypocentral location of the 
mainshock, depths rom seismicity, and the distribution of the static slip 
measurements we di ided the fault into two parts: (l) between 0 and 5 km depth 

the length is 27 k with an average shear modulus of 0.9 X 10 11 dynes/cm2, 
(2) between the de th of 5 and 10 km the length is 34 km with an average shear 

modulus of 3.0 X 1 11 dynes/cm2. Using an average static offset of 40.b 

em, we determined lower bound of 2.5 x 10 25 dyne-em for the seismic 
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moment. This estimate is 2.4 times smaller than the estimate based on surface 

waves (Kanamori and Regan, 1982) and 3.6 times smaller than the estimate based 

on observed strain steps (Wyatt, 1980). For the fault we have assumed the 

average slip would have to be about 100 em to be consistent with the farfield 

estimates of seismic moment. Using 100 em for an average slip we determined a 

lower bound on the static stress drop of 12 bars. We considered a second 
possibility in which the upper part of the fault had an average slip of 40.5 

em and the deeper part of the fault had an average slip of 120 em. This model 

is also consistent with the farfield estimate of seismic moment, but the 

static stress drop for this model is 51 bars. Considering peak particle 

velocities of 115 em/sec at EMO and 109 em/sec at E06, the static stress drop 

of 50 bars may be a more reasonable estimate than 12 bars. As shown in Figure 

16 the overall spatial distribution is more trapezoidal than elliptical. This 

distribution plus the fact that EMO has a larger peak particle velocity on the 

230° component than E06 suggests that the stress drop was not uniform. 

A lower bound estimate of the strain released by the 1979 mainshock is 

32 ~strain. This strain drop is four times greater than the amount of 

strain that could have accumulated since the 1940 El Centro earthquake 
assuming a uniform strain accumulation of 0.2 ~strain per year (Savage and 

Burford, 1970; Savage et al., 1981). This estimate of 32 ~strain plus the 

distribution of slip following the 1940 earthquake (Hartzell and Helmberger, 

1982) implies that the El Centro earthquake (MS 7. 1) did not relieve all of 
the tectonic strain on the northern part of the Imperial fault in 1940. The 

strain released by the 1979 earthquake was, in part, due to tectonic strain 

accumulated prior to 1940. The fact that the strain drop was at least four 

times greater than the strain that could have been accumulated, assuming a 

uniform strain rate, implies that while "time predictable" models (Shimazaki 

and Nakata, 1980) may apply to great earthquakes, such models may not apply to 

moderate sized, though damaging earthquakes. 
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Table l 

Selected Strong Motion Stations in the United States and Mexico 

Station Code 

*Aeropuerto APO 
Bonds Corner BCR 

*Islas Agrarias AGR 
*Mexicali MEX 
Calexico CXO 

**Meloland EMO 
Holtville HVP 

*Chihuahua CHI 
*Compuertas COM 
Differential Array EDA 
EC Array 6 E06 
EC Array 4 E04 
EC Array 7 E07 
EC Array 5 E05 
EC Array 8 E08 
EC Array 9 E09 
EC Array 10 ElO 

*Cerro Prieto CPO 
**Imp• l County Center ICC 

EC Array 3 E03 
ECArrayll Ell 
EC Array 2 E02 
EC Array 12 El2 
EC Array l EOl 
EC Array 13 El3 

*Delta DEL 
*Cucapah CUC 

Brawley BRA 
*Victoria VIC 

Trigger+ 
Latitude(N) Longitude(W) Time 
(Deg. Min.) (Deg. Min.) (Min:Sec) 

32 39.00 
32 41.56 
32 37.25 
32 37.20 
32 40.16 
32 46.38 
32 48.71 
32 29.00 
32 34.80 
32 47.83 
32 50.36 
32 51.93 
32 49.77 
32 51.33 
32 48.63 
32 47.75 
32 46.82 
32 25.:>2 
32 47.57 
32 53.63 
32 45.12 
32 54.96 
32 43.07 
32 57.59 
32 42.54 
32 21.37 
32 18.30 
32 59.30 
32 17.40 

115 19.80 
115 20.25 
115 18.07 
115 25.20 
115 29.49 
115 26.88 
115 22.59 
115 14.20 
115 5.40 
115 32.11 
115 2~.20 
115 25.91 
115 30.26 
115 27.93 
115 31.94 
115 32.92 
115 33.98 
llS 18.34 
115 33.dl 
115 22.82 
115 35.68 
115 21.85 
115 38.24 
115 19.17 
115 40.96 
115 11 . 70 
115 19.92 
115 30.54 
115 6.00 

NAT 
16:57. ll 
16:56.88 

NAT 
16:58.87 
16:59.70 

NAT 
16:59.32 

NAT 
NAT 

17:0 l. 40 
17:01.78 

NAT 
17:01.39 
17:00.b2 

NAT 
NAT 

16:58.84 
NAT 
NAT 

17:00.48 
17:01.18 
17:0 l. 48 
17:02.24 
17:02.45 
17:01.39 

NAT 
17:03.54 

NAT 

Epicentral 
Distance 

(Km) 

0.93 
3.88 
4.96 
9.45 

15. 18 
16.86 
17.59 
21.31 
24. ll 
24.63 
24.90 
24.91 
25.06 
25.31 
25.39 
25.54 
25.96 
25.97 
26.49 
26.58 
26.89 
28.79 
29.54 
33.49 
33.51 
35.86 
39.23 
40.29 
46.23 

Azimuth++ 
(degree) 

140.0 
- 29.6 

173.0 
76.8 
45.4 
l. 0 

- 25.6 
164.2 

-151.2 
ll . 3 

- 3.9 
- 17.5 

0.7 
- 9.9 

8.3 
13.3 
18.5 

-145.0 
15.7 

- 29.8 
27.2 

- 33.6 
37. l 

- 41.7 
40.4 

160.7 
139.7 

- 15.40 
167.8 

+ All times are for 23 hour October 15, 1979 GMT. NAT- No Absolute Time. 
++ The angles are degrees measured from the strike of the fault N40°W. Positive 

angles are counterclockwise; negative angles are clockwise. 
* Strong motion stations operated jointly by the Institute de Ingeneria, Universidad 

Nacional Automa de Mexico and the institute of Geophysics and Planetary Physics, 
Scripps Instituion of Oceanography, University of California, San Diego. 

** Strong motion stations operated by the California Division of Mines and Geology. 
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Abstract 

Twelve three-component stronq-motion rlisolacement records are morlelerl for 
the 1979 Imoerial Volley earthquake to recover the r!istrihution of slip on thP 
Imperial fault plane. The final rnoriel, for which ooir1t source responses ore 
calculotecf by a discrete \-Javenumber/finite eler.1ent techniq11e:uses a structtJrP 
with qrarlients in material properties rather than layers. T~e effects of a 
velocity qradient ore investioaterl hy comparino synthetics with a laver-over-
a-half-space model usina aeneralizerl rays. It is shown that a uniform fault 
ruoture model on A rectanoular fault nlane does not explain the rfAta. The 
preferrerl fa11lt morfel has slio concentrAted helow r; krr1 (in the hasernent. 
material) and hetween the epicenter (r:; k1n south of the international horrler) 
anrl Hiohway RO. Within this reaion there aooears to he two localizerl areas of 
laraer rlislocations; one iust north of the borrler near Ronrls forner anrl A 

second unrler Interstate R at Melolanrf Overpass. ~ maior arrival associaterl 
w i t h l a r q e a nm l i t u rl e v e rt i cal a c c e l e rat. i o n s ( u n to 1 • 7 o ) i s i dent i f i erl i n the 
El Centro array recorrls. This arrival has an S-P t irne of annroxir11atel v ? .~ 
sec at many of the array statior1s and is modeled as oriainatinq from a 
localized sogrce R krn to the sn11th of the Arrav. The moment is estimated to 
be 5.0 x 10~· dyne-c~ from the strono-motion records, which is consistent with 
t e l e s e i s m i c h n d y- \'I o v P e s t i m a t e s • T h P n ref e r r erf fa 11 1 t m o rf P l i s ~ t r i k e - s 1 i n 
with a 90° dip. The avera~A strike is 141°. However, to ~xolain vertical 
waveforms near the fault trace a corruCJated or wiqoly fault plrtne is 
introducerl. The averaqe rurture velocity is in the ranq~ ?.~ to ?.7kmjsec 
(0.R to n.9 times the has~ment shear wave velocity). The nreferrerl morlel has 
unilateral rupture rropaqation to the north, althouqh the rfata woulr! allow a 
small amount of prooaoation to the south. The estimaterf stre~s r!roo for the 
entire fault plane is only 5 to 10 hars; however, the stress ~rop over thP 
r.1ore localized sources is about ?nn hars. The fault model is consistent \•Jith 
the pattern of seismicity and observations of aseismic creeo in the Imoerial 
Valley anrl suqqest.s that the southern half of the Imperial fault acts as a 
lockerl section which breaks periodically. 
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Introduction 

This paper pr sents results on the modelinq of stronq qround-motion 
displacement recor s for 12 of the near-source stations for the October 15, 
1979 Imperial Vall y earthquake (ML=6.6). The main objective of the work 
reported on here i' to determine tne qeneral distribution of slip which 
occurred on the Im erial fault durinq the October 15 earthquake. Generalized 
ray theory with th Cagniard-de Hoop technique is used to calculate 
displacements for oint shear dislocations for a layer-over-a-half-space 
model. These resu ts are compared with displacements calculated using a 
discrete wavenurnbe /finite element approach for a vertical velocity gradient 
model. With both echniques the point shear dis l ocation responses are summed 
to form a finite f ult. We are primarily concerned with modelinq the near­
source displacemen • However, our analysis also offers some constraints on 
the possible origi of the unusually high-amplitude accelerations recorded 
near the Imperial ault. The measured surface offsets and the distribution of 
aftershocks are al o considered and discussed in terms of the preferred fault 
model. 

The or1q1n t me of the 1979 Imperial Valley earthquake is 23hr16min 54.5 
sec with an epicen er of 32.63°N, 115.33°W, or approximately 5km south of the 
international bord r (Brady et al. 1980). The estimated focal depth is 1? 
krn. However, the bove values are sensitive to the choice of velocity 
structure and the istribution of stations. Archuleta and Spurlich (1981) have 
obtained the follo ing estimates: oriqin time 23hrl6min54.4sec, epicenter 
32.fi6°N 115.33°W, epth 8.0km. The surface-wave moment is estimated to be 6.0 
x 1025 dyne-em fro long-period Love and Rayleiqh waves at Rerkeley and 
Pasadena, and 7.0 1025 dyne-em from an average of seven IDA station Rayleigh 
waves at 200-250 s c (Kanamori and Regan, 1982). The 1979 Imperial Valley 
earthquake is not articularly large compar:d to other recent Southern 25 California events: the 1968 Borreqo Mounta1n earthquake, M0 = 11.? x 10 
dyne-em (Burdick ad Mellman, 1976), and the 1971 San Fernando earthquake, M 
= 8.6 x 1025 dyne- m (Lanqston, 1978). However, it is a very siqnificant 0 

event because of t e rich set of stronq-motion acceleroqrams recorded at close 
distances, and the largest peak accelerations recorded to date of 1.7 q. 

The remainder of this paper is divided into four sections. The first 
section contains a qualitative investigation of the amplitude distribution anrl 
relative patterns f the strong-motion data, as a prelude to quantitative 
calculations. The second section discusses the finite-fault modeling 
technique. The third section presents and discusses several models of 
faulting. Here we make use of the qualitative observations made in the first 
section. In the final section the preferred fault model is discussed in tenns 
of the faulting pat erns and the apparent mode of strain release in the 
Imperial Valley. 

Qualitative Investi . ation of the Stronq-Motion Data 

Before becomi n 
models, we first lo 
manner. When using 
convince oneself in 
constrained, simply 

involved in the specifics of deterministic finite-fault 
kat the strong-motion data set in an overall, qualitative 
involved, finite-fault computer codes, it is possible to 
orrectly that certain fault parameters are well-
because a match is made between synthetic ground motion 
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a nd the o b s e rv a t i o n s • Th i s pi t fa 1 1 ex i s t s be c a u s e of the non- u n i a u en e s s of 
the solution and is also true if one relies on a noorly constrained 
inversion. Therefore, we wish to first qather as much insiaht from the rlata 
as possible before attemptina to model it. 

Fiqure 1 is a map of the southern Imperial Valley showina the surface 
traces of the Imperial and Rrawley faults and the locations of strono-motion 
instruments of interest here. Additional records obtained at stations further 
to the north and south (not in Fiaure 1) are much lower in amoliturle. 
Stations numbered 1 throuqh 13 comprise the El Centro strona-motion array and 
will be referred to as the array stations. Eoicenters for both the 197Q anrl 
1940 Imperial Valley earthquakes nre incticated hy stars. Sirnililrities nnrl 
differences between these two events will he discussed in the final section. 

Durinq the 1979 earthquake, qround hreakaqe oocurred on both the Imperial 
and Brawley faults. Surface faultinq on the Imperial fault is primarily riaht 
lateral with maximum offsets of f)O to ?n em on the section of the fcwlt 
extending 5 to 10 km north of the horrler (Sharp et al ., lQR?). As one moves 
further north, the maqnitude of the surface offsets rlecreases. Near the 
northern end of the Imperial fault at Harris Roarl on the periphery of Mesquite 
Lake, surface faultinq is primarily normal with the east sirle rlown. There are 
no surface offsets in the epicentral reqion or within S km of the 
international harder. Offsets on the Rrawley fault arP mainly nnrmnl with the 
west side down, and secondary in amplitude to those on the T1noerial fault. 

Fiqure 2 cornpilres horizontal velocities frorn the ?~no cor11ronent.s of the 
array stations. Five pairs of recorrls are shown, ench comparinq stations 
laying on opposite sides nf the Imperial fault, anrl at approximatPlv the same 
distance from the fault (Fioure 1). The ?30° comnonent is approximately 
transverse to the Imperial fault. For strike-slip motion on th~ lr'lDPrial 
fault, the ?30° co~ponent is dominated hy SH motion. There is ? hiqh rle0ree 
of correlation betwe~n waveforms in Fioure 2 and thus ~ymmet~v in the SH 
radiation across the If11perial fault. Two inferences can he rnarle from this 
observation. F·i rst, slip on the Rrawley fault cannot bP an important factor 
in the observerl stronQ-arounrl motion. If the contribution frotn the Rrilwley 
fault were siqnificant, the above symmetry would not exist. We rlo not 
consider further here motion on the Brawley fault, other than to spec!Jlate in 
the final section that it miqht be sympathetic or induced slip. Secondly, 
since a maximum in the SH radiation pattern lies alonq the fault strike for a 
strike-slip mechanism, the ?30° component 11 Sees .. the entire fault nlane of the 
I m pe r i a 1 fa u l t • U n 1 i k e the v e rt i cal an rl r a rl i a l components , the 2 3 no c om pone n t 
is not strongly sensitive, except for a distance effect, to any particular 
segment of the fault plane. Then, aiven the simplicity anrl uniformity of the 
SH waveforms, their qeneral shape can he explainerl hy a simple Haskell fault 
model. However, the qood symmetrv in the SH waveform on the ?3no component is 
not carried over to the P-SV waveforms on the 140° anrl vertical components. 
Thus, there are added complexities not explained hy a Haskell model. 

Further insiqht into the faultinq complexities can he ohtainerl hy 
considering the peak amplitudes. Peak SH velocities are plotterl in Fiqure 1 
f o r the a r ray stat i o n s as a fun c t i on of d i stance from the I moe ri a 1 fa u l t • 
There is asymmetry in the SH ampliturle pnttern. Ampliturles on the NF sidP of 
the fault are siqnificantly hiqher than those on the SW sirle. For a strike­
slip fault with a strike equal to the averaae trenrl of the surface tracp of 
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the Imrerial fault (NJ43°F); the pattern in Fiqur~ 3 shoulrl he ~y~metric about 
zero. (t~e asswne here that th~ fault r:!ip is not siqnificantly rlifferent frnfll 
qno. Analysis of teleseismic rPcords inrlic2t~s that a dip less than ?So is 
unlikely (Gorrlon S ewart, personal comfT!unication, lQRl)). It is possihle to 
explain the asymmetric SH pattern hy a different strike on oart or parts of 
the Imperial fault at rlenth. nr course, there are alternative exnlanations. 
Local arnrlificatio due to lateral heterooeneitv may hen factor. However, P­
wave afTiplitudes offer sorTJe supportive evidence for the varyino strike 
hypothesis. P-wav. radiation should be nearly nodal alono the strike of the 
Imperial fault (ar ay stations fi anrl 7) for a prerlominantlv strike-slip 
rnechani sm. Rut, P \'lave afllpl i turles on the vert icnl cnrnponPnt are !11axim11m near 
the strike of the ault (see Fioure 4). A simple fault !]lane '"'ith a constant 
strike anrl a strik -slir fl1Pchanism cannot Pxnlain these rlata. 

An i n rl i cat i on of t he rl e r. t h of fa u l t i n q i s r o s s i h 1 P f r m11 a c '1 r so rv 
investiaation oft e vertical stronfl rnotio'1. In FirJUre l1 vertical velocity 
records are platte as a function of r.istance from the closest section of the 
trace of the Imper· al fault. The first ten seconrls of eacl! recorrl is 
dominated by body ~aves (P and SV). The waveforms spread out in time by only 
a SfT!all amount in ovinq from the trace of the Tmperi al fa11lt out to a 
distance of 9 km. The limiterl disnersion inrlica t es that the ma .ior portion of 
faultinq occurrerl eep, f)erhaps helo\!J ~ kr1. l\lthouqh variahle in thickness, 
the too 5 km of th Imperial Valley appears to be sediments, nossessinq a 
stronq velocity qr dient. The hasement helow S km has a relatively constant 
velocity down to a out 12 km (Fuis et al., 1982). The chanqe in seismic 
velocities at 5 km is undoubtedly correlated with a chanqe in structure and/or 
composition hut rna. also he correlated with a chanqe in the w~y accumulated 
strain is r~leaserl This point will be discussed in a later section in the 
context of the pre err0rl fault ~oriel. 

Fiqure 5 take a closer look at the strono 1notion from one particular 
array station, #7. Station 7 is ahout 1 krn from the trace of the I~perial 
fault and is repre.entative of the other array stations. The first trace in 
Fiqure 5 is the ac eleration, correcterl for the response of the instrument. 
The seconrl trace i the nrounrl motion viewed throuqh an alternate 
instrurnent. The a ternate instrument recorrl is obtained hy first rleconvolvina 
the responsP nf th recnrrlino instrument from the acceleration and then 
convolvinn with th ~ resronse of another sinale-rleoree-of-freerlom, simnle, 
da~perl, harmonic o cillator. The free period of~ sec and faction of critical 
dampinq of n.? of he new instrument are chosen to yielrl records at 
rlisrlacement rerio s. The arlvantaae of this form of processino over the 
standarrl parabolic haseline, Orms~v filterinn, is that noncausal first motions 
are eliminated. F qure 6 compares three forms of processing; standarrl nrmshy, 
alternate instrur1e t, and direct trapezoidal rule inteqration of the 
acceleration. Not the noncausal first motions with t.,e standarrl 
processi nn. It sh ul d also be noted that direct i nteqrat ion works well for 
this record, but i not useful for records with a qreater amount of lonq­
period cfrift. In .11ch cases a haseline correction is necessary. 

Station 7 cle rly triqqered on low amplitude accelerations that have ve~v 
little correspondi q lonoer reriod eneray (Fioure 5). These low ampliturles 
last for about 2 s c, at which point there is a major arrival on the vertical 
component. This a rival is characterized by a pulse-like vertical 
displacement and n ar-field P type lonq-period displacements on the horizontal 
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components. The waveforms in Figure 5 suqqest that this arrival is a P-wave 
from a later and larger break. The location of this break may not be near the 
hypocenter, although at this point in the analysis the location is 
indeterminate. However, it is possible to measure S-P times from the array 
station records as is done in Figure 5 for Station 7. The results are given in 
Table I. The times in Table I are relative to the triqqer time of each 
instrument and have been taken from records processed similarly to those in 
Figure 5. The average S-P time is about 2.3 sec with no systematic increase 
for stations further from the fault. These results suqqest a source 
significantly to the south of the array stations. 

The salient features which have been deduced from a qualitative 
investigation of the strong motion data are summarized below. 

{1) The overall SH waveform pattern at the array stations suggests that 
the rupture occurred to first order as a simple Haskell fault. 

(2) Asymmetry with respect to the Imperial fault of SH amplitudes and 
the large P-wave amplitudes alonq the strike of the Imperial fault imply 
complexities in faulting not explained by a simple planar Haskell model. 

(3) Coherence of vertical velocities and apparent lack of stronq surface 
waves implies that most of the faulting occurred deep (possibly below 5 km). 

(4) The arr~y stations triggered on low amplitude accelerations followed 
about 2 sec later by a much larger amplitude impulsive arrival, possibly 
originating from a region of great slip north of the hypocenter, but south of 
the array stations. 

Description of Finite Fault Modeling T~chnique 

In this section we digress briefly from our analysis of the stronq-motion 
records to explain the modelin~ technique employed in the followinq section. 
The method is the same as that used by Heaton and Helmber9er (1979) in their 
study of the 1971 San Fernando earthquake. A finite fault is modeled by 
summing the contributions of a reqular qridwork of point shear dislocation, 

n n 

!}_( t ) = L L: m j k_y_j k ( t ) * 0 ( t ) . 
j= 1 k= 1 

Here U(t) is the displacement at a station, j is the jth source alonq the 
fault-s~rike, k is the k:h source down the fault dip, m.;k is t~e mo~ent, 
~ik(t) 1s the step funct1on response of the j,kth source, and D(t) lS the 
derivative of the time history of slip on the fault. 

The point shear dislocation responses, Y·k(t), were first computed usinq 
a single layer-over-a-half-space structure, t~e solid curves in Fiqure 7. The 
top layer is intended to represent 5 km of sediments. This structure was 
chosen since the required Green's functions could be computed simoly and 
inexpensively using generalized ray theory (Helmberqer and Harkrider, 1978; · 
Heaton, 1978). However, after computing several finite-fault synthetics, it 
became clear that this simple structure was inadequate to explain the 
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observations. The refraction work reported hv Fuis et al. (1Q8?) shows that 
the unner l=i km of ,he Imperial VallP.y has a nronouncerl vPlocitv orarlient. 
This qradient is prohahlv due to the lithification of se~iments anrl has the 
effect of qreatly teepeninq the anqle of incidence at the free surface. 
Althouqh a velocit qradient may be apnroximaterl usinn manv lavers, the 
computation of r,re n•s functions usinq qeneralized ray theory beC0f11eS quite 
tedious and expensive. The second velocity structure consirlered includes this 
velocity qradient nd is shown in Fiqure 7 hy the dasherl curves. The P-wave 
velocities are bas _d closely on the rPfraction results of Fuis et al ., 
(l9R?). The S-wav _ velocities are ohtaine~ by assu~inq a Poisson solirl 
(b = a/~3 ) below a depth of 5 km and varyino srnoot"'lly to h = a/2.37 at the 
surface (R. Archul ta anrl P. Spudich, personal com~unication, }QRl). ~reen•s 
functions for this aradient structure are computed usinq the niscrete 
Wavenumber/Finite Element proqram (nWFE) of Olson (1978) which is similar to 
the finite difference method of Alekseev and Mikhailenko (1979, 1Q80). In the 
next section we co pare finite-fault synthetics for the layer over a half­
space structure with the Fuis et al. velocity qrarlient structure. 

Examples of the functions f Iik(t)dt are shov.tn in Fiqures B an('l q for 
the layer-over-a-half-space structur~ usinq qeneralized rays. The ?~no 
component is shown at 5° off the strike of a vertical strike-slip fault. The 
motion is primarily near-fielr! P and SH. The full Caqniar solution is user! 
for sources at small ranaes where it is important to t=tccurately compute near­
field terms and static effects. At laroer ranqes an asymptotic fnrrn of the 
solution can he used without introrlucino sinnificant error. For thP laver­
over-a-half-space structure it was found that accurate computation of near-
f i e 1 d w a v e f o rrn s r e u i res t he f u 1 1 C a an i a r d so 1 u t i on f o G poi n t s o 11 r c e s a t 
ranqes r < 3 km anj anales x > 41=i 0

, where x =arctan (~), d beina the source 
depth. The qeneralized ray oaths considered are shownrin the uoper rioht-hanrl 
corner of Fiqures 8 and Q. The rliscrete wavenumher/finite element methorl 
computes the total wavefield up to a soecified frequency. There is no 
consirleration of rays. Roth near- anrl far-fielrl terms are inclu('lerl with this 
methorl anrl the solutions are accurate in frenuency content fro•n zero hz. 
ExarnplAS of the functions ~ik for the velocity aradient structure in FiourP 7 

corr~puted ''"'ith the rliscrete wavenumber/finite element methocf are shown in 
fif)ure 10. The Green•s functions in Fiqure 1n have heen comouterl to a 
frequency of 2 hz, which is sufficient for morlelina arounrl r!isolacmenet. The 
230°, 140°, and vertical components of displacement are shown at so off the 
strike of a vertical strike-slip fault. Some of the waveform3 in Fiaure 10 
show hiqh-freouency oscillations which are a nrorluct of terminatinq the 
calculation at ? hz. These oscillations do not affect otJr r~esults since they 
have random arrival times and are smoothed out in the nrocess of forrninq a 
finite fault. 

Whether the Yik functions are calculated usina the qeneralizerl ray methorl 
or the discrete wavenumber/finite element methorl the response of a finite 
fault is constructed in the same manner. A master set of r.reen•s functions is 
computed for a sufficient number of ranqes and depths (many more than are 
shown in Fiqures R, 9, and 10) such that spatially adjacent Green•s functions 
do not va~y qreatly in wave shape. Then for a aiven station location anrl 
fault qeomete~y, the required Green•s functions are interpolaterl from the 
master set to uni ormly cover the fault plane. The interpolation is 
accomplished hy lininq up adiacent recorrls on the S-wave arrival time an~ 
usinq a simple linear interpolation scheme (Heaton anrl HelmberCJer, 1070; 
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Hartzell et al., 1978). The oridwork spacinq is continually reduced with more 
and more interpolated point sources until there is no further chanqe in the 
sum, U(t). For the displacement synthetics in this study the final 
interpolated point source soacinq used is no oreater than n.s krn both alonq 
the strike and down the dip of the fault. 

Fault Models 

This section presents several finite-fault models and discusses the 
synthetics obtained by the techniques outlined in the previous section. In 
the accompanying figures qeneralized ray synthetics are labeled GRand 
discrete wavenumber/finite element synthetics are labeled nWFE. 

Uniform Rupture Model 

The simplest and loqically the first finite-fault model that should be 
investigated is a uniform rectanqular fault. In this tnodel each of the 
weights on the fault plane, m·k, is set equal to one. Thus the moment 
contribution from each point Jn th.l fault is the same. Fiqure 11 compares 
synthetics for this model with the observed displacements for the three 
stations EL7 (El Centro array station #7), OIF (El Centro differential array), 
and BOC (Bonds Corner). (See Fiqure 1 for station locations). The epicenter 
is 3?.63°N, 115.33°W (about 5 km south of the international border) with a 
hypocenter at a depth of 10.5 km. The rupttJre is unilateral to the north with 
a constant velocity of ?.7 km/sec or about n.q the shear wave velocity of the 
basement material. A circular rupture front advances from the hypocenter 
until it fills a rectanqular reqion 3? km lono and 10.5 km wide. The 
mechanism is strike-slip with a 90° dip. The strike is 143° clockwise from 
north (the averaqe trend of the surface trace of the southern half of the 
Imperial fault). O(t) is assumed to be constant over the fault plane and 
approximated by a triangle with a one-second duration. 

Figure 11 shows synthetics for two different velocity structures; 
generalized ray solution for the layer-over-a-half-space model, labeled GR, 
and discrete wavenur:1ber/finite element solution for the velocity qradient 
model, labeled DLJFE. For stations near the fault trace, like EL7, the 
vertical synthetics for both velocity structures are dominated by the P-wave 
from the section of the fault lying at 45° to the station (P-wave radiation 
pattern maximum). The 230° component is approximately transverse to the fault 
and situated at an SH radiation pattern maximum for most of the fault plane. 
SH waves originating from the fault plane between the hypocenter and the 
station pile up on one another and interfere constructively in a directivity 
effect. After the rupture passes the station, the wavefronts ire defocused, 
producing dispersed, lonq-period wavetrains of much lower amplitude. 
Therefore, the P-wave pulses on the vertical components are narrow because 
they come from a very limited area of the fault plane, and the SH waveforms 
are relatively narrow and simple in form because of directivity. These 
considerations also explain the small S-P time of only about one second for 
the EL7 synthetics. The larqer S-P time of about ?.3 sec for the data 
indicates complexity not explained by a uniform rupture model. 
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Consider now 
experiences a dir 
velocity models. 
constructive addi 
and the surface. 
l a r ge a c c e 1 e r a t i o 
again we note t~a 
complexities in t 
not amplitudes) f 
which is further 
differences betwe 
over-a-half-space 
velocity gradient 
wave. The surfac 
data , i nd i cat i ng 
faulting occurred 

station BOC. Although BOC lies off the fault trace it also 
c t i v i t y effect res u 1 t i n q i n imp u 1 s i v e w a v e f o rrn s for bot h 
In the case of BOC it is a vertical directivi~y. There is 
ion for P and S waves that originate between the hypocenter 
This vertical directivity may be partly responsible for the 
s recorded at BOC (770 cm/sec2 on 230° component). However, 

the simple, smooth rupture morlel does not yield the 
e data. For both EL7 and 80C the synthetic waveforms (hut 
r the two velocity models are similar. For station niF, 
rom the fault and not suhject to strong directivity, the 
n the two velocity models are more apparent. The layer-­
structure is still dominated by body-waves, whereas the 
structure has a well-developed, later-arrivinq surface­
-waves are, however, siqnificantly stronger than in the 
s we concluderl earlier that an important percentaoe of the 
deep. 

The amplitud s in Figure 11 are based on a moment of s.n x ln25 dyne-
em. The velocity gradient structure yields SH amplitudes about a factor of 
two larger than t ose for the layer-over-a-half-space structure. Since the 
angle of incidenc at the free surface does not affect the amplitude of SH 
waves, the above bservation is easily traced to the rlifference in near­
surface riqiditie • The steeper anqle of incidence in the velocity qrarlient 
structure tends t polarize the P-wave onto the vertical component and the SV­
wave onto the 140 component. Thus, the vertical and 140° components are 
amplified by both the lower rigidity and the steeper incident angle. Finally, 
the uniform ruptu e model produces amplitudes which are too large (for a 
moment of 5.0 x 1 25 dyne-em), again indicating that more of the faulting must 
have occurred at epth. 

Layer-Over-Half-S Model 

It is instru tive to discuss one finite-fault model which uses the layer­
over-a-half-space velocity structure despite this model•s shortcominqs, since 
by investigating ther velocity models we obtain a better understandinq of the 
effects that a pa ticular structure has on stronq-qround motion. Figure 12 
shows contoured dislocation in meters on the Imperial fault plane assuminq a 
moment of 5.0 x 1 25 dyne-em for three different models. Model 51 was 
obtained using th layer-over-a-half-space structure. Models R WM and 9 WM 
were obtained usi g the velocity gradient structure and are discussed later. 
The dip of the fa lt plane for model 51 is 90°, rake 1R0° (rioht-lateral 
strike-slip), epi enter 32.63°N 115.33°W, hypocenter at a depth of 10.5 km, 
and unilateral ru ture to the north at 3.0 krn/sec. Refore switchinq to the 
velocity gradient structure, model 51 was considered the best fittina solution 
to a subset of 5 f the strong-motion stations shown in Figure 13. 

Although the 
displacements par 
characteristics o 
occurs in the bas 
l a r qe r d i s l o cat i o 
the distribution 
observations. The 
included in model 

synthetics in Figure 13 do not fit the ohservPd 
i c u 1 a r ly we 1 l , rno del 51 s t il 1 has seve r a l of the qe n e r a l 
the presently preferred model, 9 WM. Most of the faulting 

ment material below the sediments, there is an area of 
s south of the El Centro array but north of the border, and 
f surface offsets is generally consistent with the 
region of larger dislocations below a depth of 5 km is 
51 to produce the previously noted arrival at the array 
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stations havinq an S-P time of about 2.~ sec (see Table I). But since the 
layer-over-a-half-space structure oives shorter S-P travel times for a oiven 
range compared with the velocity qradient structure, this reoio~ of qreater 
slip is misplaced in f1lodel Sl. !Jsinq the velocity qrar:lient structure the area 
of larger dislocations shifts to the north, to under Jnterst~te R, leavinq 
behind a broader reqion of relatively larqe fault offsets (i.e. model 9 WM). 
The strike of the fault is not const.ant in model !11. To rn~del the previously 
mentioned larqe P-wave aJ11plitt1rles at array stations lyinq near the fault 
strike, the reqion of larqer dislocations in model 51 is qiven ~ strike of 
155° (see Fiqure 1~). The remainder of the fault plane has a strike of 143°, 
consistent with the trend of the surface trace. 

Two synthetics are shown in Fioure 13 for station ROC, one with anrl one 
without a foreshock. Station BOC seems to he modeled better with the addition 
of a magnitude 5 foreshock at the hypocenter of the main shock anrl precedino 
the main rupture by 2 .o seconrls. This concllJSion is also supported hy the 
models run with a velocity qradient. However, the term foreshock is userl 
rather loosely here. The actual faultinq process may only involve a variable 
rupture velocity; intially hiqh, then low, then hiqh aoain for the remainder 
of the fault plane. The vertical components at stations niF, EL7, and MEL for 
Model 51 have larqe SV components (laheled in Fiqure 13). This SV phase is 
not seen in the data. Usinq the Fuis et al. qradient structure, the SV phase 
is shifted off the vertical component and onto the 140° component. The 
synthetic labelerl DWFE in Fiqure 13 for station EL7 uses the qradient 
structure. However, there is still a larqe phase, laheled Pb, on the vertical 
component. Pb is a P wave oriqinatinq from much closer to the station where 
the P-wave radiation pattern is a maximum. Obviously mo~el ~1 still does not 
achieve the correct P-wave radiation distrihution. 

Velocity Gradient Fault Model 

The precedinq discussions were included in part to motivate the reasoninq 
which led to the presently preferred fault model, model q W~1 in Fiqure 1?. 
The model parameters are listed in Table II. Synthetics for model o WM are 
compared with the observed disnlacements in Fioures 14a anrl b, where aqain we 
assume a trianqular shaped D(t) with a one second duration. In oeneral the 
waveforms and amol i tudes are fit quite well. However, the precii cted 
horizontal qround rnotion for the two stations very near the fault strike (EL7 
and MEL) is too larqe. This discrepancy may he due to scatterino and rupture 
incoherencies that are not in our model. The fault plane has a strike of 143° 
except for the reqion under station ~·1EL, where the fault strike is variecl to 
produce an •s• shape or corruqated pattern when viewerl from above (see Fioure 
12). This complexity has been added to prorluce the P-waveform at FL7 and is 
not stronqly requirerl or exclurlerl hy the other stations. The vertical 
synthetic for MEL is missinq a leadinq up anrl rlown swinq SUCJqestinn that a 
similar wiqqle in the fault plane exists for the reqion of larner dislocations 
just north of the borrler. In qpneral, stations 1 ij{e FL7 anrl rAEL are not 
particularly useful in recoverinq thP. rlistribution of slip. They are too 
close to the fault and therefore too sensitive to subtle chanoes in fault 
parameters. ROC is a much more useful station. A very diaqnostic array would 
have stations parallel to the fault at about ~ km from the surface trace. The 
localized source south of the harder and just ahove the hypocenter in morlel q 
WM (see Fiqure 1?) is a foreshock preceding the main rupture by ?.0 sec. The 
moment of the foreshock is 1.0 x 1024 dyne-em (ML = 5.3). As mentioned 
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earlier this illay not be a fares hock in the usual sense of the word. Of the 
stations modeled, BOC is the only one requirinq the foreshock since the 
foreshock's displacements are very small at the other station. However, the 
2.2S sec of low 1 vel accelerations following triggering of the array stations 
(see Figure 5) may he due partly to this foreshock. 

One question of interest is how much of the observed surface slip 
occurred coseismically and how much occurred as sympathetic creep? Models 9 
WM and 8 WM are very similar except for the amount of slip allowed in the 
sediments north of Interstate 8 (or station MEL). These two ~orlels produce 
very nearly the sa ,e displacer:tents at all 12 stations moc!eled except for the 
two closest, EL7 and MEL. Two vertical synthetics are shown in Fiqure 14 for 
station EL7, one f r model 9 WM and the other for 8 WM. The differences are 
not large. Theda a are insensitive to the exact distribution of shallow 
faultinq as long at it is small. The data are compatible with all of the 
shallow surface fa lting north of MEL occurring as creep. The data is also 
rather insensitive to the amount of deep faultinq north of the El Centro 
array. Because th_ rupture on this section of the fault plane propaoates away 
from most of the s ations, the resultinq amplitudes are low. However, the 
amount of faultinq north of the array must he small compared to the amount 
south of the array. 

The synthetic in Figure 14 are for a ruoture velocity of ?.5 km/sec or 
about n.R of the b sement shPar wave velocity. However, the synthetics do not 
change a great dea when a rupture velocity of 2.7km/sec (o.g of the has~rnent 
shear wave velocit.) is used. So we are limited in the resolution of the 
average rupture ve oci ty to 2.5 - ? • 7 km/sec. Althouqh our preferred rnodel 
uses a unilateral upture to the north, the rlata we have rnodelerl would also 
allow a small amou t of rupture to the south. Finally, we note that most of 
the vertical synth tics in Fiqures 14a anrl b appear as if they woulrl match the 
observations bette if they were shifted to the left a small amount. This 
discrepancy in pha ing is attributerl to an incorrect Poisson ratio in the 
sediments, althoug this interpretation is suhject to considerable 
uncertainty. Ther fore, at this staqe of modelinq we have placed a qreater 
emphasis on fittin the SHand P-wave portions of these motions. 1 .. 1e arlopted 
this position beca se of the strong interference between P and SV arrivals 
starting at the SV onset. The time separation hetween these arrivals is 
controlled by the upture process and crustal structure. The latter structure 
is not well known ince most refraction studies are done with P-waves. A 
better appreciatio of the importance of shallow velocity structure on the 
various components of motion awaits the many aftershock studies now in 
progress such as L u and Helmberger (1080). 

Discussion 

An important uestion to be asked of any fault model derived from near­
field strong-motio records is how well does the moment compare with the 
teleseismic body-w ve ~oment? The teleseismic hody-wave ~anent is certainly 
an important datum and the moment obtained from a near-field study should not 
be greatly differe t. Short of modeling the teleseismic body waves for the 
Irnperi al Valley ea thquake, we can make a simple comparison to answer the 
above question. T. e 1968 Borrego Mountain earthquake has a similar mechanism 
and location to th 1979 Imperial Valley earthquake. Figure 15 compares 
rotated S waves (r dial and transverse components) from selected H\4SSN 
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stations for these two events. T~e waveforms are amazinqly similar at a wi~e 
range of azimuths except for ampliturle ~ifferences. The ~o~ent of the Rorre0o 
Mountain earthquake from a study of teleseisrr~ic borly waves is l.l? x Jn?o 
dyne-ern (Burrlick and r-1ellrnan, 197n). From Fiqure lS it is clear when we 
neglect nod~l components that the Imrerial Valley earthquake runs consistently 
a factor of two smaller than the Rorreqo r~ountain eartha.11ake. The rnornent of 
5.0 x 10(5 cJyne-crn for Irnrerial Valley . rletermined in this sturly is very 
consistent with the above data. The fact that SV (rarlial components) is also 
proportionately smaller for Imperial Valley than for Rorreqo Mountain 
indicates that there is not siqnificant norfllal faultinq associated with the 
Imperial Valley earthquake. · -

In model 9 WM major faulting initiates at the surface and at depth just 
north of the border. This characteristic of the model is consistent with the 
observed surface faulting. Figure 16 compares the measured surface offsets 
for the 1979 and 1940 Imperial Valley earthquakes. The 1Q79 curve is based on 
work by Sharp et al. (1982). The 1979 offsets are zero in the epicentral 
region and remain so until about 5 km north of the border. At this point 
there is an almost step-like discontinuity, with the offsets risinq to their 
maximum values of 60 to 70 em. The 1Q4() curve is hased on unpuhlished field 
notes of J. P. Buwalda and is less accurate than the 1979 curve. The 1940 
event apparently ruptured primarily to the south from an epicenter about 10 km 
north of the border (see Figure 1). However, there is a prominent increase in 
the surface offsets for the 1940 earthquake in the same area as the abrupt 
decrease in offsets for the 1979 earthquake. Both of t~ese rapirl chanqes in 
surface offsets lie above the region of larqe dislocations just north of th~ 
border in model 9 t•/M. Hartzell (1978) r.wc!eled the El Centro displacement 
record for the 1940 Imperial Valley earthquake by summinq aftershock 
records. In that study the aftershock records are treated as empirical 
Green•s functions. It was found that a reasonable fit could be obtained to 
the El Centro record if the earthquake is treated as four separate events. 
Three of these events and the aftershock used to represent their qrounrl 
motions are situated in the same qeneral region as the localized large 
rlislocation source 3 kr1 north of the harder in :nodel 9 ~· 1M. Thus, this same 
region of the fault plane was apparently also important in 1940. 

Figure 17 shows aftershock epicenters for the first 2F. days followinq the 
October 15, 1979 earthquake (Johnson and Hutton, 1982). The vast majority of 
aftershocks occur at the very northern enrl of the observed ground breakaqe and 
extend further to the north. A clear exception to this pattern is the ohvious 
pocket of aftershocks locaterl north of the border but south of El Centro. The 
depths of several of these aftershocks were accurately determined hy Peter 
German of the USGS at Caltech. All the events considererl consistently fall at 
a depth of 8.5 ± 0.5 km. Referring to model 9WM (Fiqure 12), the pocket of 
aftershocks plots between the two maxima in dislocation in the distance ranqe 
of 12 to 15 km north of the epicenter. These aftershocks may represent a 
readjustment to the strain field created by the flanking larger dislocations. 

The large amplitude vertical accelerations recorded at the array stations 
are coincident in time with pulses on the vertical displacement records. The 
relationship is clearly seen in Figure 5 for station EL7. The same is true 
for station EL6 which recorded a peak vertical acceleration of 1.7q. In this 
paper the vertical displacement pulses at the arr~y stations are explained by 
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characterized by a occasional large event, such as the 1940 and 1979 
earthquakes, with reep on just the northern half of the fault. Most of the 
dislocation in moJ 1 9~H1 is concentrated on the aseismic section. The 
southern half oft' e Imperial fault apparentl.v acts as a locked section that 
breaks violently. The comparison of models 9 WM and R WM showed that faultina 
north of the El Ce tro array is largely insignificant and may have occurred as 
creep. There are umerous observations of creep on the northern half of the 
I m pe r i a l fa u l t a n d t h e 3 raw l e y fa u 1 t ( see ,J o h n son , 1 9 7 q , for a s u mm a r y) • I n 
particular, surfac cracks reported alonq the Rrawley fault durinq the 1975 
swarm, which appea very similar to those followinq the 1979 earthquake, are 
attributed to asei mic creep (Sharp, Jg76; Johnson and Hadley, 197n). ~1odel 9 
WM is therefore co sistent with the observed seismicity pattern and our hest 
estimates of them de of strain release in the Imperial Valley. 
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STATION 

7 

6 

8 

5 

DIF 

4 

3 

TABLF T 

TIMES AT THF EL CENTRO ARRAY STATIONS 

p 
(Vert i ca 1) 

2.27 

1.36 

2.55 

2.18 

2.5'1 

2.45 

4.18 

SH 
(Horizontal) 

4.55 

~.Fll 

5.18 

5.09 

4.91 

4. 73 

6.18 

852 

t 
(s-p) 

2.~8 

?.?8 

2.n3 

?.91 

?.36 

?.28 

2.no 



fABLE I[ 

MODEL PARAMETERS FOR FAULT MODEL 9 ~JM 

Strike 

Dip 

Rake 

Moment 

Rupture elocity 

Epicente 

Depth 

143° clockwise from north, wit~ 'corruqations' 

goo 

180° (riqht-lateral, strike-slip) 

s.o x lo25dyne-cm 

2.5 krn/sec, unilateral to the north 

3?.63°N, 115.33°W 

10.5 bn 
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Figure 1 

Figure 2 

Figure 3 

Figure 4 

Figure 5 

Figure 6 

Figure 7 

Figure 8 

Figure 9 

Figure 10 

Figure 11 

FIGURE CAPTIONS 

Area map of the southern Imperial Valley showinq the surface 
traces of the Imperial and Brawley faults and the locations of 
stronq motion instruments. TheEl Centro array is numhered 1 
throuqh 13. 

Comparison of transverse (SH) velocities from the El Centro array 
for pairs of stations on either side of the Imperial fault and 
approximately the same distance from the fault trace. 

Peak transverse (SH) velocities for the El Centro array plotted as 
a function of distance from the closest point on the Imperial 
fault. 

Vertical velocities from the El Centro array plotted as a function 
of distance from the Imperial fault. 

Detail of array station #7 (EL7, Imperial Valley Colleqe) 
recorrl. The first trace is the corrected acceleration. The 
second trace is the ~round motion as recorded hy a damped harmonic 
oscillator with a free period of~ sec and n.7 of critical 
dam pi Wl. 

Comparison of displacements for array station #7 (f.l.7) ohtained 
from the acceleroqrams hy three different processinq techniques. 

Two P and S velocity models for the Imperial Valley consirlered in 
this sturJy. The qradient model is hased on recent refraction 
profiles (Fuis et al., 1982). 

Point source responses for a ramp rlislocation usinq qeneralized 
rays for a strike-slip source within the top layer of the two 
layer velocity slructure in Figure 7. 

Point source responses for a ramp dislocation using qeneralized 
rays for a strike-slip source below the top layer of the two layer 
velocity structure in Figure 7. 

Point source responses for a step dislocation usinq discrete 
wavenumber/finite elements for a strike-slip source at two 
different depths within the velocity gradient structure in Figure 
7. 

Comparison of observed di splacernents and synthetics for a uniform 
rectangular fault model assuming a moment of 5.0xln25 dyne-em. 
GR: generalized ray synthetics for two layer velocity structure in 
Figure 7. DWFE: discrete wavenurnber/finite element synthetics for 
velocity gradient structure in Figure 7. 
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Figure 1? 

Figure 13 

Figure 14 
a, h 

Figure 15 

Figure 16 

Figure 17 

Figure 13 

Contou ed dislocation in meters on the Imperial fault for three 
differ nt fault models. Model 51 was derived using the two l~yer 
veloci y structure and models R \AIM and 9 WM werP devised usinq the 
veloci y grarlient structure in Fig ure 7. 9WM is the preferred 
fau .lt . . odel. The hypocenter for each model is indicated hy a*. 

Comparison of observed displacements and synthetics for fault 
model 1. All are generalized ray synthetics for the two la.ver 
veloci y structure in Figure 7 except the one laheled nWFF for 
statio . EL7. The two synthetics for station Rnc (Ponds rorner) 
show t• e effect of adrling a magnitude 5 foreshock ?.0 sec before 
the rna n rupture. 

Comparison of ohserverl displacements ann synthetics for the 
prefer erl f~ult model, 9WM. All are discrete wavenumher/finite 
elernen ~ynthetics for the velocity ~radient structure in Fiqure 
7 • ( E I 3- E L 5 , E L 7 , E I_ R • F L 1 n , a n rl F L 11 a r e E 1 C en t r o a r r a .v 
statio s; f"liF, ~:1 Centro differential array; MEL, Melolanrl 
Overpa s; BOC, Bonds Corner; CAL, Calexico; HOL, Holtville). 

Comparison of rotated (R, radial and T, transverse) teleseismic 
shear aves for the Bon~eqo ~1ountain U1 := 1.1 x J.o26 dyne-em) and 
Imperi 1 Valley (M = s.n x In25 dyne-em) earthquakes. ,l\mplitudes 
are in units of Io-3 em. 

Comparison of the measured surface offsets for the 1940 and 1979 
Imperi l Valley earthquakes. 

Afters ock epicenters for the first 26 days followinq the October 
15, 19 9 earthquake from Johnson and Hutton (1982). 

LJell-1 epicenters (horizontal error less than ?.5 km) within 
the Im erial Valley for the time period 1973-1978 from Johnson 
(1979). 
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Figure 1. Area map of the southern Imperial Valley showing the surface traces of the 
Imperial and Brawley faults and the locations of strong motion instruments. 
The El Centro array is numbered 1 through 13. 
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Finite Faults and Inverse Theory 

with pplications to the 1979 Imperial Valley Earthquake* 

Allen H. Olson t and Randy J. Apsel tt 

Abstract 

Using a re resentation theorem from elastodynamics, subsurface slip on a known fault 
is formulated a the solution to an inverse problem in which recorded surface ground 
motion is the d ta. Two methods of solution are presented: the least squares method, 
which minimize the squared differences between theory and data, and the constrained least 
squares method which simultaneously maintains a set of linear inequalities. Instabilities in 
the solution are ffectively eliminated in both methods and the sensitivity of the solution to 
small changes i the data is quantitatively stated. The inversion methodology is applied to 
77 components of near-field ground acceleration recorded during the October 15, 1979 
Imperial Valley arthquake. The faulting is constrained to propagate bilaterally away from 
the epicenter at n average velocity of 90 percent of the shear wave speed on a vertical fault 
plane extending rom the surface to ten kilometers depth. Inequality constraints are used to 
keep the faultin sequence physically reasonable by maintaining right lateral motion and 
positive slip vel city. The preferred solution is stable and provides a good fit to the data~ it 
is also realistic nd consistent with observed surface offsets and independent estimates of 
seismic moment. 

1. Introduction 

Faulting is chara terized by the slipping of one side of a fault surface with respect to the other. If 
the earth is modeled s an elastic solid, then the displacement field due to a point dislocation can be 
taken as a Green's fu ction for the earthquake faulting problem. The displacement field at all points in 
the earth due to an ar itrary distribution of slip on a fault is expressed as an integral over the fault sur­
face of the slip distrib tion convolved with the Green's function. The slip distribution enters linearly 
into the integrand so that it may be obtained as the solution to a linear inverse problem in which 
recorded ground moti n at the earth's surface is taken as data. 

*Presented at : The Dynami s of Earthquake Faulting as Inferred from Recordings of Strong Ground Motion, Hyatt 
Lake Tahoe Hotel, Incline ill age, Nevada, October 21-23, 1981. 

t Institute of Geophysics an Planetary Physics, Scripps Institution of Oceanography, University of California, 
San Diego, La Jolla, Califor ia, 92093. 

tt Del Mar Technical Assoc ates, P.O. Box 1083, Del Mar, California, 92014. 
Present address: Sierra Ge physics, 15446 Bell-Red Rd., suite 400, Redmond, Washington, 98052. 
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In order for a particular slip distribution to be an acceptable solution to the inverse problem, it 
must satisfy the following three conditions. 

(1) The solution must explain the data. 

(2) The solution must be physically reasonable (consistent with independent constraints). 

(3) If more than one solution fits the data equally well, additional information must be sup­
plied to uniquely define which solution is being obtained. 

Conditions (1) and (2) simply amount to finding a realistic model which fits the data. Often, 
there may be many solutions which fit the data equally well. When this occurs the solution may be 
divided into two parts: a stable and an unstable part. The unstable part of the solution is comprised of 
distributions of slip which have little or no effect on the data. By definition, an arbitrary amount of the 
unstable part may be added to the stable part of the solution without affecting the fit to the data. In the 
presence of this effective nonuniqueness, condition (3) requires that additional information be supplied 
to uniquely define which solution is to be obtained. For example, the added information might lead to: 
the smallest solution (small in the sense that the integral of the slip over the fault plane is minimized); 
or, the slip distribution most like a preferred solution. No matter which solution is obtained, only the 
stable part is demanded by the data; the unstable aspects of the solution are simply not recoverable 
based upon the data alone. 

The following discussion is divided into three major parts contained in Sections 2, 3, and 4. In 
Section 2, the forward problem of computing the theoretical ground motion due to earthquake faulting 
is reduced to specifying a set of parameters which correspond to slip across planar sections of fault sur­
face. The slip parameters are linearly related to the ground motion data by a matrix. Two methods of 
inverting the matrix are presented in Section 3: the least squares method which minimizes the squared 
differences between theory and data and the constrained least squares method which simultaneously 
maintains a set of inequality constraints. A stabilizing procedure is also presented which determines the 
significance of particular details in the solution. In Section 4, the inversion methodology is applied to 
77 components of near-field ground acceleration recorded during the October 15, 1979 Imperial Valley 
earthquake; four solutions are obtained which fit the data. Differences in the four solutions represent 
either unstable or nonphysical fault motions. 'The fourth solution is preferred since it: (1) provides a 
good fit to the data; (2) is physically reasonable; and (3) is related to the to the data in a stable manner. 

2. Theoretical Formulation of the Forward Problem 

2.1 A Representation Theorem in Elastodynamics 

The representation theorem provides an expression for the radiation in an elastic media resulting 
from the creation of a discontinuity in the displacement and stress fields across a fault surface. The 
Green's function, G, used in the representation is the response of the medium to a point force in the 
absence of discontinuities. This Green's function can be used to satisfy any boundary condition on the 
fault surface; hence, the elastodynamic equations need only be solved once. 

A derivation of the representation theorem for general anisotropic elastic media is given by Bur­
ridge and Knopoff (1964). Since faulting is defined by the slipping of one side of a fault surface rela­
tive to the other, the representation theorem is specialized to the case where the stress field is continu­
ous across the fault surface and only the displacement field is allowed to be discontinuous: 

+= 
Ui(y,t) = J J n(x)s(x,r):Gi(x,t-r;y)dxdr. (2-1) 

-00 s 
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The first integr~ in Eq. (2-1) is a convolution in time, t; the second is over the fault surface S. 
In Figure 2-1, Sis ill strated as a plane striking along the x 1 axis at a dip 8 from the vertical. The unit 
normal to the fault s rface is given by the vector n (x) which depends upon position x. The slip vec­
tor, s (x, r), is the lo al discontinuity in displacement across the fault surface at time t=r and position 
x. The quantity U1 ,t) is the i'th component of displacement at position y and time t resulting from 
the slip on S. The reen's function, Gi (x,t- T; y ), is the second order stress tensor in the unfaulted 
elastic media as a fun tion of position x and time t due to an impulsive point load applied at position y 
in the i'th coordinat direction at time t=r. The tensor components of Gi (x, t- r; y) can also be 
interpreted as the i't component of displacement at position y due to a point dislocation at x. Once 
the Green's functio is known and the slip prescribed, the theoretical ground displacements are 
obtained by performi g the integration in Eq. (2-1). The symbol : is used to denote the inner product 
of the components of the two second order tensors n s and G. 

2.2 Discretization of the Fault Surface 

In this study, t e fault surface is divided into a set of cells, each cell being a rectilinear planar 
zone. Locations with n each cell are assumed to undergo the same slip within a specified time shift. 
Within each cell, the slip is described by a two component vector in the plane of the fault having an 
unknown time depen ence (a three component vector can be just as easily used if the fault surface is 
allowed to separate). he functional form of the parameterization is given in Eqs. (2-2) through (2-4). 

J K 
s (x, t) = L A} (x) L ~ik Pk (x, t) 

j=l k=-K 

X·(x) = {1 if x in j'th cell 
1 0 otherwise 

Pk (x,t) = F(t- T(x) + k 8t) 

(2-2) 

(2-3) 

(2-4) 

The first sum i Eq. (2-2) is over the J cells representing the fault surface. The second sum 
defines the slip withi the j'th cell: the vector sik is the slip direction of the j'th cell at the k'th time 
point and has two co ponents in the plane of the fault; the function Pk (x, t) contains the time depen­
dence of the k'th slip Each cell is allowed to slip 2 K + 1 times at successive increments of 8t in time; 
each slip varies accor ing to the specified time function F(t). The absolute time at which slip takes 
place within the cell is centered about T(x). 

Equation (2-2) implifies if each cell is allowed to slip only once; in which case, the sum over k 
goes away and the sli within each cell varies as F(t), progressing through the cell as a rupture front 
prescribed by T(x). en the cells are allowed to slip more than once, T(x) represents an average 
rupture time. By onl allowing slip to occur within a prescribed time window about a predetermined 
average rupture time, the number of parameters is kept to a minimum. This also allows for the local 
rupture velocity to di er from the average rupture velocity. 

By substituting q. (2-2) for s (x, t) in Eq. (2-1), the integration over x and convolution in t can 
be performed since th space and time dependence of the integrand is known completely. 

J K 
Ui (y,t) = 'L 'L s1k ·gj(y,t + k 8t) (2-5) 

j=l k=-K 

The vector gj(y,t + k t) is the Green's function for the j'th cell at position y in i'th component direc­
tion. Equation (2-5) is a matrix Vt!rsion of the integral in Eq. (2-1). The columns of the matrix 
correspond to co~po ents of the Green's function vectors gj(y,t + k 8t) for fixed values of j and k. 
Since s1k and g) (y, t k 8 t) are two-component vectors, the total number of scalar parameters is 
2 J (2 K + 1). The n mber of rows in the matrix equals the number of components (index i) being 
considered times the umber of time points for which each component is sampled. 

In practice, the i tegral in Eq. (2-1) is done numerically. The Green's function, G, is sampled at 
a grid-work of points on the fault plane. The Green's function at a location which does not coincide 
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with a sample point is approximated by the Green's function at the nearest grid-point subject to a time 
shift; the time shift is determined according to the phase velocity of the dominant body wave (usually 

f the S wave). This approximation is exact for nondispersive waves and is a very good approximation 
when one particular body wave dominates the Green's function. For a line source of uniform slip, this 
approximation is equivalent to convolving a single Green's function with a box car. 

The integral in Eq. (2-1) is known to represent an underdetermined problem for the solution 
s (x, t) (Backus and Gilbert, 1968). Equation (2-5) however appears to be overdetermined since the 
number of unknown parameters, s;b may be far less than the number of time points of observed 
ground motion. If the cells on the fault are made sufficiently small, then redundancies in the matrix 
cause the problem to be ill-conditioned, thereby allowing many solutions to Eq. (2-5). The redundan­
cies occur for two principal reasons: (1) many columns in the matrix are simply time shifts of each 
other by an amount k ot; and (2) columns corresponding to cells which are spatially close to each other 
are very similar. 

3. Inverse Theory for the Discrete Problem 

Inverse theory for the discrete problem requires solving a system of linear equalities. In general, 
these equalities may be satisfied exactly or approximately, depending on whether the system is under­
determined or overdetermined. Two methods of solution are presented in this section; they are, the 
least squares method, which satisfies the equalities by minimizing the sum of the squared differences 
between calculated and observed data, and the constrained least squares method which simultaneously 
maintains a set of linear inequalities. Measures of stability for each of these two methods are presented 
so that the significance of particular details in the solution can be determined with respect to possible 
non uniqueness. 

3.1 The Generalized Inverse and the Least Squares Solution 

The system of linear equality constraints in Eq. (2-5) can be written more compactly as 

Ax =f. (3-1) 

The vector x of length n corresponds to the unknown parameters; the vector f of length m contains the 
data; and the matrix A with m rows and n columns contains the theory relating the parameters to the 
data. If m=n and A is nonsingular, then x is found by calculating the inverse of A. In the presence of 
inconsistent data and/or a singular matrix, the exact inverse of A is not defined and an alternate 
definition of inverse is needed. One such alternative is the generalized inverse (Penrose, 1955) which 
always exists and includes the exact inverse as a special case. 

An overview of the literature on the generalized inverse, G/, is presented in Ben-Israel and 
Charnes (1963). Of the many ways of defining G/, the one chosen here is attributed to Penrose 
(1956). The norm being used is the Euclidean norm defined by 

[ l
'h 

llxll =(x'x)'h= ~x,2 {3-2) 

in which x' denotes the transpose of x. 

Definition: Among all solutions x satisfying 

minimum II Ax -f II , (3-3) 

there is a unique solution, :X, which satisfies 

minimum II x II . {3-4) 
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The generalized 1 verse of A, A, is the matrix which produces x from the data. 

x=Af. {3-5) 

Note that x is: 1) th least squares solution in the presence of inconsistent data~ 2) the smallest solu­
tion satisfying the dat exactly for the underdetermined case; and 3) the smallest least squares solution 
in the presence of in onsistent data and a singular matrix. In the remaining discussion, x refers to the 
GI solution while x r fers to other candidate solutions to Eq. {3-3). 

A discussion of he construction of A is given by Lawson and Hanson (1974) in terms of orthogo-
nal decompositions. particular decomposition which proves useful in examining the stability of :X is 
the singular value dec mposition, SVD, given by 

A= UAV'. {3-6) 

U and V are orthogo al matrices of dimension m by n, and n by n, respectively. The matrix A is an n 
by n diagonal matrix in which the diagonal elements, A.ii' are arranged in decreasing order down the 
diagonal. Since U an V have orthonormal columns, the inverse of each is is simply its transpose so 
that the G/ of A is 

{3-7) 

The components of A 1 are defined by 

(A -1} .. = {A.ii-1 
for A.ii > 0. 

11 0 for A.ii = 0 
{3-8) 

The inclusion of the econd criterion in Eq. {3-8) allows for the case where the exact inverse does not 
exist. 

The null space o A is spanned by the columns of V associated with the zero singular values. Dis­
tributions of x which lie in the null space vanish when multiplied by A. The exact inverse does not 
exist since informatio about the null space can never be recovered. The G/ does exist because it sets 
the null space compo ent of x to zero. In the case of inconsistent data, the G/ similarly considers only 
that part of the data ich is in the column space of A. In the remaining discussion, the G/ solution is 
referred to as simply t e least squares solution. 

Although the le st squares solution is unique in theory, it may be very unstable in practice since 
small changes in the d ta can often lead to large changes in the solution. One useful measure of stabil­
ity is presented in Fr nklin (1970) where a perturbation in the data, 8f, is compared with the related 
perturbation in the so ution, 8x. The relative change in the solution divided by the relative change in 
the data is 

s = [ II ax II ] [ II ar II ]-
1 

II X II II f II 
(3-9) 

For a stable problem, he value of S should not be much greater than one. The maximum value that S 
can attain is called th condition number of A; Franklin (1970) shows that the condition number is 
given by the ratio of he largest to smallest singular value in A. The example given there is that a 3 
percent change in the ata could produce a 60 percent change in the solution if the condition number is 
20. A condition num er of 20 is not an uncommon occurrence. 

Another useful easure of stability is obtained through statistics by determining the variance in 
the solution due to ra dom errors of known variance, 0' 2, in the data (Backus and Gilbert, 1970; Jack­
son, 1972; Wiggins, 1 72). The covariance of the solution parameters caused by adding independent 
random noise to the d ta is 

(3-10) 

where El I denotes th usual expected value. Small singular values in A give rise to large covariances 
in the solution parame ers since Eq. {3-10) involves taking the squared inverse of small numbers. Just 
as in the condition nu ber, instability is indicated by small singular values. 
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One method of handling ill-conditioning is to filter the solution. Filtering eliminates the ill­
conditioned part of the solution and involves a trade off between resolution and variance (Backus and 
Gilbert, 1970; Gilbert, 1971; Jackson, 1972; Wiggins, 1972) By filtering, linear combinations of the 
parameters are determined rather than determining any particular parameter uniquely. If the com­
ponents of x correspond to values of a sampled continuous function, then the linear combinations of x 
mostly involve neighboring parameters so that the filter is performing a local average of the unknowns. 

A pseudo low-pass filter, V LV', is defined by a set of filter coefficients in the diagonal matrix L. 
The matrix L consists of ones in the first i diagonal entries and zeroes in the last n - i entries. The 
filtered version of x is denoted by y where 

y=VLV'x . {3-11) 

The filter retains only that part of x associated with the large singular values. The components of y 
represent local averages of the components of x in as much as the rows of the filter matrix are concen­
trated about the diagonal. If L has all ones on the diagonal, i = n, then the filter is the identity matrix 
and no filtering is being done. The filter becomes increasingly spread about the diagonal as the number 
of zeroes along the diagonal of L is increased, thus sacrificing resolution. 

Using the definition of x given in Eqs. {3-5) and {3-6), along with Eq. {3-11), the filtered least 
squares solution becomes 

(3-12) 

The matrix L cancels the large values in A which arise from division by small numbers. The filter can 
simply be thought of as modifying the Gl of Eqs. (3-7) and (3-8) by treating the small singular values 
as zero and not allowing them to participate in the solution. The covariance matrix for y is 

(3-13) 

The small singular values of A are canceled by zeroes in L, having the net effect of decreasing the vari­
ance. The number of nonzero values in L is at the discretion of the user and the transition from one 
to zero along the diagonal can either be abrupt or smooth just as in Fourier filtering. Any number of 
transitions may yield similar variances. 

Another way to achieve stability in the inversion is to append equations to the original matrix A 
in such a way that only the unstable part of the solution is affected. To isolate the unstable part of the 
solution, a pseudo high-pass filter is defined in terms of a diagonal matrix H containing zeroes in the 
first i diagonal entries and ones in the last n-i entries. The unstable part of the solution, e, is given by 

e=VHV'x. {3-14) 

By defining L and H in this manner, the solution x to the least squares problem is viewed as the sum 
of two parts, a stable and an unstable part. 

x =y+e {3-15) 

If a smoother transition is desired in the filter, the only requirement for Eq. (3-15) to hold is that the 
diagonal elements of Land H sum to unity. 

L + H =I (identity) (3-16) 

The inversion is stabilized by appending a high-passed set of equalities to the original matrix and 
data. 

(3-17) 

The augmented matrix and data will be denoted by Aa and ba respectively. If k0 is set very large and b 
is set equal to zero, the unstable part of x is effectively eliminated as in the low-pass filter example 
above. By adjusting k0 , H, and b in Eq. (3-17), the ill-conditioned vector e may be eliminated, made 
small, or used to make x resemble some preferred solution. Inversion of the augmented system is 
stable provided k0 is set large enough to result in a stable condition number. 
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The SVD of the augmented matrix, Aa, is 

Aa = UaAa V', (3-18) 

where 

0-19) 

and 

u. ~ [k. ~~:=:~]. (3-20) 

The matrix V is unchanged and the singular values are ordered in the diagonal matrix Aa. The SVD of 
Aa is easily verified: (1) the columns of Ua and V are orthonormal; (2) the diagonal matrix Aa has 
positive elements; and (3) the equality in Eq. (3-18) is satisfied. Appending equations reduces the con­
dition number since previously small singular values become larger in Eq. 0-19); this is a much more 
stable situation. 

The least squares solution to the augmented system is Ya, where 

Ya = V A;2 (A U'f + k0 HV'b). (3-21) 

If k0 is set very large and b set to zero, the last n- i singular values in Aa become very large; when 
these terms are inverted in Eq. (3-21), the ill-conditioned part of the solution is effectively eliminated 
and Ya takes on the same value as the filtered solution yin Eq. 0-12). 

If b is set to zero, k0 set to an intermediate value between the largest and smallest singular value , 
and i set to zero so that the appended matrix is the scaled identity matrix; then, Eq. 0-21) reduces to 
the damped least squares solution of Levenberg (1944) and Neumann (1981). The damped least 
squares solution is y d, where 

Y d = V A (A 2 + k0 
2 I) -l U 1 f . 0-22) 

In damped least squares, the ill-conditioned part of the solution is suppressed while the stable part is 
affected by an amount determined by k0 ; usually k0 is taken to be small. 

3.2 The Constrained Least Squares Solution 

Inequality constraints arise when bounds are placed on some aspect of the solution. These con·­
straints can occur when the solution parameters correspond to physical quantities which may be 
required to be positive, or not allowed to exceed a certain maximum value. Conventional least squares 
as presented in Section 3.1 does not incorporate inequality constraints. The following defines an exten­
sion of the G/ for the constrained least squares problem. 

Definition: Among all solutions x satisfying 

Gx > h, 

and 

minimum II Ax- f II , 
there is a unique solution Xc which satisfies 

minimum II x II . 
The constrained generalized inverse of A, Ac, is the matrix which produces Xc from the data. 

Xc = Acf 

0-23) 

(3-24) 

(3-25) 

(3-26) 

The only difference between this definition and that of Eqs. (3-3) through 0-5) is the inclusion of the 
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inequality constraints in Eq. 0-23). 

A complete description and derivation of the properties of Ac is given in Lawson and Hanson 
(1974). The first difficulty which may be encountered is that the inequality constraints in Eq. 0-23) 
may be incompatible so that no solution exists. Assuming the inequalities can be satisfied, there still 
may be many solutions which satisfy Eq. (3-24)~ once again, the inverse is uniquely defined by finding 
the smallest solution. All of this is similar to the previous discussion except that an explicit formula 
relating Ac to A and G cannot be found. The method by which the solution ic is produced from the 
data is an iterative one and depends upon the data f and constraint data h as well. 

Lawson and Hanson (1974) show that ic is simply the least squares solution to an unconstrained 
problem of smaller dimension. The dimension of the problem is reduced by satisfying a subset of the 
inequalities in Eq. 0-23) exactly as equalities~ the particular subset to be satisfied is determined from 
an iterative procedure. As an example, if G is the n by n identity matrix and h is zero, the constrained 
generalized inverse Ac is the GI of a modified A in which certain columns of A have been set to zero. 
The components of Xc associated with the zeroed columns are zero. 

Due to the iterative method of obtaining ic, the linear analysis used in section 3.1 is not tractable 
and a new definition of stability is needed. Stability is defined as the length of the smallest data pertur­
bation required to change a linear combination of the parameters by a prescribed amount. If the linear 
combination taken involves an isolated parameter, then the measure indicates the smallest change in 
data needed to change that particular parameter by a prescribed amount. One parameter is said to be 
more stable than another if a larger data perturbation is required to change it by an equal amount. The 
stability measure is derived from the solution to the following problem. 

Definition: Among all solutions x satisfying 

Gx > h, 

w'x = w'ic+ax, 

and 

minimum II A (x - ic) II 
there is a unique solution x which satisfies 

II ar II = aJ, 

minimum II x II . 

(3-27) 

0-28) 

0-29) 

0-30) 

In this definition, the quantities G, A, h, and ic are the elements of the constrained least squares 
problem given in Eqs. (3-23) through 0-26)~ the purpose of this definition is to test the stability of the 
linear combination w'ic. After solving Eqs. 0-27) through 0-30), the residual vector 8f is the smal­
lest change in the data of Eq. 0-24) sufficient to increase the linear combination w'ic by an amount 
ax. Large values of aj indicate greater stability of w'ic than small values of aj. 

For the least squares problem without inequality constraints, this stability measure can be 
expressed in closed form. If the linear combination being tested is the j'th parameter (i.e. w' is all 
zeroes except for a one in the j'th location), the data perturbation necessary to increase the j'th param­
eter by an amount ax is given by 

aj- ax I 2 ]
1

/ 2 

- (VA - 2V') JJ 
0-31) 

The expression in the denominator is also the variance in the j'th parameter due to independent errors 
of unit variance in the data as given in Eq. 0-10). If a general linear combination of parameters is to 
be tested, one can simply make a change of variables so that the j'th parameter has the value of the 
linear combination and Eq. (3-31) can be applied. Hence, for least squares without inequality con­
straints, this new definition of stability is equivalent to the more commonly used variance estimates. 

A closed form solution for aj is not known when inequality constraints are maintained due to the 
iterative method of obtaining the solution. When analyzing the stability of the constrained least squares 
solution, the inverse problem of Eqs. (3-27) through (3-30) must be solved for each combination of 
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parameters being tested. One important feature of this stability measure is that it simply involves solv­
ing another constrained least squares problem. By virtue of the fact that the original problem can be 
solved, the stability analysis can be performed and requires no further expertise. 

Two methods of stabilizing the solution were presented in Section 3.1: low-pass filtering (Eq. (3-
11)) and augmentation of the original matrix (Eq. {3-17)). Only the augmented matrix method can be 
used to stabilize the constrained least squares solution since low-pass filtering generally causes the ine­
quality constraints to be violated. 

3.3 Computer Implementation of Inversion Methods 

Once the matrices and data vectors are formed, the inversion follows a three step procedure 
designed to eliminate redundant calculations. The following discussion presumes that m > n so that the 
system appears overdetermined. 

(1) The matrix A and data fare reduced from an m by n system to the n by n system 

AV'x = U'f, {3-32) 

which has the same least squares solution as the original system. 

(2) The filter H, constant k0 , and data b of Eq. {3-17), are defined and appended to the 
reduced matrix from step (1) to stabilize the inversion. This composite system which is now 
2 n by n is once again reduced to the n by n equivalent system 

Aa V'x = A; 1 A U'f+ k0 A; 1 HV'b. {3-33) 

(3) The constrained least squares problem of (3-23) through {3-26) is solved using the 
reduced system of step (2). If inequality constraints are absent, the least squares solution 

is obtained by multiplying Eq. (3-33) in step (2) by V Aa-I to obtain Eq. {3-21). 

The number of arithmetic operations associated with each of steps (1) and (3) is proportional to 
the number of rows in the matrix times the number of columns squared. Hence, step (1) requires 
m n2 operations and step (3) requires n3 operations. Step (2) requires a negligible amount of calcula­
tion since it is known by an exact algebraic expression. Since m > n, the utility of step (1) is recog­
nized when the inverse problem is to solved many times since only steps (2) and (3) need to be 
repeated for each subsequent inversion. This three step procedure has the added benefit that the 
amount of computer storage required to perform the inversion in step (3) is also reduced. 

The following Fortran computer codes are used to form the inversion algorithm. The program 
SVDRS (Lawson and Hanson, 1974) is used to compute the SVD. The programs SQRDC and SQRSL 
(Dongarra et a/., 1979) are used to perform Gram-Schmidt decomposition of the A matrix. The con­
strained least squares solution is obtained using program LSI written by A. Olson based upon the text 
of Lawson and Hanson (1974). Routine LSI performs the appropriate transformations necessary to call 
programs NNLS and LDP (Lawson and Hanson 1974). 

4. Application to the 1979 Imperial Valley Earthquake 

In this section, near-field ground accelerations of the 1979 Imperial Valley earthquake are 
inverted, resulting in four solutions which fit the data. The first two solutions are obtained from least 
squares and demonstrate the concept of a solution's stability. The third and fourth solutions are 
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obtained by constrained least squares analysis; the slip velocity is constrained to be positive everywhere 
on the fault to ensure that the solutions are physically reasonable. It should be noted that these con­
straints do not allow the slip to have an over-shoot, i.e., reverse direction; this type of faulting is not 
considered here, although it is easily accommodated in the inversion procedure by constraining only the 
total offset instead of the slip velocity. Finally, the stability of each of these solutions is made quantita­
tive so that the significance of particular details in the solutions can be assessed. 

4.1 Description of Fault Geometry and Station Locations 

The October 15, 1979 Imperial Valley earthquake had a local magnitude ML = 6.6 and occurred 
within the vicinity of several permanent seismic networks operating in the United States and Mexico. 
The magnitude, epicentral location, and origin time are given by Chavez et a/. (1981). Figure 4-1 
shows the geometry of the recording stations with respect to the epicenter and known major faults. 
The observed surface offset is predominantly right-lateral strike-slip with the dip-slip component of 
offset increasing near the northern end of the Imperial Fault. A maximum offset of 70 em was 
observed beginning 10 km northwest of the epicenter on the Imperial Fault and decreasing to zero in a 
distance of 30 km at the fault's northern end (Sharp et a/. , 1981) . The observed offset on the Brawley 
Fault averaged approximately 25 em. The orientation of surface offset with respect to epicenter location 
indicates that the slip on the fault proceeded to the northwest along the Imperial Fault. 

A total of 30 three-component accelerometers recorded this earthquake and are listed in Table 4-
1. Four of these are not used in the inversion study due to their proximity to the perimeter of the val­
ley or other structural irregularities (e.g. , Cerro Prieto is located on top of a volcano). The remaining 
26 stations are those shown in Figure 4-1. Stations numbered 1 through 22 are part of a permanent 
array deployed by the United States Geological Survey (USGS) . The station locations, component 
orientations, and trigger times (when available) for these 22 stations are given in Brady et a/. (1980). 
Stations 23 through 29 are located in Mexico and are maintained by the University of California at San 
Diego (UCSD). The ground motion at these seven sites was recorded digitally and the location, com­
ponent orientations, and trigger times are given in Brune et a/. (1981). Station 30 is maintained by the 
California Division of Mines and Geology (CDMG) as described in McJunkin and Ragsdale (1980). A 
total of 77 acceleration times series from these 26 stations comprise the recorded data for the inversion 
study. 

The Green's functions of Eq. (2-5) are calculated with the computer program PROSE, which gen­
erates the complete response of a layered visco-elastic halfspace by means of a wavenumber integral 
formulation and Fourier transform (Apsel, 1979). The velocity structure used is given in Table 4-2 and 
is based upon the interpretation by McMechan and Mooney (1980) of a recent refraction survey in the 
Imperial Valley conducted by the USGS (Fuis eta/., 1981a and 1981b). The layered velocity model is 
an approximation to the gradient which varies smoothly along the northwest trending axis of the valley. 
Since the refraction analysis only pertained to P waves, the S wave structure of Table 4-2 is conjectured 
based upon a P to S ratio of 1. 73 at depths greater than 5. 75 km, and a P to S ratio which is 3.38 at the 
surface of the halfspace and increases linearly with depth. The density structure in Table 4-2 is con­
sistent with the interpretation of gravity data given in Fuis et a/. (1981a). The ground acceleration is 
low-passed before inversion so that periods shorter than 3 seconds are not considered. At this low fre­
quency and distance range, the effects of attenuation and of layering rather than gradient are negligible. 

4.2 Discretization of the Fault Surface 

Inversion requires a discretization of the fault surface into a set of cells as described in Section 
2.2. The parameterization is totally defined by: the cell size; slip function, F(t); wavefront, T(x); the 
number of times each cell may slip, (2 K + 1); and the time step between each slip, 8t. 

In this study, the Imperial and Brawley faults are approximated as vertical planes extending from 
zero to 10 km depth. The Imperial Fault is 50 km in length extending 40 km northwest and 10 km 
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southeast of the epicenter. The Brawley Fault is 10 km in length extending northward from the 
Imperial Fault as shown in Figure 4-1. The cells are 5 km by 5 km square. This means that there are 
two cells vertically on each fault, ten cells horizontally on the Imperial Fault, and two cells horizontally 
on the Brawley Fault. A cell dimension less than 5 km for this problem is not feasible since the 
number of parameters would become quite large. The data is filtered so that the shortest data 
wavelength is roughly 10 km corresponding to a three-second period wave in the material below 5 km 
depth. The smallest discretization wavelength and smallest data wavelength are therefore comparable. 

The slip function, F(t), is illustrated in Figure 4-2. F(t) is basically a smooth step function which 
begins rapidly, achieving about 75 percent of the final offset in one second and terminates in 2.25 
seconds. For the frequency range of the filtered data (periods greater than 3 seconds), the departure of 
F(t) from a step function in Figure 4-2 is not significant and the reader may simply regard F(t) as a 
step function. Each cell is allowed to slip five times at sequential delays of ot = 0. 75 seconds, slipping 
as F(t) each time. The increment of 0.75 seconds is chosen in accordance with the 3-second low-pass 
filtering of the data; increments in slip occurring at higher frequencies can not be resolved. 

The average rupture front T(x) is the arrival time of a geometrical ray wavefront defined by 90 
percent of the shear wave speed (see Table 4-2 for shear wave velocity). T(x) initiates at 10 km depth 
below the epicenter and proceeds bilaterally along the Imperial Fault. T(x) on the Brawley Fault ini­
tiates when the wavefront passes on the Imperial Fault. Since the observed surface offset began 
abruptly at 10 km northwest of the epicenter on the Imperial Fault, a second rupture is allowed to occur 
here which propagates to the south and is initiated by the passing of the first rupture. This second rup­
ture is equivalent to allowing the average rupture front T(x) to proceed bilaterally from a point 10 km 
northwest of the epicenter on the Imperial Fault. 

The number of parameters equals twice the number of cells multiplied by the number of times 
each cell can slip. The factor of two arises since each slip vector, s1k in Eq. (2-5), has two components 
in the plane of the fault. There are 24 cells on the Imperial and Brawley faults combined for the initial 
bilateral rupture and 8 cells on the Imperial Fault for the second rupture: a total of 32 cells. Each cell 
is allowed to slip five times. This yields a total of n=320 parameters. 

Before performing the inversion, both sides of Eq. (2-5) are Fourier band-pass filtered to retain 
only periods longer than 3 seconds and shorter than 10 seconds. Both data and Green's functions are 
then sampled at 0.25 second increments so that the character of the waveforms is maintained. Only the 
first 30 seconds of recorded ground motion is considered which results in 120 data points for each of 77 
components, a total of m=9240 data points. Although m > n and the problem appears overdetermined, 
there is a great deal of redundancy and the solution for the slip parameters is likely to be ill­
conditioned. 

For each component of acceleration used in the inversion, the maximum value is found and both 
data and Green's functions for that component are divided by that value. This has the effect of nor­
malizing the problem so that the inversion is attempting to fit each component to within the same per­
centage. Due to the inability of the inversion to fit the motion at several stations, certain components 
were weighted small in the inversion; these are marked with a * in Figure 4-12. The weighting was 
accomplished by multiplying the rows of the matrix and the data by 0.01 for these components; all 
other components were not weighted and therefore have an effective weight of 1. 

4. 3 The Least Squares Solution 

The least squares solution is defined in Eqs. (3-3) through (3-5). Figure 4-3 shows the distribu­
tion of slip which results from fitting the data without any attempt to ensure stability in the solution. 
The area of each triangle is proportional to the slip in a given cell and points in the direction of slip. 
For example, a triangle pointing to the right indicates right-lateral strike-slip motion; a triangle pointing 
up indicates dip-slip motion with the west side of the fault surface moving up relative to the east side. 

The dynamic slip in Figure 4-3 (bottom) contains two groups of boxes, each group being five 
boxes high. The upper group of boxes contains the five slips in the row of cells spanning 0 to 5 km 
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depth on the fault surface; the static offset from 0 to 5 km depth is shown in the upper row of cells 
above. The lower group of boxes contains the five slips in the row of cells spanning 5 to 10 km depth; 
the static offset from 5 to 10 km depth is shown in the lower row of cells above. The static offset in a 
given cell is the vector sum of the five corresponding dynamic slip vectors. 

The static offset and dynamic slip are each scaled separately according to their peak value. The 
peak offset in Figure 4-3 is 3.96 meters. The peak dynamic slip is 2.05 meters, occurring within a time 
increment of 0. 75 seconds. The seismic moment is 4.04 x 1025 dyne-em, defined as the scalar length of 
the vector sum of the offsets in all cells. The offset is very oscillatory with neighboring cells having 
offsets in opposing directions. Even the dynamic slip within a given cell oscillates, changing direction 
by as much as 180°in 0.75 seconds. Most of the energy radiating from this fault motion is simply can­
celing and has a minimal affect upon the fit to the data. This solution is not acceptable due to the 
erratic spatial and temporal variations and the significant component of left-lateral faulting on known 
right-lateral faults. 

The erratic character exhibited in Figure 4-3 is typical of unstable solutions in which small varia­
tions in the data produce large changes in the solution. The stabilizing methodology presented in Sec­
tion 3.1 is used to suppress the unstable part of the least squares solution, and in so doing, increase the 
misfit to the data by a small amount. Although the stabilized solution is not the best fit to the data, it 
is stable in the sense that it is not being controlled by small features in the data. 

The condition number of the original matrix is 128 (ratio of the largest to smallest singular value) 
implying that a one percent change in the data could lead to a 128 percent change in the overall solu­
tion. The condition number is reduced in order to stabilize the solution by appending a set of equa­
tions to the original matrix as defined in Eq. 0-17). The filter coefficient matrix H is prescribed to be: 
zero where the singular value ratio is between 1 and 4; unity where the singular value ratio is greater 
than 20; and linear in between. The vector b is set to zero and the constant k0 is made large enough to 
reduce the condition number from 128 to 6. Stabilizing the matrix in this manner suppresses the 
unstable part of the solution associated with small singular values. 

Figure 4-4 shows the stabilized least squares solution obtained using the augmented matrix and 
data. Both the static offset and dynamic slip are much smoother than the unstabilized solution in Fig­
ure 4-3. The peak offset decreases from 3.96 meters in Figure 4-3 to 1.31 meters in Figure 4-4; the 
peak dynamic slip also decreases from 2.05 meters to 0.75 meters. The seismic moment similarly 
decreases from 4.04 x 1025 to 3.37 x 1025 dyne-em. While the offset and slip are smaller by a factor of 
three, the moment is smaller by only 20 percent. Such a small change in moment is due to the near 
cancellation of the unstable slip distributions. This cancellation results from the vector sum of slip vec­
tors having opposing orientations. The small change in moment suggests, quite expectedly, that 
moment is a more stable quantity than offset or slip. 

The geology and tectonics for the Imperial Valley indicate that faulting is predominantly right­
lateral strike-slip; the dip-slip component is much smaller with the west side of the Imperial Fault mov­
ing up and the west side of the Brawley Fault moving down relative to the east side. The stabilized 
solution (Figure 4-4) also exhibits predominantly right-lateral offset. The dip-slip component of offset 
in Figure 4-4 has the wrong polarity but is much smaller in amplitude than the strike-slip component. 

The dynamic slip for the stabilized solution still shows intermittent left-lateral motion, i.e., rever­
sals. Even the offset shows a few neighboring cells which moved in opposing directions, especially on 
the Brawley Fault. These reversals, both in static offset and dynamic slip, are no longer due to instabil­
ities in the solution. They are a characteristic of the least squares solution to this particular data set and 
no further amount of stabilization can make them disappear. 

Opposing static offsets along the fault contradict the expected fault motion based upon the tec­
tonic stress field and are therefore unphysical. The interesting question remains as to whether a distri­
bution of slip can be found which: (1) has no reversals; (2) is consistent with tectonic and geologic 
evidence; and (3) satisfies the recorded ground motion data. Since the ground motion data alone does 
not require the solution to be nonreversing, additional information must be added to the inversion to 
ensure this outcome as discussed in the next section. 
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4. 4 The Constrained Least Squares Solution 

By solving the constrained least squares problem of Eqs. (3-23) through (3-26), only nonreversing 
solutions are allowed. The inequalities of Eq. (3-23) take the form of positivity constraints for the 
parameters representing strike-slip motion. By keeping these parameters positive, each strike-slip 
parameter remains right-lateral. The dip-slip parameters for the Imperial Fault are constrained to be 
positive while the dip-slip parameters for the Brawley Fault are constrained negative. 

The constrained least squares solution is shown in Figure 4-5. Only the data and inequality con­
straints are used in this inversion and no attempt is made to ensure the stability of the solution. The 
remarkable difference between this solution and the least squares solution (Figure 4-3) is due entirely 
to the inclusion of the inequality constraints in the constrained least squares inversion. The static offset 
is much smoother in Figure 4-5 with all cells being right-lateral and having the appropriate dip-slip 
component in accordance with the inequality constraints. The dynamic slip is also quite reasonable in 
appearance showing the coherent temporal behavior resulting from the inequality constraints. 

The peak values of static offset and dynamic slip for the constrained solution (Figure 4-5) are 
nearly the same as the corresponding values for the least squares solution (Figure 4-3). The amount of 
static offset within any given cell is also nearly the same for these two solutions, although, the polarity 
of the offset sometimes differs significantly. The constrained solution has a moment of 1.71 x 1026 

dyne-em which is four times larger than the moment of 4.04 x 1025 in the least square solution. As was 
pointed out earlier, cancellation is responsible for the low value of moment in the least squares solu­
tion. The inequality constraints force the slip within each cell to be nearly parallel; hence, the amount 
of possible cancellation is minimized and the moment increased. 

Although the constrained least squares solutions seems reasonable (Figure 4-5), it does not follow 
from this judgement alone that it is also stable. Certainly, the addition of the inequality constraints can 
only increase the stability of the solution when compared with the unconstrained solution; however, the 
amount of increase has yet to be determined. The constrained least squares inversion is stabilized 
exactly as the least squares inversion (Section 4.3, Figure 4-4). A set of equations are appended to the 
original matrix and the solution to the augmented system is then found. The filter coefficient matrix H 
and vector b are defined exactly as in Section 4.3. The constant k0 is set large enough to change the 
condition number from 128 to 7. 

The stabilized constrained least squares solution is shown in Figure 4-6. Once again, stabilization 
produces significant changes in the solution. The moment is 9.13 x 1025 dyne-em compared with 
1.71 x 1026 in the unstabilized solution, nearly a factor of two smaller. The peak static offset and peak 
dynamic slip are also smaller by nearly a factor of two: 1.65 meters and 0. 93 meters in the stabilized 
solution; 2.6 meters and 1. 93 meters in the unstabilized solution. In the stabilized solution (Figure 4-
6), the relative offset in the upper five km on the Imperial Fault is much smaller at the northern end 
than in the unstabilized solution (Figure 4-5). ---

A noticeable trend can be seen going from the upper middle to the lower right in the dynamic slip 
at depth on the Imperial Fault (Figure 4-6). To interpret this trend, consideration must be given to the 
wavefront T(x) which defines the absolute time for the five point time window. Zero time for the five 
point time window is defined as the travel time of a wavefront initiating at the earthquake epicenter and 
traveling at 90 percent of the local shear wave velocity. Trends which go across the boxes from left to 
right correspond to slip propagating along the fault with a horizontal phase velocity equal to the wave­
front T(x). Trends which go from upper left to lower right correspond to slip propagating with a hor­
izontal phase velocity greater than the wavefront T(x). Similarly, trends which go from lower left to 
upper right correspond to phase velocities less than T(x). 

The bottom group of boxes contains the five slips for the single row of cells at five to ten km 
depth; hence, the trend corresponds to slip propagating in this depth range at a horizontal phase velo­
city greater than 90 percent of the shear wave speed. The actual phase velocity is between 4.0 and 5.0 
km/sec which more nearly equals the compressional wave velocity. Since this is the horizontal phase 
velocity of slip propagation, the actual velocity may be less. For example, if the slip is propagating 
vertically as a plane wave the horizontal phase velocity is infinite. With only two cells in the vertical 
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direction on the fault, the vertical phase velocity can not be accurately determined. 

Figure 4-6 (bottom) shows the right-lateral component of offset on the Imperial Fault for the sta­
bilized solution. The dark triangular shaded region is a schematic representation of the observed sur­
f ace offset (Sharp et a/. , 1981). The consistency of the sol uti on and observation is remarkable since 
the inversion is based only on the acceleration recordings. Both inversion and observation show the 
offset near the surface to be concentrated between 10 and 35 km north of the epicenter decaying to 
zero at the most northern end. The inversion shows about 70 percent more displacement in the upper 
five km than reflected in the observed offset at the surface. The offset between 5 km and 10 km is 
about twice that in the upper five km but the overall shape is very similar. It is interesting to note that 
no large concentrations of slip are required by the data; this is evidenced by the smooth character of the 
stabilized solution. 

The moment estimated from long period surface waves is 6 x 1025 dyne-em (Kanamori and 
Regan, 1981). Laser strain meter measurements taken at Pinon Flat Observatory approximately 140 
km away indicate a moment of 9 x 1025 dyne-em (Wyatt, 1981). The moment for the stabilized solu­
tion in Figure 4-6 is 9.13 x 1025 dyne-em, consistent with these independent estimates of moment. 

The fits to the data by the stabilized solution (Figure 4-6) are plotted geographically in Figures 4-
7, 4-8, and 4-9 for the 230 °, 140 °, and vertical components of motion respectively. Figures 4-10 
through 4-12 show the same fits in greater detail. The overall agreement in both amplitude and phase 
is very good. Figure 4-12 shows the detailed fit to the stations farthest south in Mexico; although there 
is agreement in amplitude, the fit to the phase is not very good due to the more complicated nature of 
the data in the south. Recordings denoted by a * in Figure 4-12 were weighted small in the inversion 
since their complexity was not well modeled by the inversion. 

By stabilizing the solution, a certain amount of fit to the data is sacrificed. Figure 4-13 shows the 
fit to the 230 o component of data by the unstabilized least squares solution. While the fit is nearly per­
fect, the corresponding solution (Figure 4-3) contains a very oscillatory slip distribution. Conversely, 
the distribution of slip in the stabilized constrained least squares solution (Figure 4-6) is smoothly vary­
ing while the fit to the 230 o component of data (Figure 4-7) is less perfect. The amount of misfit in 
Figure 4-7 is not much considering the improvement in the slip distribution. Of the four slip distribu­
tions (Figures 4-3 through 4-6), the stabilized least squares solution (Figure 4-6) is preferred due to its 
stability, coherence, and compatibility with geologic, tectonic, and other independent observations. 

4. 5 Stability Analysis of Inversion Results 

The condition number provides an estimate of the overall stability of the solution. In order to 
test the significance of particular details in the solution, stability is defined in terms of the smallest 
change in the data required to change the offset in a given cell by one meter (see Eqs. (3-27) through 
(3-30)). A cell which requires a small change in the data is less stably determined than a cell which 
requires a large change in data. 

Figures 4-14 shows the stabil}ty results for the two least squares solutions shown in Figures 4-3 
and 4-4. The most stable cell in the least squares solution is the third from the upper right corner on 
the Imperial Fault (Figure 4-14, top). An 8.5 percent change in the data is required to change the dip- . 
slip component of offset in this cell by one meter, while a 3.4 percent change is required to produce an 
equal change in the strike-slip component. Other cells (Figure 4-14, top) contain lower values for sta­
bility, sometimes only a fraction of a percent as in the northern upper corner of the Imperial Fault. 
These low values correspond to the least stably determined offsets in the least squares solution. 

The stability of the stabilized least squares sol uti on is shown in Figure 4-14 (bottom). It is clear 
that the effect of the stabilizing procedure is to make the stability of the strike-slip and dip-slip com­
ponents more nearly equal and the same in each cell. An 18 percent change in the data is required to 
produce a one meter change in the offset of the stabilized solution. Using this measure, the stability is 
improved by roughly a factor of 2 to 20 depending upon the cell. Again, improved stability is caused 
by suppressing the unstable slip distributions. 
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The stability of the two constrained least squares solutions are shown in Figure 4-15. Comparing 
Figure 4-15 (top) with Figure 4-14 (top), the constrained least squares solution is seen to be every­
where more stable than the least squares solution. This confirms the earlier statement that adding 
information to the inversion has the effect of stabilizing the solution. A 9.6 percent change in the data 
is required to change the dip-slip component of offset in third cell from the upper corner on the 
Imperial Fault (Figure 4-15, top). The cell with the most stably determined strike-slip component of 
offset is now near the southern upper corner of the Imperial Fault (Figure 4-15, top) requiring a 6.6 
percent change in the data to produce a one meter change. Just as in least squares (Figure 4-14, top), 
stability varies from cell to cell. 

The stability of the stabilized constrained least squares solution (Figure 4-15, bottom) is much 
greater than the unstabilized solution (top). The stability of the dip-slip component is nearly a constant 
14.2 percent everywhere, while the strike-slip stability is almost uniformly 12.8 percent. It should be 
noted that more than a 14.2 percent change in the data is likely to be required to change the dip-slip 
component of offset in two cell simultaneously; this amount has not been determined here. The same 
holds for simultaneously changing the strike-slip and dip-slip components of offset in one cell. 

To put the stability analysis in perspective, note that multiplying the data by two will change the 
solution by exactly a factor of two since the problem in linear in this regard. Since the offsets in the 
stabilized solutions (Figures 4-4 and 4-6) are roughly one meter, a 100 percent change in the data can 
therefore change the offset in every cell by roughly one meter. To change the a component of offset in 
only one cell by one meter will require less than a 100 percent change in the data. Hence, the 14.2 per­
cent change in the data shown in Figure 4-15 (bottom) indicates a stable solution. 

5. Conclusions 

Due to the linear relation between the displacement discontinuity on a fault surface and the 
resulting seismic radiation, it was shown that linear inverse theory could be used to infer subsurface slip 
distributions on a known fault from recordings of ground motion at the Earth's surface. In order to 
obtain physically reasonable slip distributions, inequality constraints were satisfied in addition to the 
recorded data. Not only did inverse theory allow a reasonable solution to be systematically found, it 
provided a framework wherein the solution was decomposed into a stable and an unstable component. 
When many distributions of slip fit the data, differences in the solutions were found to correspond to 
the unstable component which is not determined by data. 

Inverse theory was applied to 77 components of low frequency acceleration recorded in the near­
field of the October 15, 1979 Imperial Valley earthquake. A solution was obtained in Section 4.4 wh1ch 
satisfies the data, is physically reasonable, and only contains the stable component of slip distribution. 
The seismic moment of 9.13 x 1025 dyne-em obtained for this solution is consistent with independent 
estimates of moment from long period surface waves and static strain measurements. The correspond­
ing peak offset is 1.65 meters occurring between 5 km and 10 km depth and 15 to 20 km north of the 
epicenter on the Imperial Fault; the offset in the upper five kilometers conforms in both amplitude and 
shape to observations of surface offset and has a peak value of one meter. The offset obtained was 
predominantly right-lateral and smoothly varying requiring no localized zones of high offset; offset on 
the Brawley Fault is much less than that on the Imperial Fault. The time behavior of slip was explained 
by a rupture front propagating at an average velocity of 90 percent of the local shear wave speed; how­
ever, over a distance of 20 to 30 km on the Imperial Fault, the horizontal propagation of slip occurred 
at a velocity approaching that of the compressional wave. 
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Figure 2-1. Geometry of fault surface S in an elastic halfspace. In this figure, a planar fault 
surface at a dip of o from the vertical is divided into two-dimensional rectilinear cells. 
Each cell requires a two component vector to described the relative slip across the surface. 
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Figure 4-1. Map showing fault geometry and station locations for the October 15, 1979 Imperi­
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of slip on the Imperial and Brawley faults. 
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Figure 4-11. Comparison of data (solid line) with fit to the data (dashed line) by the stabilized 
constrained least squares solution of Figure 4-6 (analogous to Figure 4-10 for nine addi­
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Figure 4-14. Stability analysis results for the least squares solution (Figure 4-3) and the stabil­
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Figure 4-15. Stability analysis results for the constrained least squares solution (Figure 4-5) 
and the stabilized constrained least squares solution (Figure 4-6) (analogous to Figure 4-
14 for the stability of unconstrained least squares). The constrained least squares solution 
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14, top). Also, the stabilized solution (bottom) is more stable everywhere than the unsta­
bilized solution (top). 
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Station il' Station Component 
Number Name Orientations* 

---~~--- --------------·t -- ·--··· ----------- --- --- ------------ -------------------- - -- 1---------------

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

1 El Centro #7 j 230°, up, 140° 

1

1 

El Centro #6 · 230°, up, 140° 
Bonds Corner 230°, up, 140° 

I 
El Centro #8 230°, up, 140° 
El Centro #5 230°, up, 140° 
El Centro Diff. 360°, up, 270° 
El Centro #4 230 ° , up, 140° 
Brawley Airport 315°, up, 225 ° 
Holtville Post Office 315°, up, 225 ° 
El Centro #10 G0°, up, 320° 
Calexico 315°, up, 225° 
El Centro #11 230°, up, 140° 
El Centro #3 230 ° , up, 140° 
Parachute Test Fac. 315° , up, 225° 
El Centro #2 230° , up, 140° 
El Centro #12 230 ° , up, 140° 
Calipatria 315° , up, 225 ° 
El Centro #13 230°, un, 140° 
El Centro #1 230 ° , up, 140° 
Supers t i t i on ~1 t . * * l 3 5 o , up , 4 5o 
Plaster City** 135° , up, 45 ° 
Coachella Canal #4** 135° , up, 45 ° 
Agrarias 183° , down, 93 ° 
Cerro Prieto** 57°, down, 327° 
Chihuahua 192° , down, 102 ° 
Compuertas 195° , down, 105° 
Delta 172°, down, 82 ° 
Cucapah 85°, up, 355° 
Victoria 75°, uo, 345° 
~1eloland 0°, up, 270° 

Table 4-1. List of component orientations for near-field stations recording the October 15, 
1979 Imperial Valley earthquake. 
* Horizontal direction measured in degrees clockwise from North. 
** Stations not considered in the inversion studies. 
-- Data not recorded for this component. 
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Thickness/ P-Wave Velocity, S-Wave Velocity, Dens i tJ 
Layer Depth ( km.) km/sec km/sec gm/cm 

l 0. l 0 0.0 1.690 0.500 2.04 
2 0.15 0. l 0 l. 790 0.818 2.06 
3 0.50 0.25 2.167 l .010 2.13 

4 0.50 0.75 2.533 1.200 2. 21 

5 0.50 l . 25 2.900 1. 410 2.28 

6 0.50 l. 7 5 3.267 1.620 2.35 

7 0.50 2.25 3.633 1. 850 2.43 

8 0.50 2.75 4.000 2.080 2.50 

9 0.50 3.25 4. 367 2.330 2.57 
10 0.50 3.75 4.733 2.590 2.65 
11 0.50 4.25 5.100 2.870 2.72 
12 0.50 4.75 5.375 3.060 2.77 
13 0.50 5.25 5.650 3.260 2.83 

14 5.25 5.75 5.750 3.320 2.85 

15 0.30 11 • 0 6.700 3.870 3.04 
16 0.30 11 . 3 6.900 3.980 3.08 

17 0.30 11 . 6 7.100 4.100 3.12 

18 1 . 31 11 . 9 7.300 4.210 3.16 

19 2.50 13.21 7.800 4.500 3.26 

20 ---- 15.71 8.100 4.670 3.32 

Table 4-2. Crustal structure consisting of homogeneous plane layers used in the calculation of 
theoretical Green's functions for the Imperial Valley, California. 
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SOURCE DYNAMICS OF THE 1979 
IMPERIAL VALLEY EARTt-IQUAKE FROM NEAR-SOURCE 

OBSERVATIONS (OF GROUND ACCELERATION AND VELOCITY) 

ABSTRACT 

Mansour Niaz i 
TERA Corporation 

2150 Shattuck Avenue 
Berkeley, California 94704 

Two sets of observations obtained during the October 15, 1979, Imperial Valley 

Earthquake, M 6.9, are presented. The data suggest different dynamic s 
characteristics of the source when viewed in different frequency bands. The 

first data set consists of the observed residuals of the horizontal peak ground 

accelerations and particle velocity from predicted values at epicentral distances 

within 50 km. The residuals are calculated from a nonlinear regression analysis 

of the data (Campbell, 1981) to the following empirical relationships, 

in which R is the closest distance to the plane of rupture. 

The so-calculated residuals are correlated with a positive scalar factor signifying 

the focusing potential at each observation point. The focusing potential is 

determined on the basis of the geometrical relation of the station relative to the 

inception point of rupture on the fault plane. 

The second data set consists of the acceleration directions derived from the 

windowed time histories of the horizontal ground acceleration across the El 

Centro Differential Array (ECDA). The horizontal peak velocity residuals and 

the low-pass particle acceleration directions across (ECDA) require the fault 

rupture to propagate northwestward. The horizontal peak ground acceleration 

residuals and the high frequency particle acceleration directions, however, are 
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either inconclusive or suggest an opposite direction for rupture propagation. The 

inconsistency can best be explained to have resulted from the incoherence of the 

high frequency radiation. 

A test for the sensit ivity of the correlation procedure to source location was 

conducted by ascribing the observed strong ground shaking to a single aspeity 

located 12 km northwest of the hypocenter. The resulting inconsistency between 

the peak acceleration and velocity observations in relation to the focusing 

potential is accentuated. The particle velocity of Delta Station, Mexico, in 

either case appears abnormally high and disagrees with other observations near 

the southeastern end of the fault trace. From the observation of a nearly 

continuous counterclockwise rotation of the plane of particle motion at ECDA, 

the average rupture velocity during the first six seconds of source activation is 

estimated to be about 2. 7 km/sec. 

INTRODUCTION 

Because of the extensive near-field instrumental coverage of the October 15, 

1979 Imperial Valley earthquake, the recorded information is well suited for 

testing different suggestions regarding the focusing effect of near-source strong 

ground shaking. In this study an attempt is made to study the dynamic 

characteristics of the source of this earthquake by examining two sets of 

observations. One set consists of all the available near-source PGA and PGV 

information within 50 km epicentral distance. The second data set consists of 

the acceleration time histories obtained across (ECDA). The more coherent 

nature of the low frequency (f <I Hz) waves at ECDA allows an estimation be 

made of the average velocity of rupture propagation. 

OAT A ANALYSIS 

The mean horizontal peak ground acceleration at 36 stations (72 observations) 

and the peak velocity at 31 stations (62 observations) located within 50 km 

epicentral distance are regressed by the method described by Campbell ( 1981) as 

a function of their significant distances (the distance of the closest approach of 
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the rupture surface), and residuals from the mean are calculated at each 

observation point. Because, all observations are for a single earthquake, the 

effect of the earthquake magnitude does not enter in the analysis. The residuals 

are, therefore expected to agree also with those resulting from the analysis of 

Joyner et al. ( 1981 ), the slightly different definition of distance 

notwithstanding, by using a commom formula 

-d 
PG A = A I (R + C I) I 

-d2 
PGV = A2 (R + c

2
) 

(I) 

The so calculated residuals from the predicted values given by (I) are then 

normalized to the standard deviation a of regression and then are correlated 

with the focusing potential at their respective stations. Calculation of the 

focusing potential based on a purely geometrical relation between a source and 

receiver pair is illustrated in Figure I. A numerical value above one for this 

factor at a station indicates a potential for focusing at that station and a value 

below one suggest defocusing. In Figures 2 and 3 the correlation of the residuals 

with the focusing potential are shown for peak horizontal ground acceleration 

and velocity, respectively. Because in the calculation of focusing potential we 

assumed a northwesterly direction for rupture propagation, a negative slope 

would correspond to a negative rupture velocity equivalent to a propagation to 

the southeast. There is a slight suggestion of such negative slope in Figure 2. 

The trend is, however, clearly influenced by the high peak acceleration observa­

tions at Delta (with a residual of about 2 o). The trend almost disappears when 

this data point is eliminated. The observed residual for peak velocity also 

appears abnormally high at Delta, and is seen in Figure 3 as an outlier. 

Curiously, however, when this data point is disregarded in Figure 3, a positive 

trend clearly emerges, which suggests a predominantly northwest direction for 

rupture propagation. 

The selection of the hypocenter as the main contributing source of the peak 

ground motion is not quite justifiable for extended sources. There have also been 
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several suggestions (Hartzell and Helrnberger, 1980) for the main source of 

energy, asperity, for this earthquake to lie approximately I 0 km to the northwest 

of hypocenter. We have, therefore, reanalyzed the data under the assumption of 

a source located about 12 km northwest of its epicenter at 32.728 degree North 

and I 15.404 degree West. The results of new correlations for this source 

location are given in Figures 4 and 5, for peak horizontal acceleration and 

velocities, respectively. For the revised asperity location, Bonds Corner and 

Mexicali stations are in defocused position and thus greatly enhance the negative 

trends of the Figure 4, suggesting that for this geometry, the peak horizontal 

acceleration clearly favor a southeast direction for the rupture propagation, 

provided the residuals are viewed in terms of focusing effect only by dis­

regarding the site and propagation effects. The lower frequency peak particle 

velocities however, still rnaintain their preferred northwestward propagation of 

the source. 

The inferred inconsistency between the dynamics characteristics of the source as 

observed by the near-source strong ground shaking in different frequency hands 

is also reflected in the acceleration time histories, resulting from the P wave 

observations at ECDA. Analyzing the first seven seconds of the records at 

elements 1-4 of the array, the signal to noise ratio of P coda at element 5 is 

extremely low, we present the particle acceleration direction in the form of rose 

diagrams in consecutive I second windows. 

Figure 6 shows these diagrams for the recorded accelerations after they were 

subjected to a low-pass filtering at I Hz. The filtered horizontal components 

were combined vectorially and weighted to obtain the predominant directions of 

particle acceleration in the form of rose diagrams each containing I second data, 

i.e., I 00 digital points. There is some noise problem at the beginning of the 

element 4 traces. The rest of the data present remarkably similar particle 

motion across the array for this frequency range. 

Considering the rectilinear nature of the P vibrations, the direction of the major 

sectors of the rose diagram would be expected to be parallel to the general 

direction of the recorded vibrations. They should, therefore, point to the source 
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location from which they were radiated. Thus, disregarding the burst of the 

superimposed energy which apparently approached the array in an east-west 

direction in the second time window, the source direction, during the first five 

seconds of observation, is seen to progressively rotate counterclockwise by as 

much as 50 degrees. The later observations, though extremely coherent, are 

predominantly shear waves which begin at about 5 second mark into the record. 

Based on these observations, the coherent component of the rupture propagated 

about 16 km northwestward in the first 5 seconds after its inception. Allowing 

for the propagation time (McMechan and Mooney, 1980) from the source, the 

average rupture velocity is estimated to be about 2.7 km/sec (see Figure 7 for 

detai Is). 

A similar set of diagrams for the 1-10 Hz frequency band is presented in 

Figure 8. While the inferred source direction during the initial second is 

consistent with those of Figure 6, the rose diagrams of consequent 4 seconds 

appear to be marked by multisource and multipath arrivals which result in a 

much less coherent picture across the array. Furthermore, the sequential 

patterns produced by individual array elements do not convey a clear indication 

of a coherently propagating rupture front. Evidently, the same factors such as 

incoherence of high frequency vibrations and multiple source character of the 

source for these frequencies would mask the dynamic characteristics of the 

source as were revealed by the low frequency observations. (Further discuss ions 

concerning the incoherent nature of high frequency accelerations are given by 

Smith et al, 1981; Niazi, 1981.) 

DISCUSSIONS 

The two lines of evidence as presented here, suggest that because of the high 

frequency character of peak accelerations, it is not always expected to be 

influenced in a predictable manner by focusing, as observed by Boore and 

Porcella ( 1980) for the Livermore earthquakes of January 1980. The focusing 

effect on the peak acceleration may therefore be viewed as an additional random 
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variable, contributing to the scatter of PGA) in much the same way as the site 

condition, propagation path and stress distribution may influence these observa­

tions. The source directivity, on the other hand, seems to have an observable 

influence on the peak ground velocity and/or low frequency acceleration 

amplitudes. The progressive rotation of the direction of P wave particle 

acceleration across ECDA, agrees with a rupture front propagating to the 

northwest with a rupture velocity of approximately 2.7 km/sec during the first 5 

seconds of faulting associated with the 1979 Imperial Valley Earthquake. 
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SH RAYS AND MODES IN A TWO-LAYER EARTH MODEL, 
WITH APPLICATION TO THE IMPERIAL VALLEY 

Eo Niver, A. H. Kamel and L. B. Felsen 
Department of Electrical Engineering/Computer Science 

and Microwave Research Institute 
Polytechnic Institute of New York 

Farmingdale, New York 11735 
( 5 1 6 ) 45 4- 5 0 7 3 

I. BACKGROUND 

Transient propagation in a stratified environment has traditionally been 
analyzed in terms of guided mode expansions (comprising discrete and, when 
appropriate, continuous mode spectra) or ray expansions (Cagniard-DeHoop 
techniques or Fourier inversion of harmonic ray fields)o More recently, ef­
forts have also been ~xerted toward direct numerical evaluation of propagation 
integrals o These teclhniques have been constrained to idealized configurations, 
with uniformity along the duct or layer axiso Even with these restrictions, 
implementation becomes difficult at the high-frequency ~nd of the signal spec­
trum since a modal formulation may require consideration of very many modes 
while the numerical evaluation of propagation integrals may require excessive 
computer time. Ray methods are limited because, for long observation times, 
the ducting environment necessitates inclusion of many rays having undergone 
multiple reflection and (or) refraction. For tractability, the high-frequency 
mode or ray expansions are often trrmcated, with only a vague estimate of the 
truncation error o Even when these alternative methods yield comparable nu­
merical results, the interpretation of the data derived by either method in 
terms of physical wave processes is obscured in view of the contribution, by 
superposition or interference, of many terms with comparable magnitudes o 

In an attempt to deal with the difficulties noted above, we have developed 
a rigorously based hybrid formulation whereby the transmitted signal is ex­
pressed in terms of q. judiciously chosen combination of ray fields, modal fields~ 
and a remainder o The method is especially well suited to the high frequency 
regime o The number of modes and rays included in this hybrid representation 
is usually far less than when only modes or only rays are considered. This 
facilitates numerical treatment of the problemo One also gains new physical 
insights since the formulation implies that propagation processes characterized 
by rays with many reflections can be treated collectively in terms of a few 
modes while processes characterized by many modes can be expressed suc­
cinctly in terms of a few rays o Moreover, the procedure seeks to minimize 
the contribution from the remainder, usually given in computable integral 
form, so that the entire motion can be expressed as a mixture of ray and modal 
fields chosen according to criteria with poignant physical interpretationo Thus, 
the hybrid formulation quantifies the truncation error of a mode series in terms 
of rays or, equivalently, the truncation error of a ray series in terms of modes, 
with inclusion of a remainder that often turns out to be negligible over broad 
ranges of the observation parameters 0 Furthermore, since the number of 
modes in a modal expansion can now be suitably restricted, the eigenvalue 
problem in a complicated layered environment may often be reduced to a 
simpler form for the retained cluster of modes. This feature economizes on 
computer time and required computer capacityo 
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The hybrid method has first been applied to time-harmonic propagation 
in tropospheric ducts, 1 underwater acoustic ducts, 2 and on concave surfaces. 3 
More recently, it has been applied to the study of a seismic event based on a 
simple model of the Borrego Mountain earthquake. 4 The model consisted of a 
homogeneous sedimentary surface layer above a semi-infinite homogeneous bed­
rock, with a line source of SH motion located in the bedrock, and the resulting 
SH motion observed at the earth's surfaceo This example demonstrated clearly 
the previously noted advantages of the hybrid approach. By combining rays and 
modes appropriately, the ray-like character of the early arrivals and the mode­
like character of the late arrivals has been exploited within a single concise 
formulation that allows the continuous monitoring from the first arrival to long ob­
servation times and exhibits the smooth transition from the ray phase to the 
modal phase of the hybrid field. 

II. MODELING OF THE IMPERIAL VALLEY ENVIRONMENT 

The analysis summarized in Section I has now been generalized to accom­
modate a simple two-layer model of the Imperial Valley environment. Here, 
the SH line source is located in the sediment which is assumed to have an in­
homogeneous velocity profile. 5 The velocity in the bedrock is assumed to be 
constant, with a velocity jump occurring at the sediment- bedrock interface, 
and the densities in the sediment and bedrock are also assumed to have the 
constant values p 1 and p 2 , respectively (see Fig 0 1 ). Lateral variations along 
z in the layer structure are ignored. 

For application to underwater sound propagation, we have previously em­
ployed a velocity profile varying exponentially with depth, 6 since the wave equa­
tion in such a medium has solutions in terms of known functions (Bessel functions) o 

In choosing a smooth canonical profile that fits the piecewise linear data in 
reference 5, we have therefore attempted to employ a functional dependence 
that permits portions of our underwater computer program to be used in the 
calculations. We decided on a velocity profile of the form 

v (0) 
s 

v (x) 
s = [ p + q exp (- 2 x/ a) ] l/ 2 

v (0) = 812.5 m/sec, 
s 

a = 2000m, p = 0.06445, q = 0.93555, 

( 1) 

( la) 

which approximates the given data quite well (see Fig. 1) and also yields solu­
tions of the depth-dependent portion of the SH motion in the form of Bessel or . 
Hankel functions 

f -- H(\)1' 2)((: X) ' k r;z-s \)::: avs -p, 
l/2 ~ = kaq exp( -x/ a.) 

X 
(2) 

Here, xis the_ depth coor_dinate, s i~ the normalized wavenu~ber along z1 and 
k = w /v f:'(O), with w denoting the radian frequency. · Our previous model, b also 
shown In Fig. 1, is recovered from ( 1) by setting p = 0, q = l. Although this 
simpler model is a poorer approximation to the dashed profile in Fig. 1, we 
have used it for illustration in some of the numerical calculations since the 
resulting functions fare then more readily computable. 
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III. ANALYSIS 

For a source in the sediment, the profile in ( l) admits of surface ducted 
(whispering gallery) rays as well as rays reflected between top and bottom. 
The caustic structure for the surface ducted rays is shown in Fig. 2. By the 
hybrid scheme, one may employ ray-mode combinations that exclude the caustic 
forming ray species and fill the angular v.olume subtended by these with modes 
(Fig. 3). Thereby, one avoids the need for corrections in the simple asymp­
totic ray field when the observer is near a caustic, or the need for computing 
generalized ray integrals that are valid in the caustic transition region. Time­
dependent source functions can be synthesized by exploring this option for 
various frequencies. The critically reflected ray and the glancing ray at the 
sediment- bedrock interface, for which the simple asymptotic ray solution fails 
(Fig. 3), can likewise be eliminated in this manner. 

A. Formulation 

Referring to Fig. l we seek a solution of the two-dimensional wave equa­
tion for SH motion caused by a time-harmonic line source at (x

1
, 0) in the sedi­

ment region (time variation exp(-iwt) is suppressed). In the sediment 0 < x < b 

2 
[ OOX IJ(x) :X t !J{x) ~ t p l W 

2
] u(x, z) =- O(X-X

1
) O(z) 

oz 
(3) 

Here, u(x, z) stands for the displacement in they-direction at the observation 
point (x, z), and 

2 / 2 . 2 -2x/a 
J.l(x ) = v s ( 0) Pl n (x), Wl th n (x) ~ p + g e , ( 4) 

is Lam<:t's constant. In the bedrock, the motion satisfies the simpler equation 
(3) with ll{x) replaced by the constant 11?, Pi by p 2 , and the right-hand side set 
equal to zero. The boundary conditions'-recfuire continuity of stress and dis­
placement at x = b, vanishing of stress at x = 0, and a radiation condition at 
x-7too. 

B. Plane Wave Spectral Representation 

By plane wave spectral decomposition with respect to z, one may derive 
a contour integral representation for u(x, z). The x-dependent functions in the 
integrand are solutions of the reduced equation (3) (with c/oz -7iks, where sis 
the normalized longitudinal wavenumber) subject to the ,x- domain boundary 
conditions. For the parameters in (4), this reduced equation is quite complicated. 
However, by assuming that 

2 - 2x/a 
n 2 ( x) - S 2 > > l [l - p + 4 pq e . l ( 5 ) 

(ka) 2 n 4 (x) ..J 

one obtains a simplified equation which can be solved in terms of the Bessel 
functions in (2). Care must now be taken to keep the original integration path 
C 0 away from points where s er: ± n(x), which requirement is well satisfied for 
observation points on the surface x = 0 where n(O) = l. Moreover, the inequality 
requires sufficiently high frequencies. Both of these restrictions are kept in 
mind when performing subsequent calculations. These difficulties do not arise 
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for the simpler model with p = 0, q = 1, for which simpler Bessel functions pro­
vide an exact solution. 

The solution can now be constructed by standard techniques. 6 When the 
original integration path C 0 along the real axis of the complex s- plane is de­
formed into the contour C in Fig. 4, one obtains the desired representation for 
the motion u(x, z) 

with 'J a.nd s , for any value of x, defined in ( 2). R (S,) and Rd(s) are reflec­
tion coefficie~ts at the upper and lower boundaries olf the sediment, respectively, 

Hl( 1 )(s ) + .&_ H(l)(s ) Hl( 2 )(s:_) + Y(s)H( 2 )(s ) 
R ( s ) = _ 'J o ka 'J o , R d ( s ) = _ 'J :_l 'J b 

u Ht(2)(~ ) + Jg H(2) (s ) H'(1)( ~ ,) + Y(S,)H(1)(s ) 
'J - o ka 'J o 'J '=' u 'J b 

( 7) 

with a prime denoting differentiation with respect to the argument. Further­
more, 

Y(s) 

and 

= 
1
._1 _2 n

2
(b) b / a ( 2 r 2)1/2 vCJ 

2 p - e n 2 - '=' + b/ 2 
n 

2 
1 J q ka e an (b) 

v (0) 
s 

v 
s2 

Branch cuts are drawn as shown in Fig. 4 so that 

Im [ ( n 2 - S 2 ) 1 /2 } > 0 
2 -

on the upper Riemann sheet, thereby satisfying the radiation condition as 
X~+ x. 

( 8) 

(9) 

(10) 

By contour deformation and manipulation of the integrand, one may de­
rive from (6) various alternative representations. 

C. Normal Modes, Leaky Modes, Plus Continuous Spectrum 

Normal modes trapped in the sediment layer arise from the poles sm 
which satisfy the resonance equation 

1 - R (s ) Rd (s ) = o u m m 
( 11 ) 
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in the interval n2 < sm < 1 on the real axis. 

Leaky mo9e poles s p_ also satisfy ( 11) but lie on the lower Riemann sheet 
Im{(n~-s2)1/2} <0 in the interval O<Retsp_} <n 2 , Imtsp_} >0. By deforming 
the original contour into the contour CB(Fig. 4) one obtains instead of the highly 
oscillatory integrand along C an integrand which decreases rapidly and is there­
fore useful for numerical or asymptotic evaluation. During this deformation 
one must take into account the intercepted pole singularities. One thus obtains 
the sum of all possible normal modes F m' a finite number of leaky modes F p_, 
and a branch cut integral F c with rapidly decaying integrand. For observation 
points on the surface x = 0, 

M L 

u(O,z) ( 12) 

m=l 

where 

( 13) 

Here, 

and F c is the integral in (6) (for x = 0), evaluated along the contour CB. M and 
L indicate the number of normal and leaky modes, respectively. 

The Hankel functions in ( 13) are approximated in terms of Airy functions 
(see Appendix A). The resulting formulation is employed to generate the ref­
erence solution, with which the other representations are compared. When the 
Airy functions are further reduced by WKB approximations, the normal and 
leaky mode fields due to the pole residues may be interpreted in terms of two 
self-consistent modal ray congruences as shown in Figure 5. 

D. Hybrid Ray- Mode Representation 

By expanding the denominator in (6) into a partial power series 

1 
( 14) 

one may rewrite the motion for observation points on the surface (x = 0) as 

2 N. 

u(O, z) = ~ ( L} Gnj + nN.) 
J 

( l 5) 

j= 1 n=O 
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where each Gnj denotes a generalized ray field with n reflections at the upper 
boundary x = 0, 

( 16a) 

and 

denotes a remainder accounting for truncation of the series at n = N. Here, 

with s = (1, 0) for j = 1, 2, respectively, and j identifies the ray species according 
to the possible departure directions of a ray from the source, as shown in Fig. 
6. The summation limit N in (14) has therefore been replaced by Nj in (15). 
The generalized ray integrals may describe surface ducted rays as well as rays 
(trapped or leaky) reflected between top and bottom of the sediment (see Fig. 6). 
Replacing the Hankel functions in ( 16a) by their Debye approximations (Appendix 
A), one may perform an asymptotic evaluation 7 of a generalized ray integral 
along the path Cnj in Fig. 4 to find the following contributions from saddle points 

t;,~~) a_nd t;,~~), and the branch point at n
2 

(when intercepted during the deformation 
o C 1nto \..,.;nj ): 

G . = G ( 1. ) + G ( ~ ) + G L. U ( s ( ~ ) - n 
2 

) 
n] n] nJ nJ nJ 

( 17) 

where U(.) is the Heaviside unit function, and G~} (due to s~~)) represents a 
ray whose turning point is above the lower boundary (category ( 1 )) while G~} 
(due to s (~)) represents a ray intercepting both boundaries (category (2)) as 
depicted ~b Fig. 6 . Even without the De bye approximations, the integrand de­
cays away from the saddle points along Cnj and therefore renders numerical 
evaluation of the generalized ray integrals G~ L) and G~.) more efficient. The 
branch point contribution, when relevant, rep;esents a \ateral wave (refraction 
arrival) GL., as schematized in Fig. 3. Here, the rapidly convergent inte-
grand in ( P~a) is evaluated along the contour C B in Fig. 4. To simplify the no­
tation, the ray species index j is omitted henceforth. 

The remainder DN in ( 16b) can likewise be made rapidly convergent
6 

by 
deforming the contour C 1nto the contour CN passing through the saddle points 
sM")' r = l, 2; the integrand now decays away from the saddle points along the 
deformed path. During the deformation, one must extract residues due to any 
intercepted (normal or leaky mode) pole singularities. This yields 

MN L 

DN = 1:: ~m + ~ F_e+RN (18) 

m=l £ =LN+l 
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The "incomplete'' normal modes F m and leaky modes F /.. represent portions 
of the complete modes in ( 13): 

I 
=..!I. kan(x ) 

4 vz(O)p_ 
s .l 

iks z 
E(s )¢(£ 1)e n 

0 X 

\):::\) 
n 

, h=mori.. ( 19) 

with¢ (s ')defined in (l6c) and E(s ) in (l3a). The new remainder RN, evalu-
ated along CN has the form 

0 

R = R(l) + R( 2 ) + RL U(s (2 )- n
2

) 
N. N N N N 

(20) 

For category ( 1), 

{20a) 

where the first term represents half of the last included surface reflected ray, 
and 

I N 
= ika n(x) j E(£ )¢(£ ,)[R (s)Rd(s)J 

16 2(0) C 0 X U 
vs pl N 

( 2 1) 

Here, the relevant position of the integration path is the one near ~~1 ). Analogous 
considera~ions, no_w r~ferring to s f-r!, appl~ to R}J.-). The ~ast term 1n (20) is the 
branch po1nt contr1bubon, when requ1reei., w1th the 1ntegral 1n (21) evaluated along 
CB in Figo 4. 

Substitution of (18) into (15) yields the following exact hybrid representa­
tion for the motion (omitting the subscript j on the right-hand side): 

2 N MN L 

u ( 0 , z) = [: [ ~ Gn + L F m + l~ '"' -1 
Fi. +RNj 

j=l r .. =O m=l .R. =LN+1 

( 22) 

different portions of which can be expressed asymptotically, when applicableo 
This res_Elt can evidently be generalized to apply to any finite group of rays 
N :s._n < N extracted from the totality of all possible rays. 

. (l) (2) / -2b/a 
When the saddle po1nts sn and sn are not too close to sb = "-.: p+qe , 

one may use the isolated saddle point method to evalue ( 16a) asyrnptotically by 
taking the contribution from each saddle point s(r), with (r) = (l) or (2), in-
, . "d 11 n a1v1 ua y: 

(23) 
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where the upper and lower signs refer to q~ ( s~)) positive and negative, re­
spectively. 

The saddle point s(r) is determined from the condition 
n 

2rq (s(r))J=o. 
os L n n 

(24) 

With o(x, s) and S(x, s) defined in Appendix A, one has 

qn (s) = (2ntl) o(O,s)- or2(n+l)o(b,S,) + ~o(x',s) + s: (25) 

and 

f (s) = ikan(x') l S(O,s)S(x ',S,)[ 1 tiR ] R n a,nts n 8 v! (0) p 1 u u _r 

(26) 

wh~e P. = (-i, 1) and~= (1, -1), for j = 1, 2, respectively. Furthermore, ci 1. = 
(1, Rd) and Or= (0, l) for r = l, 2. Finally, 

and 

R ·= i(i ka ,.j-1 --s~2 + q ) (27a) 

u I 2 
-i ka J 1- s + q 

J -2b/a 2 '- -b/a \ -i p+qe -s +-vqe Y(s) : 
)' 

i ,j p + q e- 2 b 7<1 _ r, 2 + Jq e- b /a y ( r, ) j 
(27b) 

The ray caustics at and near the surface, depicted in Fig. 2, are deter­
mined from the simultaneous solution of (24), for category ( l ), and 

~ 2 i -, _o_, q (s(l)) I= o 
0S2 L n n J 

Debye asymptotics and subsequent simple saddle pcint evaluation fails 
when the two saddle points s ( l) and sb2) approach sb, which corresponds to the 
glancing ray in Fig. 3 or, aflonger ranges, to a glancing ray with several 
surface reflections. One then has th!:_ option of employing numerical integra­
tion for the generalized ray integral Gn in ( 16a) or of replacing this ray group 
by a group of modes. 

Similar considerations apply to the transition region s~2 ) ~ n 2 near the 
angle of total reflection (see Fig. 3) where the simple asymptotic evaluation 
of the integral for the lateral wave G~ and G~) fails. 
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E. Numerical Results 

In our numerical work, we intend to retain ray fields whenever these can 
be approximated by their simple asymptotic forms, and to emplt:>y the hybrid 
formulation to eliminate those rays which correspond to the transition regions 
wherein asymptotic ray theory (ART) is invalid. In performing the calculations, 
we have several objectives in mind. A first concern is to establish a reference 
solution, with which subsequent alternatives can be compared. Since (18), with 
(20), is an exact relation, one part of the equation can provide a check on the 
accuracy of the remaining part. Accordingly, we have evaluated the ray integrals 
numerically and compared the result with a numerical evaluation of the mode 
sums plus collective ray or mode remainders. Positive agreement not only 
proves that the ray-mode equivalences are posed properly and that the programs 
operate correctly, but it also establishes the validity of certain high-frequency 
approximations (WKB or Airy type for the depth-dependent functions), which 
will arise in the study of more general profiles. A second concern is to simplify 
evaluation of the collective remainders by utilizing asymptotic analytical evalua­
tion of the relevant integrals. This is possible when the transition regions sur­
rounding the spectral truncation poirts are isolated from other singularities in 
the integrands , Finally, to establish the limits of applicability of ART, one 
must know the width of the transition regions surrounding the troublesome rays. 
This can be assessed by comparing the numerically evaluated ray integrals 
with their ART approximations. It may be noted that all numerical evaluations 
of ray or remainder integrals are performed along contours in the complex 
plane whereon the integrands decay exponentially away from the central region 
near a saddle point. Therefore, to within stated accuracy, the integration 
routines here are much more efficient than those (for example, FFT) relying 
on spectral integration along the real axis where the integrands are highly 
oscillatory. 

We wish to emphasize again that the conclusions to be reached from this 
investigation of the special model profiles in Fig. l will have a strong bearing 
on what one may expect under more general conditions since WKB type and re­
lated appropriate high-frequency approximations have been utilized, whenever 
possible, for the exact functions in Section Ill. 

The following results have been obtained so far: 

a.. For the surface ducted caustic-forming rays in Fig. 3 , it has been 
established by com~aring the numerically evaluated ray integrals with ART that 
ART may be inapplibable even when the observer is not near a caustic~ This 
conclusion is in accord with previous observations6 that rays with many surface 
reflections, whose ~rajectories lie entirely within the first two, or so, surface 
guided modal ducts, cannot be validated by ART. The supporting data is pre­
sented in Table I. Thus, for the rays with the largest number of reflections 
(n = 3, 4), alternatives to ART must be employed. The caustics for both model 
profiles are shown in Fig. 2. 

~. For the glancing ray transition region in Fig. 3 
equivalence has been expressed as follows 

, the ray-mode 

G~) + G~) = L2 Fm- ~ G~l~-R~l~- ~ G~ll + R(~~l 
Ml 

Results for profile 2, shown in Table II, demonstrate the inadequacy of ART 

and the applicability of the ray-mode equivcilence. 
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These calculations are now being carried further to establish how the 
hybrid method can most effectively complement the asymptotic ray theory 
(ART) algorithm, the real ~ spectral integration algorithm, the normal mode 
algorithm, and other computational schemes now in use. Here, the hybrid 
approach can be employed systematically to correct failurs, as in transition 
regions for ART and the early arrival domain for normal modes; it will also 
be explored to render the overall computations for synthetic seismograms 
more efficient. 
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APPENDIX A 

Asymptotic Representations of Hankel Functions 

Uniform asymptotic formulas, in terms of Airy functions, for Bessel 
functions and their derivatives are as follows: 8 

(Al} 

(A2) 

where 

kx > 'J 

ex. = (A3) 

kx < 'J 

and 

~ [J(kx)
2

- v
2

- v arc cos(v/kx)], kx>v 

s = I ') 2 (A4) 
3[ (. v+'Vv'-'-(kx) \ /2 2] 

-· i 2 \J £n kx ) - 'V 'J - (kx) , kx < 'J 

The square roots are defined to be positive when v is real and thereby, 
by analytic continuation, the behavior of the square root functions in the com­
plex \J-·plane is specified. 

In the text, the asymptotic evaluations are carried out in the s-plane, 
which is defined via 

'J = ka'\~ {A5) 

with 

Re,./s
2

- p >o and R j + -2x/a r 2 
e~p qe -';:> > 0 {A6} 

on the top sheet. In the s -plane 

~ . /. -2x/a 2 
3 [ r::z- ··/ s -- p + 1 tJP + q e - s 

~ = i 2 ka ~ s - p £ n '- _ x/ a 
. J + -2x/a r2] 

-1 p qe - ';:> 

..yq e 

li). the numerical computations, £n ( ·) is taken as the principal value 
and ~ljn , where n is a positive integer, is computed as 
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S l/n = J S J l/n expi(arg S + 2TT T)/n T=O,l, ... n-1 (A8) 

and T equals Ofor Re(s)<"./p+qe-
2
x/a and equals 1 otherwise. Similarly, 

where 

w 
1 2

(t) = Ai(t) =F i Bi(t) 
' 

(AlO) 

Debye asymptotic forms for the Hankel functions 
7 

in the s-plane ( v-plane) 

valid for kaJr;, 2-p< kaJq e-x/a (v < kx) are given by 

H~l ), (2 ) ( ka JCi e-x/a)- S(x, s) exp( ± ikao(x, s) =F irr/4) (All) 

where 

(A 12) 

and 

1
1 -2x/a 2 /-2- -l/Js

2
-P ) 

o(x, s) = 'V p + qe - s - . s -p cos \ c -x/a 
.vqe 

(Al3) 
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Fig. 1. SH velocity and density profiles for Imperial 
Valley terrain. Dashed curves: data frorn 
reference 5. Solid curves: proposed model 
with n(x) = [ p+q exp(- 2x/a) 1172 (profile l). 
Dot-dashed curve~ simplified model with 
n(x) = exp(-x/.a) (profile 2). 
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subsequent calculations are restricted to observation 
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Fig. 3. Hybrid combinations that avoid corrections of the simple asymptotic 
ray field required in transition regions A, B and C. The corres­
ponding angular intervals (shown shaded) can be filled with modes. 
Alternatively, the field can be evaluated by numerical integration 
of generalized ray integrals. Referring to {17} the ray angles 

-(1}, (2) h d ll), (2) . . 6 w . ere an w . 1n F1g. are related to the wave-
nJ nJ 

numbers as follows ~ (l.), ( 2 ) = n(x 1) sin w (~), (2 ) = n (o) sin w(l_), (2 } 
nJ nJ nJ 
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Fig. 4. Integration paths and singularities in the complex i ··plan/: Solid 
curves are contours on upper Riemann sheet Im (n 2 - C2

)
1 2 > 0 • 

xxxxx normal mode poles (surface guided and top-bottom trapped) 

G G G leaky mode poles 

C ( 1.) and C (~) are saddle points for rays intercepting the upper and 
11] nJ 

both boundaries, respectively. (See Fig. 6. ) 
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Fig . .S. Modal ray congruences for surface guided, top- bottom trapped, 
and leaky modes. 

Referring to (ll) w (l), (2 ) = sin -l (~ (l), (2 )/n (o) ) 
m m · 
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Fig. 6. 
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Profile 2 - Sour<.:e Depth at 1 k:n 

,___ so km 1 s1 km l 52 km r 53 km S! .. km 

! j=l I L Re I Im Re I:n RP ~~~- Re Im Rc- t-- Im 

~=3 c< 1> 1 0.2651~37 o.294 0.302 0.325 1 o.2;-;-ro.359 0.204- 0-:J8z1 a-:-13; 
n 

ART 0.330 0.300 0.351 0.260 0.373 0.210 0.393 0.150 0 .L~06 0.078 
~ 

G( 1) -0.352 -0.315 -0.19! .. -0.350 -0.270 -0.230 -0. 33! .. -0.284 1-0.310 -0.299 X JO- 11 

n=4 I n 
ART -0.585 I -0.309 I -0.495 -0.374 -0.317 -0 .li-02 -0.3 7!1- -0.365 I -0.392 -0.423 

A I -0.222 I -1.876 I 0.551 -1.921 1. 206 -1.768 1. 821 I -1.3 91 2.245 -0.885 

B I -0.215 I -2.065 I 0.531 -1.9 76 1.242 -1.823 1.846 I -J.Ld2 2.269 -0. 9!1-!1-

Table I- Real (Re) and Imaginary (Im) !arts of Surface Field Due to Surface-Ducted Rays vs. Range 
(f = 1. 644 Hz). Caustic locations may be inferred from Fig. 2. n =number of surface reflections. 
GA 1) = numerical evaluation of ray integral, with Airy approximations in integrands; ART= asymptotic 
formula for ray integral in (23) . .For n= 1, 2, G( 1 ) and ART agree to within 2o/o. "A" represents the 
numerically evaluated sum of rays with n = 3, n ~ 4, plus a collective formulation of all evanescent rays 
with n > 4. "B" represents the modal equivalent (2 Airy approximated modes) plus a collective ray re­
mainder. The com pari son between A and B indicates the validity of the modal equivalent for this 
group of rays. The failure of ART for n = 3, 4 is attributed to the fact that the turning points of these 
rays, over the given range interval, lie within the first two surface-guided modal ducts (see Fig. 5 for 
definition of modal duct). The widths of these ducts are 0. 576 and l. 85 km, respectively. At a range 
of 50 km, the turning points of rays n = 3 and n = 4 are at a depth of 1. 54 and 1. 05 Km, respectively. The 
turning points of rays n = l, 2 lie outside the first two modal ducts. 

Profile 2 - Source Depth at 1 km I 
58 km 59 lcm 60 lcm 61 km 62 km 

j=l Re Im Re Im Re Im Re Im Re Im 
- -
Al{'f -0.296 -0.059 0.245 0.213 -0. 158 -0.311 0.082 0.353 

LHS -0.298 0.150 1).254 -0.005 -0. 172 -0.073 0.095 0.096 -O.OJ8 -o .o 89 I 

X 10- 1 L 

RHS -0.299 0.150 0.255 -0.006 -0. 172 -0.073 0.097 0.097 -0.039 -o .o_s 9 I 
I -

Table II - Real (Re) and Imaginary (Im) Farts of Surface Field in Glancing Ray (N= l) Transition vs. 
Range (f = l. 644Hz) (Profile 2). LHS =numerical evaluation of ray integrals (with Airy approximated 
integrands) on the left-hand side (LHS) in (28); RHS =numerical evaluation of right-hand side (RHS) 
in (28). ART = asymptotic formula for LHS. Glancing at bottom co1:responds to a range of - 61 km. 
Nine (Airy approximated) modes are required in RHS, with M

1 
= 5, M

2 
= 13. The total number of 

possible trapped modes is 16o 



SPECTRAL ATTENUATION OF SH-WAVES ALONG THE IMPERIAL FAULT 

S. K. SINGH 

lnstituto de Geo.fTsica 
Universidad Nacional Autonoma de Mexico, Mexico 20, D.F. Mexico 

(905) 550-5215 

R. J. APSEL AND J. FRIED 

Del Mar Technical Associates, P.O. Box 1083, Del Mar, CA 92014 
(714) 481-9292 

J. N. BRUNE 

Institute of Geophysics and Planetary Physics, Scripps Institution of Oceanography 
University q( Cal((ornia, San Diego, La Jolla, CA 92093 

(714) 452-2890 

ABSTRACT 

Spectral attenuation of SH-waves has been studied to infer Q along the Imperial Fault. The data set con­
sists of six aftershocks of the Imperial Valley earthquake (15 October 1979, ML = 6.6) digitally recorded up to a 
distance of 51km. Although there is large variance in Q-1 due to scatter in the data, Q below 3. 75km appears to 
be a function of frequency (increasing from about 60 at 3Hz to 500 at 25Hz). High Q values obtained at high fre­
quencies strongly suggests that scattering has not removed a significant amount of energy from the signals and, 
thus, the observed result, Q varying with frequency, is not due to scattering. For sources below 4km the 
observed average SH-wave spectral amplitudes, A (f ,R) along the fault can be fitted by 

A (f R) = S (f) e- rrw e- rrfr! QU> , R 

where f = frequency, R = hypocentral distance, S(f) = source factor, Q (f) = quality factor below about 
3. 75km, and t = travel time up to 3. 75km below the surface. The value of t* for the upper 3. 75km is probably 
between 0.027 and 0.047 (average Q between 100 and 60) depending upon the fall off of S(f) with f (f- 3 or 
f -2) beyond the corner frequency. 

INTRODUCTION 

One of the most critical parameters in simulating earthquake ground motions is the seismic quality 
factor, Q. Even at short distances, Q is likely to play an important role in the attenuation of seismic 
shear waves at frequencies above about 1Hz. Present day uncertainty in Q leads to corresponding 
uncertainty in the seismic design of buildings and critical structures in earthquake prone areas. 

Several regressions on peak ground motion with distance have been made in the past (e.g. , Joyner 
and Boore, 1981~ Boore et a/., 1980). Attenuation of Fourier amplitude spectra with distance for Cali­
fornia earthquakes has been studied by Trifunac [1976], McGuire [1978], and McGuire and Hanks 
[1980]. Trifunac [1976] reported that the attenution with distance is essentially frequency independent 
and thus the shape of the spectra does not vary appreciably in the distance range between about 10 and 
100km. He found that the attenuation of Fourier amplitudes is adequately described by the empirical 
amplitude attenuation function of Richter [1958]. McGuire [1978], in a similar study but with some­
what different data set, found the attenuation of Fourier amplitudes with distance as R -- h where R is 
the hypocentral distance and b increases with frequency. The data set for these studies comes from 
earthquakes with M > 5 and from different regions of California. Thus the results from these studies 
provide an average attenuation relation for California. 

It is reasonable to assume that large differences in upper crustal structure will result in large 
differences in attenuation of seismic waves. Thus, each region should be studied separately. Ideally, 
for a given region, the data should come from small earthquakes (so that the events could be assumed 
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simple point sources) recorded over large epicentral distances and the crustal structure should be 
known. If the crust could be approximated by horizontal layers then the theoretical spectra, calculated 
for different distributions Q, could be matched with data to determine the Q structure of the crust. 
However, since at wavelengths of interest here (-lOOm to 3km) the crust is likely to be laterally 
heterogeneous, the observed attenuation would include the effect of scattering losses as well as the 
effect of intrinsic Q. 

In this study we present results of spectral attenuation of SH-wave along the Imperial fault. The 
data consists of six aftershocks (3.0 ~ ML ~ 3.4) of 15 Oct 1979 (ML = 6.6) earthquake which were 
digitally recorded up to a distance of 5lkm. The interpretation of the observed average spectra as a 
function of epicentral distance supports a frequency-dependent Q model. 

DATA 

Aftershock data used in this study were obtained from portable digital event recorders operated by 
Centro de Investigacion Cientifica y de Educacion Superior de Ensenada (CICESE), Institute of Geo­
physics and Planetary Physics (IGPP), Scripps Institution of Oceanography, University of California at 
San Diego, and U.S. Geological Survey (USGS), Menlo Park. Only those events which triggered three 
or more stations in an epicentral distance of at least 30km were selected. Six aftershocks 
(3.0 ~ ML ~ 3.4) fulfilled this criterion. Table 1 gives relevant data on these events. Locations of 
the events and the stations are shown in Figure 1. Events 3, 7 and 9 occurred towards north, events 6 
and 8 towards south, and event 12 was located near the center of the fault segment which broke during 
the main shock. CICESE stations utilized modified Terra Tech DCA 300 recorders whereas IGPP sta­
tions were equipped with Terra Tech DCS 302 recorders. Sensors were Kinemetric 5-sec and Geotech 
1-sec seismometers. Specifications of USGS stations (Sprengnether DRIOO) are given by Fletcher eta!. 
[1981]. Data reduction procedures for IGPP/CICESE and USGS stations are given by Brune et a!. 
[1980] and Fletcher eta!. [1981], respectively. 

All stations were equipped with three-component sensors. Horizontal sensors were oriented 
N45°E and N45°W at all CICESE/IGPP stations and in N-S, E-W directions at USGS stations. In 
theory, the S-wave motion at each station can be resolved in azimuthal (SH) and radial components 
and, applying a radiation pattern correction, the SH motion can be reduced to the expected SH motion 
at a station located at the same epicentral distance along the fault. In practice, correcting for radiation 
pattern results in unreliable signal and is very error prone at frequencies of interest in this study ( > 
1Hz). We find that stations which are expected to be nearly nodal for P and radial S show significant 
amount of energy for these phases. The same is true for stations expected to be nearly nodal for SH­
wave (see also Boore and Fletcher, 1981, Table 7). To avoid large errors caused by radiation pattern 
correction, we have chosen only those stations which were located near the fault plane and, in a few 
cases, near the auxiliary plane. Focal mechanisms of events 7 and 9 are given by Boore and Fletcher 
[1981] and for event 12 by R. Archuleta (personal communication, 1981). Although these solutions 
vary slightly, they are consistent with a vertical right lateral strike-slip fault with a strike of about 
N33°W. We shall assume this mechanism for all six events considered here. USGS stations were 
rotated to obtain the SH component. For CICESEIIGPP stations N45°E component was taken as 
recording SH motion. N45°E is within about 15 o from the true azimuthal direction for these stations 
and events (Figure 1). Tests with USGS data showed that rotation, generally, did not change the spec­
tra in an appreciable manner. 

About 2 to 4 seconds of S-wave signal were selected for analysis. Fourier displacement spectra 
were calculated after applying instrumental correction. Table 2 gives stations which provided data for 
each event. Spectra from IVC and HED were found to be anomalous. Signals and spectra from IVC 
were much lower than expected, perhaps because of instrumental problems or due to its location in a 
large school building. Spectra from HED appear reasonable at lower frequencies but attenuated much 
faster at higher frequencies than nearby stations COM and IAA. This is true for events both the the 
NW (events 3, 7, and 9) and to the SE (events 6 and 8) of HED. The anomalous character of the 
spectra may be due to local site conditions. HED was located on a sand dune. Whatever the cause of 
the anomalous behavior of these two stations, the data from these stations were discarded since our 
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interest here is in investigation of average attenuation along the Imperial fault rather than studying local 
site effects. 

In order to obtain spectral values at the same frequency points for all stations and events, the cal­
culated spectra were globally fit with cubic splines constrained to have continuous first and second order 
derivatives, and interpolated. The spectra were then smoothed by a low pass filter to remove extreme 
roughness yet preserving their basic character. For USGS stations only the plots of the signal and the 
S-wave spectra were available to us at the time of this study. The spectral amplitudes for these stations 
were smoothed by eye, read, fitted by global splines and interpolated. 

Spectra of the selected events showed no apparent difference in the corner frequencies at the 
same epicentral distance range r, although amplitude levels varied. For a given event the spectra at 
sttions in the epicentral distance ranges 2 ~ r ~ 14km, 22 ~ r ~ 25.5km, 29.5 ~ r ~ 33.5km, and 
43 ~ r ~ 5lkm were similar. For any given event, the recordings were available from only a few sta­
tions (Table 2). Rather than analyze individual events separately, it was decided to scale all the events 
so that the data could be thought of as being obtained from a single aftershock. The scale factors, 
given in Table 1, were obtained by shifting the spectral plots so that the spectra for stations in groups A 
(2 ~ r ~ 14km), B (22 ~ r ~ 24.5km), C (29.5 ~ r ~ 33.5km), and D (43 ~ r ~ 5lkm) of 
different events approximately matched. Scaled station spectra for group A are shown in Figure 2. 
Spectra in all groups show considerable scatter and oscillation. In order to obtain a representative spec­
tra for each group, the logarithm of spectra in each group were averaged. Figure 3 shows these log 
averaged spectra along with flanking curves for ± one standard deviation. (We have also analyzed the 
data by taking average of the amplitudes rather than the log average. The conclusions reached in this 
paper are not sensitive to the choice of the averaging process.) The numbers of stations in groups A, B, 
C, and D are 10, 3, 8, and 5, respectively (Table 3). The average epicentral distance for stations in 
groups A, B, C, and Dare 8, 23, 31.8, and 47.3km, respectively. The average focal depth of the events 
is 8.5 ± 1.4km. Narrow band filtering at 10-20Hz verified that the high frequency part of the spectra 
correspond to primarily S wave energy, even at the largest distances. 

INTERPRETATION 

Figure 3 shows our basic data for the average attenuation of SH waves along the Imperial fault. 
Although the data has been obtained from different events and instruments the mean curves in these 
figures should represent the average characteristics of the spectra at epicentral distances of about 8, 23, 
32, and 47km. 

Our model for interpretation of the data is 

A (j,R) = S~) e--rrfr! Q (1) 

where A (f, R) is the spectral amplitude at frequency f and hypocentral distance R = (r2 + 8. 52) 
112

, 

S(f) = source factor, t = total travel time, and Q = quality factor. This is a very simple model valid 
for a point source in a homogeneous, isotropic, infinite space and a priori mighl not provide adequate 
description of attenuation for the complicated Imperial Valley structure [McMechan and Mooney, 1980]. 
In order to test the validity of Eq. (1) we generated synthetic SH-wave spectra using Apsel-Luco syn­
thetic seismogram code [Apse/, 1979]. Calculations were made for a point dislocation, with Heaviside 
slip, buried at 8km and corresponding to a strike-slip faulting on a vertical fault plane. The receivers 
were located along the fault plane. The crustal model adopted for shear waves, based on the P-wave 
model of McMechan and Mooney [1980], is given in Table 4. The spectra were calculated at epicentral 
ranges corresponding to the actual earthquakes and stations (Table 3). These spectra were divided into 
groups A to D, smoothed and log averaged following the same procedure as used for the observed data. 
Two test cases were considered. In the first case Q of each layer was effectively infinite. It was found 
that the smoothed spectra decreased very nearly as 1/ R, independent of frequency, in epicentral range 
of interest. S (f), as expected, was constant with frequency. This means that 1/ R geometrical spread­
ing assumption in Eq. (1) does not introduce an important error. 

In the second test case we assigned Q to each layer according to the following relation: 
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Q = 27T + 10,83·5 (2) 

where ,B = shear wave velocity of the layer (km/sec). Calculated spectra were smoothed, log averaged, 
and grouped. From these average spectra at the four average epicentral distances of 8.0, 23.0, 31.8, and 
47.3km, we attempted to recover the source factor S(f) and Q. Taking logarithm (base 10) of both 
sides. EQ. (1) can be rewritten as 

1
1.364 /] log A(f,R) +log R =log S(f)- Q t. (3) 

For each frequency we have four data points and two unknowns. Solving EQ (3) at each frequency we 
obtained Q ~ 250, independent of frequency, but the inferred source factor, S(f), instead of being 
constant with frequency, as was actually the case, decayed rapidly with f. The reason turned out to be 
simple. The upper crustal layers have very low velocities (Table 4) with ,B increasing from about 
O.Skm/sec at the surface to about 2.5km/sec at 4km. For sources below 4km the waves travel nearly 
vertically through these layers and the travel time is essentially independent of distance. Thus the 
attenuation in the upper shallow layers is essentially independent of distance and the method cannot 
distinguish this from a variation in source spectrum. Let t* = J dt/ Q = t5 / Q5 where t5 is the vertical 

path 

travel time in the upper 4km of crust and Q5 is the equivalent Q. t* is nearly independent of R for 
these nearly vertically incident rays. For the Imperial Valley crustal structure, EQ. (1) can then be 
rewritten as 

S(f) -TT (t* 
A {f,R) = ; . e-1Tft / Q (4) 

where t now is total travel time minus t5 and Q is the quality factor of the half-space below the stack 
with t* = constant. Equation (4) can be written as 

1
1.364/l log A (f,R) +log R =log G(f)- Q t (5) 

where 

G (f) = S (f) e-TT/t* . (6) 

We reinterpreted the theoretical spectra for case two by including the effect of constant t* in the upper 
3. 75km. For the model (Table 4) t5 is about 2. 7 sec and t* = 0.113. The resulting Q was about 280 
with both Q and S(f) independent of frequency. Predicted spectra with t* = 0.113 and Q = 280 in 
Eq. (4) are in excellent agreement with the calculated average spectra of case two (Figure 4). 

From the test cases we conclude the following: 

(1) 1/ R is reasonable for geometrical spreading factor for the Imperial Valley crustal structure in the 
epicentral range of interest in this study. 

(2) For the Imperial Valley crustal structure it is reasonable to assume that the shear waves would 
propagate vertically in the upper 4km or so of the crust. For this reason, it is not possible to 
determine Q of these upper layers from sources located below 4km without making assumptions 
regarding the source factor S (f). We can only solve for G (f) in Eq. (6) and the average Q of 
the assumed half-space model below 4km. 

(3) It is remarkable that the simple relation given in Eq. (4) predicts the average synthetic spectra of 
case two so well. This gives us confidence that the observed data can also be interpreted with Eq. 
(4). 

For the interpretation of the actual observed spectra we followed the same procedure as for case 
two. At each frequency point, the observed averaged spectral values, A (f ,R), at the four epicentral 
ranges were used to solve for G and Q-1 in Eq. (5). Figures 5 and 6 show plots of G(f) and Q- 1. Q 
clearly appears to be a function of frequency, increasing from about 60 at 3Hz to about 500 at 25Hz. 
The variance in log A (f,R) can be roughly assigned as 0.123 (s.d. = ± 0.35) independent off and R 
(see Figure 3). Variance in Q-1 corresponding to this variance in log A (f, R) was calculated. Figure 6 
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shows ± one s.d. curves for Q-1. Large s.d. in the value of Q- 1 implies that Q-1 is not well con­
strained. 

In order to see if a constant Q below 3. 75km would fit the data equally well, we solved Eq. (5) at 
all frequencies and ranges simultaneously constraining Q to be a constant. This resulted in a Q of 
about 240. Predicted spectra at the four ranges with Q as a function of frequency and Q = 240 are 
shown in Figure 3 along with observed spectra. It is not surprising that Q (f) model predicts the 
observed average spectra better than Q = constant model, since Q (f) was obtained by fitting the data 
at each frequency. At close distances the constant Q model underestimates the average spectra at lower 
frequencies, and overestimates it at higher frequencies (Group A, Figure 3a). The converse is true at 
far distances (Group D, Figure 3d). This can be seen more clearly in Figure 7. Neither of the two 
models fit the observed data well for group B (Figures 3b and 7b). This is probably because only three 
spectra were available in this distance range (Table 3) and two of these were from the same station 
(IAA). Local site conditions may have resulted in anomalous nature of the observed average spectra. 
Although constant Q model predicts the spectra roughly within the error of the data (except for group 
B were the Q (f) model also does not fit well at low frequencies) the misfit to observed average data at 
close and far distances suggests that Q (f) is a more acceptable model. Observed similar average spec­
tral shapes at different distance ranges is best explained by frequency dependent Q below about 4km. 
Our experience with depth dependent Q in the second model, as discussed earlier, shows that Q(z) can 
be approximated by an average constant Q independent of frequency. Thus variation of Q with depth 
is not a likely explanation for the frequency dependence of the observed Q. It is possible that the stan­
dard error in observed average data (Figure 3) would decrease if each individual spectra were heavily 
smoothed before averaging. This would result in smaller variance of Q- 1. This, however, has not been 
attempted here. 

Further support for Q (f) model comes from plots of G (f) shown in Figure 5. Recall that 
G (f) = S (f) e-7Tft* . If we take the constant Q assumption, G (f) in Figure 5 decays as ~ f- 1 

between 2 to 10Hz, and ~ f- 3 above 10Hz. Various studies on source theory suggest that S(f) should 
fall off as f-v (2 < v < 3) at high frequencies (e.g., Brune, 1970~ Madariaga, 1976~ Brune et a/., 
1979) . This implies thatthe second term in G (f) (involving t*) is essentially constant, i.e. that t* is 
very small (Q > 200). However, intuitively one would expect the upper 4km of Imperial Valley to 
have rather low Q. The G (f) curve assuming Q a function of frequency in Figure 5 does not lead to 
this difficulty. Let us take the corner frequency of the events studied as 7Hz which corresponds to a 
source radius of about 200m according to Brune's model [Brune, 1970]. Assuming f- 2 decay beyond 
7Hz for S(f), a t* ::::::: 0.0477 is obtained from G (f) for the Q (f) model. This gives an average Q of 
about 60 in the upper 3. 75km. If S (f) is assumed to decay as f- 3 we obtain a t* ::::::: 0.027, the 
corresponding average value of Q being about 100. Thus, only a rough bound on the value of t* 
between 0.027 and 0.047 is possible since it is dependent on the source function. Although t* may also 
be frequency dependent we cannot resolve it from our data set. 

CONCLUSIONS 

Analysis of spectral attenuation of SH waves along the Imperial fault suggests a frequency­
dependent Q below about 4km. The estimated Q-1 values ~hown in Figure 6 indicate that: (1) Q is 
very high at high frequencies ~400-500 at 20-25Hz, (2) Q values are probably lower at 5-10Hz, 
~ 70-140, and may decrease to values lower than 30 at lower frequencies, although the standard devia­
tions at lower frequencies (~1Hz) are too large to establish this for certain. Because of the longer 
wavelengths compared to path lengths at lower frequencies, the reliability of the Q determination is 
lower. 

Although taking the extreme curve within the standard deviation bounds would allow a Q almost 
independent of frequency, we consider this unlikely. Even if this extreme interpretation were accepted, 
the conclusion that Q is very high at high frequencies would remain, and it would have to be concluded 
that Q is also quite high (> 100) at lower frequencies. 
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The fact that such high values of Q were obtained at high frequencies strongly suggests that 
scattering has not removed significant amount of energy from the signals, and that the apparent varia­
tion of Q with frequency is not a result of scattering. 

Frequency dependent Q for lithosphere from coda as well as shear waves have been reported by 
several authors [Aki and Chouet, 1975; Rautian and Khalturin, 1978; Tsujiura, 1978; Aki, 1980a,b1. 
Q (f) for Imperial fault is lower than for the regions considered by these authors. It is quite reasonable 
to expect a lower Q long an active fault zone. Bakun and Bufe [1975] report Q for SH waves between 
75 and 100 (1 to 12Hz) along the San Andreas fault in central California. 

The attenuation in the upper 4km is essentially independent of epicentral distance since for 
sources below 4km the waves travel nearly vertically regardless of distance. This attenuation can be 
described by e-TTft*. The value of t*, based on f- 2 or f- 3 model for the source radiation beyond 
corner frequency, lies between 0.047 (average Q :::::: 57) and 0.027 (average A :::::: 100). Any frequency 
dependence of the Q in the upper 4km cannot be resolved by the present data set. 

Taking Q (f) :::::: 20/ (25 > f > 3Hz) as suggested by our data, the attenuation with distance, 
[e-TTft/Q(f)]/ R, can be written as ~e-0· 05 R I R. This decay of spectral amplitudes (valid for sources 
below 4km) is greater than those reported by Trifunac [1976] and McGuire [19781. It is also greater 
than the attenuation of peak acceleration and velocity with distance as reported by Joyner and Boore 
[1981]. The difference may be due to anomalous attenuation along the fault. Source characteristics of 
larger events which constitutes the data set used by these other authors may also be a factor in the 
difference of the attenuation, although the situation may be more complex for larger events, since at 
high strain amplitudes nonlinear attenuation may come into effect. 

Greater resolution of Q would have been possible if we had more stations recording the same 
event over larger range. Obviously, understanding of high frequency seismic w.a.ye_attenuatign would 
benefit greatly by improving both the quality and the quantity of digital data from events located at 
different focal depths. 
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TABLE 1 

Aftershocks used in this study. Scaling factor refers to the factor by which S-Wave 
spectra of the event has been multiplied so that the events could be grouped together 
as one event (see text). 

Depth 4 Scaling 
Event No. Date Time (H:M:S) Lat. oN Lat. ow (km) ML Factor 

31 Oct. 18, 1979 13:20:26.61 32.872 115.513 8.8 3.2 l/2 

62 Oct. 19, 19 79 19:42:36.69 32.480 115.219 9.4 3.3 1 

71 Oct. 20, 1979 05:04:07.43 32.912 115.540 9.0 3.0 I 1 

82 Oct. 20, 1979 07:25:23.43 32.484 115.212 9.7 3. 1 5/2 

92 Oct. 20, 1979 14:52:54.93 32.884 115.499 5.9 3.3 1 

123 Oct. 31, 1979 11:43:46.45 32.738 115.413 8.0 3.4 l/3 

10rigin, location, and depth from Fletcher, et ~ (1981 ). 

20rigin, location, and depth from D. Chavez (personal communication, 1981). 

30rigin, location, and depth from R. Archuleta (personal communication, 1981 ). 

4ML from C. Johnson (personal communication, 1981:. 



TABLE 2 

Stations providing data for each event. Data from IVC and 
HED were not used in analysis because of instrument problem 
and/or abnormal character. 

Event No. Stations* Used in Analysis 

3 T f\!\1 , IAA, COM, HED, rvc 

6 TAt~, IAA, COM, HED, IVC, MEQ 

7 TAM, IAA, COM, HED, IVC, ME-Q, FBR, SLD 

8 TAM, IAA, HED, IVC, MEQ 

9 TAM, IAA, COM, HED, rvc, ~1EQ, FBR, JMS 

12 AFB, BCS, FBR, GPN, HUS, SLD 

* CICESE stations: TAM, IAA, COM; IGPP stations: MEQ, IVC, HED; 
USGS stations: AFB, BCS, GPN, GRS, HUS, JMS, SLD. JMS: 
forced balanced accelerometer, all others velocity sensors. 
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TABLE 3 

Epicentral distance ranges defining groups A to 0 
and stations contributing to data in each group 

Epicentral Distance Average Epicentral 
Range, km Stations (epicentral distance, km) Distance, km 

2 < r < 14 TAM(l0.5), TAM(l0.5), FBR(4.0) 8.0 + 4.2 - - SLD(8.5), FBR(2.0), JMS(6.0) 
-

MEQ(3.0), BCS(8.0), HUS(l3.5) 
GPN(l4.0) 

22 < r < 24.5 IAA(22.0), IAA(24.5), COM(22.5) 23.0 
- -

29.5 < r < 33.5 COM ( 29. 5), I AA ( 31 . 5) , COM ( 33.0) 
-

I AA ( 3 5 . 5 ) , A F B ( 2 9 . 5 ) , S L 0 ( 31 . 5 ) , 
COM ( 2 9 . 5 ) , I AA ( 31 . 5 ) 31.8 + 2.3 

-

43 < r < 51 TAM ( 4 3 . 0 ) , M E Q ( 5 l . 0 ) , ME Q ( 5 l . 0 ) , 47.3 + 3.8 
- - TAM(47.5), TAM(44.0) 

-



TABLE 4 

Crustal model of Imperial Valley, based on McMechan and 
Mooney (1980), used in the generation of synthetic spectra. 

Thickness, P- ~~a v e V e 1 o c i t y , S-~~ave Velocity, Dens it? 
Layer km km/sec km/sec gm/cm 

l 0.10 1. 690 0.500 2.04 
2 0.15 1. 790 0.818 2.06 
3 0.50 2.16 7 1 . 01 0 2. 1 3 
4 0.50 2.533 1. 200 2. 21 
5 0.50 2.900 1 . 410 2.28 
6 0.50 3.267 1. 620 2.35 
7 0.50 3. 633 1. 850 2.43 
8 0.50 4.000 2.080 2.50 
9 0.50 4. 367 l 2.330 2.57 

10 0.50 4.733 ! 2.590 2.65 
11 0.50 5.100 2.870 2.72 
12 0.50 5.375 3.060 2.77 
13 0.50 5.650 3.260 2.83 
14 5.25 5.750 3.320 2.85 
15 0. 30 6.700 3.870 3.04 
16 0.30 6.900 3.980 3.08 
17 0.30 7.100 4. l 00 3.12 
18 1 . 31 7.300 4.210 3.16 
19 2.50 7.800 4.500 3.26 
20 00 8.100 4.670 3.32 
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remove extreme roughness. Spectra for other groups show similar scatter. 
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