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CONVERSION FACTORS

For the convenience of readers who may prefer to use metric (International
System) units rather than the inch-pound units used in this report, values
may be converted by using the following factors:

Multiply inch-pound unit By To obtain metric unit
inch (in.) 25.4 millimeter (mm)

foot (ft) 0.3048 meter (m)

mile (mi) 1.609 kilometer (km)

square foot (ft2) 0.09290 square meter (m?)
cubic foot (ft3) 0.02832 cubic meter (m3)

foot per second (ft/s) 0.3048 meter per second (m/s)

cubic foot per second (ft3/s) 0.02832 cubic meter per second (m?®/s)

Sea level: In this report "sea level" refers to the National Geodetic
Vertical Datum of 1929 (NGVD of 1929)--a geodetic datum derived from a
general adjustment of the first-order level nets of both the United States
and Canada, formerly called "Mean Sea Level of 1929."
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CONVERSION FACTORS

Inch-pound units used in this report may be converted to International
System of units (SI) by using the following conversion factors:

Multiply inch-pound unit By To obtain SI unit
acre-foot (acre-ft) 1,233 cubic meter
acre-foot per year (acre-ft/yr) 1,233 cubic meter per annum
cubic foot per day (ft3/d) 0.028317 cubic meter per day
foot (ft) 0.3048 meter
foot per day (ft/d) 0.3048 meter per day
foot per year (ft/yr) 0.3048 meter per annum
foot squared per day (ft2/d) 0.0929 meter squared per day
gallon per minute (gal/min) 0.06308 liter per second
inch (in.) 2.54 centimeter
inch per hour (in/h) 2.54 centimeter per hour
inch per year (in/yr) 2.54 centimeter per annum
mile (mi) 1.609 kilometer
square foot (ft2) 0.0929 square meter
square mile (mi?) 2.590 square kilometer

Degree Fahrenheit (°F) may be converted to degree Celsius (°C) by using
the following equation:

°C = 5/9 (°F - 32).

Degree Celsius (°C) may be converted to degree Fahrenheit (°F) by using
the following equation:

°F = 9/5 (°C) + 32.

The following terms and abbreviations also are used in this report:
microgram per liter (ug/L)
microsiemens per centimeter at 25 degrees Celsius (MS/cm)
milligram per liter (mg/L)

Sea level: 1In this report "sea level" refers to the National Geodetic
Vertical Datum of 1929 (NGVD of 1929)--a geodetic datum derived from a general
adjustment of the first-order level nets of both the United States and Canada,
formerly called '"Mean Sea Level of 1929."



DOCUMENTATION OF A STEADY-STATE SALTWATER-INTRUSION
MODEL FOR THREE-DIMENSIONAL GROUND-WATER FLOW,
AND USER’'S GUIDE

By D. B. Sapik

ABSTRACT

An existing finite-difference model that simulates three-dimensional flow
of ground water was modified to simulate steady flow of freshwater in a
multiple-aquifer system containing freshwater and static saltwater. The two
fluids are assumed to be immiscible, with constant but different densities,
and are separated by a sharp interface. The interface position computed by
the model for a test problem was In good agreement with the analytic solution
for this problem. The model was developed to simulate saltwater intrusion in
coastal aquifers, but it could be used to simulate flow in any aquifer system
that is bounded by saltwater. This report describes modifications made to the
existing numerical model and the method of locating an interface, and contains
a user’s guide for the model.



INTRODUCTION

This report documents a finite-difference model, herein called SSIM3D
(Steady-State Saltwater-Intrusion Model for 3-Dimensional Ground-Water Flow),
for simulating three-dimensional steady flow of fresh ground water in a
multiple-aquifer system containing freshwater and saltwater. The saltwater
is assumed to be static, with a hydrostatic pressure distribution. The two
fluids are assumed to be immiscible, with constant but different densities,
and the fluids are assumed to be separated by a sharp interface with
continuity of pressure across the interface. The model was developed to
simulate saltwater intrusion in coastal aquifers, but it could be used to
simulate flow. in any aquifer system that is bounded by saltwater. SSIM3D
was developed by modifying Trescott’s (1975) model that simulates three-
dimensional flow in a multiple-aquifer system containing only freshwater of
constant density. Corrections to Trescott’s model that were made by Trescott
and Larson (1976) and Torak (1982) are included in SSIM3D. Some of the
numerical techniques used to locate a sharp interface are similar to those
used by Guswa and Le Blanc (1981).

The purpose of this report is to describe the flow equations solved by the
SSIM3D model, the method of locating the sharp interface, the testing of the
model, and the modifications to Trescott’s model. Also, this report contains
a user’s guide that describes the preparation of data required by the model
and the job control language needed to run the model on a computer. A listing
of the FORTRAN code for the model is included in the appendix.

This documentation was prepared as part of a ground-water resources
investigation in Island County, Washington, that was conducted in cooperation
with the Island County Board of Commissioners and the State of Washington
Department of Ecology.



MATHEMATICAL BASIS FOR THE MODEL

SSIM3D is a numerical model that solves the equation for steady flow of
fresh ground water in a multiple-aquifer system containing freshwater and
static saltwater, and locates a sharp interface between the two fluids. The
ground-water flow equation solved by SSIM3D and the equation used to locate
the interface are described in this section. The procedure for solving these
equations is described in "Solution of the Mathematical Equations."

The equation that describes the flow of a constant-density fluid in a
multilayered aquifer system was developed by Hantush (1960) and modified, as
shown below, to describe transient flow in any layer of a flow system
illustrated in figure 1:

a a

H
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where
X, ¥y, z are directions in a rectangular coordinate system (x and y

are in a horizontal plane and z 1is vertical) [L];

a, b refer to adjacent layers above and below, respectively;

Tx’ Ty are 2ydraulic transmissivities in the x- and y-directions
[L7/t];

c is a discharge coefficient for vertical leakage between

adjacent layers [t-ll;
H is hydraulic head, in terms of freshwater, referenced to

sea level [L];

AZH is vertical difference in freshwater head between adjacent
layers [L];
S is storage coefficient for a confined layer or specific

yield for an unconfined layer [L3/L3];
t is time since the start of simulation [t]; and -
W is the sum of flow rates for sources (positive) and sinks

(negative) [L/t].

The term czAzH in equation 1 represents vertical flow between adjacent layers
with finite thicknesses. An expression for Cz is presented later. This

vertical flow term replaces Kz EE (Kz is vertical hydraulic conductivity) used

0z
by Hantush (1960). Equation 1 is similar to equation 4 of Trescott (1975),
except that Trescott'’s vertical flow term was _E (Kz EE) , and the term -W in
dz dz

equation 1 replaces the term bW used by Trescott.



The steady-state form of equation 1, shown below, is used in this report
to describe the flow of freshwater in an aquifer system containing freshwater
and saltwater:

H 8 H
L, 2 B am, - cpamy - - @)
ax ax 3y ay

To solve equation 2 numerically for head, the equation is written in
finite-difference form (see eq. 7 in Trescott, 1975). The finite-difference
equation is obtained by replacing the spatial derivatives with algebraic
expressions that are consistent with the subdivision of the spatial domain
(for the flow system) into discrete elements. The spatial domain 1is
subdivided into cube-like cells by superimposing a rectangular mesh over the
x-y plane for each layer in the flow system. Each cell has areal dimensions
of Ax and Ay, 'and the cell (or layer) thickness is Az. A set of finite-
difference equations, one for each model cell, is solved by the model to
obtain head values at the center of each cell. For the model to solve
equation 2, the user must specify values for coefficients of the head terms,
estimates of the heads, constant-flux sources and sinks, and boundary
conditions. All specified values are assumed to be constant within each model
cell, but they can vary from cell to cell.
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EXPLANATION
Q e = Rate of freshwater recharge per unit horizontal area (L/t)
Q sa = Rate of freshwater discharge from springs above sea level (L3 /t)
Q sb = Rate of freshwater discharge from springs below sea level (L3 /t)

Qw = Rate of freshwater discharge from wells (L3 /t)

Figure 1.-Idealized schematic section for a coastal aquifer system.



Boundary conditions must be specified for each cell located along the top,
bottom, and sides of the discretized flow system. The boundaries along the
top and sides can be specified as constant head, constant flux, or flux that
varies with head in the flow system. The flux boundary conditions are
included in the source-sink term, W on the right side of equation 2, and this
term also includes flux for wells that exist within the interior of the flow
system. The components of the source-sink term are described below:

W=0. - +Q, +Q, +Q_ )/(sxAy) (3)
where
Qre is fate of freshwater recharge per unit horizontal area [L/t]
Qw is rate of freshwater discharge (or recharge) for wells [L3/t]
Qsa is rate of freshwater discharge from springs (or drains)
above sea level [L3/t]
st is rate of freshwater discharge from springs below sea level [L3/t]
Qrv is rate of freshwater flow (inflow is positive) between aquifers

and leaky rivers [Ls/t]

Springs above sea level (Qsa) are specified where model layers intersect land
surface (shown in fig. 1) and where ground water discharges into agricultural-
type drains. Springs below sea level (st) are specified where model layers
intersect the ocean bottom (shown in fig. 1). Discharges Qsa’ st, and Qrv

are computed as follows:

Qsa = Csa(H - zsa) for H>Zsa 4)
=0 for H<Z
sa .
and
st = Csb(H - Hsb) for H>HSb (5)
=0 for H<H
sb
and
Qrv = Crv(H - Hrv) for H>Zrv (6)
=C (2 - H_ ) for HLZ
rv'rv v v
where

2
csa' csb’ and Crv are discharge coefficients [L"/t];



H is hydraulic head in the freshwater zone computed from
equation 2 [L];

Hsb is hydraulic head in the saltwater zone, in terms of
freshwater, at the top of a cell [L];

Hrv is water-surface elevation in a river, referenced to
sea level [L];

Zsa is elevation at the bottom of a cell or a drain [L]; and

er is elevation at the bottom of a leaky riverbed [L].

The model '‘computes vertical leakage between layers using the terms CZAZH
in equations 1 and 2; discharges from springs and rivers are computed using
equations 4 to 6. Values of the discharge coefficients C , C _, C ., and C

z sa sb v

used in equations 1 to 2 and 4 to 6 must be specified by the model user. The
computational formulas for these coefficients may not be the same for each
flow system that is simulated, but as a starting point, the formulas shown
below have been derived using Darcy’s law. The values of these coefficients
are usually adjusted during model calibration. The discharge coefficient for
vertical leakage between a layer and an overlying layer (eq. 2) is

(2)(K_) (K> )
c, - AN %
(K _)(Az") + (K ) (ba)

the coefficient used to compute discharge from springs above sea level (eq. 4)

is

CSa = (2)(Tx)(Ay)/(Ax) for discharge in the x-direction, (8)
= (2)(Ty)(Ax)/(Ay) for discharge in the y-direction;

the coefficient used to compute discharge from springs below sea level
(eq. 5) is

Csb = (2)(Kz)(Ax)(Ay)/(Az) for discharge in the z-direction, (9)
= (2)(Tx)(Ay)/(Ax) for discharge in the x-direction,
= (2)(Ty)(Ax)/(Ay) for discharge in the y-direction;

and the coefficient used to compute discharge between aquifers and leaky
rivers (eq. 6) is

C, =K. A /M _ (10)



where

a refers to an adjacent layer above
is vertical hydraulic conductivity for a model cell [L/t]
K is hydraulic conductivity for a riverbed within
a model cell [L/t]
A is area of a river bed within a model cell [L2]
M is thickness of a riverbed within a model cell [L]

The model will simulate transient or steady flow of freshwater in a
multiple-aquifer system containing only freshwater using equations 1 or 2
with discharges and discharge coefficients defined by equations 3 to 10.

For simulating the movement of freshwater in a ground-water flow system
containing freshwater and saltwater, a sharp interface 1s assumed to separate
moving freshwater and static saltwater. These two fluids are assumed to be
immiscible, with constant but different densities. Fluld pressure in the
saltwater zone is assumed to vary hydrostatically and pressure is assumed to
be continuous across the interface. Along the sharp interface, pressures in
the freshwater and saltwater zones are equal, and the depth to the interface
is determined from an equation derived by Hubbert (1940) and modified, as
shown below, for a flow system in which saltwater is static and saltwater head
is at sea level:

gbo_ "E 4t (11)
Ps = Pg
where

Zi = depth below sea level to the freshwater-saltwater interface [L]

1 = hydraulic head (computed from eq. 2) in the freshwater zone at

the interface, referenced to sea level [L] -

Py = density of saltwater [M/LS;
Pe = density of freshwater [M/L7]

To simulate the steady flow of freshwater in a multiple-aquifer system
containing freshwater and saltwater, the model solves equation 2 for
freshwater head with discharges and discharge coefficients defined by
equations 3 to 10, and uses equation 11 to locate a sharp interface between
the two fluilds. The procedure for solving these equations is described in
"Solution of the Mathematical Equations."



SOLUTION OF THE MATHEMATICAL EQUATIONS

SSIM3D solves equations 2 and 1l iteratively using the four tasks shown in
figure 2. The flow equations are solved for head in each model cell (task 2
in fig. 2) by using the strongly implicit procedure (SIP) described by
Trescott (1975). For each saltwater iteration shown in figure 2, new
interface positions are computed in task 4 and the transmissivities of all
partly intruded cells are recomputed to account for the changed freshwater
thicknesses in the cells. Spring discharge coefficients and well discharges
are changed proportionately, the same as transmissivities, for partly intruded
cells. Saltwater iterations are repeated until differences between damped
interface positions (described later) and undamped interface positions (from
eq. 11) are less than some user-specified value. Some of the numerical
techniques used in subroutines FWSW and ZFWSW (task 4 in fig. 2) are similar
to those used by Guswa and Le Blanc (1981); however, the subroutines developed
by Guswa and Le Blanc were not used because the interface-location procedure
was found to be unstable.

Saltwater intrusion occurs in the model where the computed interface
position is above the bottom of a cell, as shown in figure 3. The Interface
is assumed to be horizontal within an intruded cell, but the vertical position
of the interface can vary laterally between cells to simulate a sloping
interface.

To stabilize the iterative procedure for computing the interface position,
movement of the interface between successive saltwater iterations is damped,
and for intruded cells, both spring discharge coefficients (see eq. 5) and
well discharges (of freshwater) are changed proportionately the same as
transmissivities. Because well discharges are reduced for partly intruded
cells and are set to zero for totally intruded cells, total freshwater pumpage
for a model simulation will differ from that specified in the model input.

The consequences of reduced freshwater pumpage should be considered by a user
when a model is being calibrated.

Methods of damping interface movement between successive saltwater
iterations for different cases of intrusion are shown in figure 4 and are also
described in the following paragraphs. No damping is necessary if a cell
remains totally intruded or unintruded (contains no saltwater) in successive
iterations (cases I and II in fig. 4). -

If the interface is below the bottom of a cell, the maximum upward
movement allowed in the following iteration is to the bottom of the cell (case
IIT in fig. 4). If the interface 1is within or at the bottom of a cell,
movement of the interface between two successive iterations is a user-
specified fraction of the lesser of the distance between the old damped and
new undamped positions, or the distance between the old damped position and
the top or bottom of the cell (case IV, step 1 in fig. 4). A partly intruded
cell is made totally intruded when the damped unintruded thickness of the cell
becomes less than a user-specified amount; and the cell is made totally
unintruded when the damped unintruded thickness becomes greater than a user-
specified amount (case IV, step 2 in fig. 4).



MAIN routine and subroutine DATAI:
Read data files, initialize
parameters and arrays

LI

Saltwater lteration

K i

Subroutine COEF (task 1):
Compute coefficients for
finite-difference equations

Subroutine SOLVE (task 2):
Solve finite-difference
equations for head

:

Subroutine CHECKI {task 3):
Compute mass balance
for freshwater

Subroutines FWSW and ZFWSW (task 4):

Locate interface position, z' , locate
intuded cells, adjust parameters

Subroutines FWSW and STEP:
Print results

Figure 2.--Generalized flow chart for tasks performed in the
saltwater-intrusion model.



If a cell is totally intruded, it is made partly intruded if the head in
any adjacent cell is sufficiently large to move the interface below the top of
the cell. In this case, the interface is put at a user-specified fraction of
the total cell thickness below the top of the cell (case V in fig. 4). How-
ever, if a cell in the water-table layer of the model is totally intruded, it
will remain so in later saltwater iteratioms.

To prevent small groups of cells from becoming isolated (totally sur-
rounded by saltwater), a cell is made totally intruded if more than a user-
specified number of adjacent cells are totally intruded.

The types of sharp interface problems that can be solved by SSIM3D are
limited to those for which (1) there is no flow across the interface
(immiscible fluids), (2) the two fluids have constant but different densities,
and (3) the saltwater is static. These assumptions are the basis of computa-
tions for vertical leakage of freshwater between layers and for freshwater
discharge from springs below sea level. The model does not compute vertical
leakage of freshwater into cells that are totally intruded because this would
violate the assumption of no flow across the interface; therefore, the model
cannot be used to solve these types of problems that are described by Mualem
and Bear (1974) and Bear (1979, p. 396-399). The model does compute vertical
leakage of freshwater into cells that are partly intruded using the terms
C A H in equation 2, but saltwater in the intruded cells is assumed to be
sfafic and the fluids are assumed to be immiscible. The computation of
freshwater discharge from partly intruded spring cells below sea level is made
by using equation 5 with the assumptions of static saltwater and immiscible
fluids.

10
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NOT TO SCALE
EXPLANATION

Freshwater E Cell partly intruded by saltwater with a horizontal
Saltwater interface between freshwater and saltwater

E Cell totally intruded by saltwater
[: Cell containing only freshwater

Figure 3.-Schematic section showing how the model approximates
a sharp interface between freshwater and saltwater.
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Case 1: Cell is not intruded by saltwater in the previous and current saltwater iterations

Z‘_
Z, -
+z b __zg=z:
—— Zr&-l=za-1

Case 11: Cell is totally intruded by saltwater in the previous and current saltwater iterations

—_—— N _on _,n-1g
Zd’zu Zd ‘Zt

Zt_
Z -
. +z7 b
Case 111: Cell is not intruded by saltwater in the previous saltwater iteration
—=2"
u
Zt_
2, _ n_
4z b 243°Zp

—_-—n-1_,n-1
Zd -Zu

Case 1V: Cell is partly intruded by saltwater in the previous saltwater iteration

z - =N
—-2z]

-1

z _L_=—427
+2 b d

step 1: 23 =2 -MinEzg'1-zt), (23'1-23)]'Df , or

zh=201+ MinEZb 20, @f-z57! ﬂ *D,

Y U n_
Step 2: Zd Z‘ if (Zd Zt)<Tmi'°r

n_ : n_
Zd Zb it (Zd Zt )>Tmu

Case V: Cell is restored to partial intrusion in the current saltwater iteration

n-1 -
z - —~Z4 €2,
— ZS
2
+Z b __~Zn
u

n
Zd =Zt +Tmr

Figure 4.-Methods of moving the interface for cases [ to V.
(Symbols are defined in explanation)
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EXPLANATION

Depth below sea level to the top of a cell or to the water table,

Depth below sea level to the bottom of a cell.

eq. 11).

eq. 11).

= Depth bglow sea level to the damped interface position in the previous saltwater iteration.

Depth below sea /evel to the damped interface position in the current saltwater iteration,

Damping factor that is used to limit the distance that the interface can move in a saltwater iteration.

Minimum freshwater thickness that is used when a partly intruded cell is made totally intruded.

Maximum freshwater thickness that is used when a partly intruded cell is made totally unintruded.

Minimum freshwater thickness that is used when a totally intruded cell is restored to partial intrusion.

interface position

Figure 4.-Con.
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Depth below sea level to the undamped interface position in the previous saltwater iteration (computed from

Depth below sea level to the undamped interface position in the current sal twater iteration (computed from



MODIFICATIONS TO THE TRESCOTT MODEL

Most of the subroutines in Trescott’s model (1975) were modified; however,
the computational procedure for solving the ground-water flow equation
(eq. 1 or 2) was not changed. The modifications consisted of correcting
errors described by Trescott and Larson (1976) and by Torak (1982),
reformatting some of the input and output (including printout) files, adding
subroutines FWSW and ZFWSW to compute the position of a sharp interface
between freshwater and saltwater, adding new FORTRAN code to the main routine
and to subroutines CHECKI, COEF, DATAI, SOLVE, and STEP to support the new
interface-location routines, and adding subroutines ERMES1, GWDBAS, MSQDIF,
and VSEC. The corrections suggested by Torak (1982) for simulation of ground-
water flow in.nonlayered systems (eq. 3 of Trescott, 1975) were not made. A
listing of the FORTRAN code for the new computer model is contained in
Appendix I, and all changes are indicated by asterisks (*) in column 80 of the
listing. A summary of the changes is presented below.

1. Global changes.
a. REAL*8 statements: Added TFLX, CFLX, CTFLX, and SUMFLX for use in
subroutine CHECKI.
b. COMMON/INTEGR/ statements:

(1) Deleted I, J, K because these are index variables for DO loops,
values of these variables are redefined in each subroutine, and
leaving these variables in COMMON downgrades optimization by the
FORTRAN compiler.

(2) Added new variables after IEQN to support additions to the model.

c. COMMON/SPARAM/ statements:
(1) Deleted QR because the value was not used in called subroutines.
(2) Added new varilables after SUMP to support additions to the model.
d. COMMON/SARRAY/ statements: ‘

(1) Changed ICHK(13) to ICHK(20) so more options could be used.

(2) Changed LEVEL1(9) to LEVEL1(40) and LEVEL2(9) to LEVEL2(40)
so that a maximum of 40 model layers can be specified.

(3) Added NODCH(3,51) for use in subroutine SOLVE.

e. COMMON/CK/ statements: Replaced all variables with new arrays used in
subroutine CHECKI.
f. All subroutines:

(1) Multiple RETURN and STOP statements in subroutines were replaced
with GO TO statements and only one RETURN and one STOP statement at
the end of each routine. These changes were made to facilitate
tracing program logic with a cross-reference map.

(2) Added more comments to make the program logic easier to follow.

(3) Most of the printout in Trescott’s model was reformatted to
identify the data group for data read into the model, and printout
was left-justified for easier viewing on a video-display terminal.
All of the parameter values read into the model are printed, and
messages are printed when an array data set is read into the model.

14



2. MAIN routine:

a.

b.

g.

Added IYSIZE, MXLAY, and MXITR to determine if user specifications
exceed sizes of dimensioned variables.

New variables were added to READ statements and new READ statements
were added to support additions to the model.

. Added statements to allocate space for arrays used to compute discharge

from drains (or springs above sea level) and leaky rivers (or springs
below sea level), and arrays used in subroutine FWSW.

. Calls to entry points ARRAY and MDAT were deleted when subroutine DATAI

was rewritten.

. Calls were added to new subroutines and entry points: VSEC, CHECKR,

FWSW, and MSQDIF.

. New parameters were added to call lists for subroutines DATAI, STEP,

SOLVE, and CHECKI to support additions to the model.
Betweeén statement numbers 150 and 158, new statements were added for
the iterative procedure used to locate the interface.

3. BLOCK DATA routine:

a.
b.

Added EQN3 to the DATA statement for ICHK.
Made corrections to the DATA statement for DIGIT.

4, Subroutine CHECKI:

a.

Rewritten to compute and print a mass balance for each model layer.
Double-precision arithmetic was used to reduce the loss of significant
numbers for mass balance computations and the arrays FLX, TFLX, CFLX,
CTFLX, and SUMFLX were added to COMMON/CK/.

. Added new code to compute discharge into drain and leaky-river cells

(S.P. Larson, U.S. Geological Survey, written commun., 1976).

. Added new code to print or save on disk file the flux values for each

constant-head, drain (or spring above sea level), and leaky-river

(or spring below sea level) cell. The variables FLOW and JFLO,
previously used to save constant-head flux, are no longer used but were
left in the program.

. Code added by Trescott and Larson (1976) was rewritten to eliminate

the need for redundant code when the EQN3 option is specified.

. Added entry point CHECKR to read coordinates of subareas for which

mass balance is computed.

. Added new code to print vertical flux between all model layers and

deleted old code that printed vertical flux only for top and bottom
model layers.

5. Subroutine COEF. -

a.

b.

Modified to compute transmissivity and harmonic means for a model
with water-table aquifer in layer number LWTABL.

Modified to compute harmonic coefficients more efficiently (reduce
computation time), because this routine is called before each SIP
iteration.

. When a water-table cell goes dry, set PHI(I,J,K)=-99 instead of 1.D30

because -99 is used to designate cells in which transmissivity is zero.

. Deleted arguments in call lists for entry points TRANS and TCOF.
. Replaced the variable N3 with NTR (in COMMON/INTEGR/) to indicate

which layers are included in the computation of harmonic means. For
the saltwater -intrusion problem, NTR is initialized in the MAIN routine
so that confined layers are always included in the computations.

. The array FACT was changed to an array with three subscripts (see

comments for subroutine DATAI).
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6. Subroutine DATATI.

a. Added new code to read data for simulating discharge into drains and
leaky rivers (S.P. Larson, U.S. Geological Survey, written commun.,
1976), to determine the uppermost layers to be recharged, and to read
data for simulating saltwater intrusion.

b. All array data sets are read by calling subroutine GWDBAS (replaces
entry points ARRAY and MDAT).

¢c. Read values of LEVEL1l and LEVEL2 only when YSCALE 1is negative.

d. Initialize cumulative mass balance parameter, CFLX, for each model
layer. A new input format is used for reading cumulative mass balance
parameters for each layer.

e. The array FACT was changed to an array with three subscripts so that
data for this array can be read with subroutine GWDBAS.

f. The model layers that are recharged can be read with subroutine GWDBAS,
or a search procedure can be used to determine the topmost active
layers in the model.

g. A new input format is used for reading head values to continue a
previous simulation.

h. Set vertical leakage coefficients between layers to zero when
transmissivity is zero in either of two contiguous layers.

i. Print error messages and stop program execution if the number of
constant-head cells exceeds NCH, or the number of drain cells exceeds
NDRAIN, or the number of leaky-river cells exceeds NRIV.

J. Added options to read new recharge rates, new heads for leaky-river
cells, or read new heads for constant-head cells at the start of a new
stress period.

7. Subroutine ERMES1.

a. New subroutine that prints row, column, and layer coordinates for a
cell when floating-point underflow, overflow, or divide check occur in
subroutine SOLVE.

b. This routine is called from subroutine ERRSET (part of the IBM
FORTRAN 1library).

8. Subroutine FWSW.

a. New subroutine used to locate the position of a sharp interface between
freshwater and saltwater.

b. This routine is called from the MAIN routine when ISALT=1 and is
called after new head values are computed in subroutine SOLVE.

9. Subroutine GWDBAS.
a. New subroutine used to read data for model arrays. -
b. This routine is called from subroutines DATAI and FWSW.
10. Subroutine MSQDIF.

a. New subroutine used to compute root-mean square for differences between
observed and model-computed head.

b. This routine is called from the MAIN routine when MSQCAL=1.

11. Subroutine PRNTAI.
" a. Changed the print file to FORTRAN file number 9.
12. Subroutine SOLVE.

a. Added new code to simulate discharge into drains and leaky rivers
(S.P. Larson, U.S. Geological Survey, written commun., 1976).

b. Added a call to IBM library subroutine ERRSET that calls subroutine
ERMES1 when the results of floating-point arithmetic are underflow,
overflow, or divide check.
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h.

i.

Print error message and set transmissivity to zero when value of DL
is less than 1.E-20.

. Added the array NODCH to save coordinates of cells with maximum head

change in each iteration.

. Added a call to entry point TCOF that recomputes transmissivity

coefficients for confined layers when transmissivity 1s changed because
of saltwater iIntrusion.

. Set coefficlents of vertical leakage between layers to zero if

transmissivity is zero in an overlying or underlying layer (changed in
entry points ITER and NEWITA).

Added code to permit the user to specify the value of the last
iteration parameter for SIP.

Added .code to permit the use of an acceleration (or damping) parameter
for SIP.

Added MXRHOP to check if the number of iteration parameters exceeds the
size of the array RHOP.

13. Subroutine STEP.

a.
b.

Revised code for printing head and drawdown maps.

Added code to write single-precision head values on disk file. Before
writing this file, head values are set to -99 where transmissivity is
zero.

14. Subroutine VSEC.

a.

b.

New subroutine used to print or save on disk the values of head and
saltwater-intrusion codes along selected vertical sections in the model.
This routine 1is called from the MAIN routine when NVSEC is greater

than zero.

15. Subroutine ZFWSW.

a.
b.

New subroutine used to compute the damped position of the interface.
This routine is called from subroutine FWSW.
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TESTING THE MODEL

SSIM3D was tested to verify that (1) changes In the FORTRAN code do not
affect the results of simulating three-dimensional flow of a constant-density
fluid, and (2) there is good agreement between the interface position computed
from a known analytic solution to a problem and the model-computed interface for
the same problem. To verify that changes in the FORTRAN code do not affect the
results of simulation, an example problem solved by Trescott'’s (1975) model was
solved by SSIM3D and the results were identical.

To test the saltwater-intrusion routines in SSIM3D, a steady-state problem
solved by Glover (1959) was solved by the model. For this two-dimensional
problem, Glover assumed (1) the aquifer is confined along the top by an
impermeable bed, (2) the aquifer extends infinitely in the x- and z-directionms,
(3) the aquifer is homogeneous and isotropic, (4) the aquifer discharges
freshwater through a horizontal outflow face, and (5) saltwater in the aquifer
is static. A schematic for this problem is shown in figure 5. The equation
derived by Glover (1959) that describes the steady-state position of the
interface is

, 172
2Q p Qp
zt - £l x+ . (12)

K Ap K Ap

where

N
[ al
]

depth below sea level to the freshwater-saltwater
interface [L] 9

freshwater-discharge rate per unit width of aquifer [L"/t]

hydraulic conductivity of aquifer material [L/t]

distance from the coastlige [L]

bp = p, - pe (see eq. 11) [M/L7]

HNRO
L |

Differences in the interface position computed by the model and by equation 12

are less than 10 percent for K& X >1.7 (fig. 6). These differences in the
Q Pe

interface position are due to (1) errors associated with discretization of the

flow system, and (2) differences in model-computed head and the exact head

distribution specified by Glover (1959) along the top of the aquifer.
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USER'’S GUIDE FOR THE MODEL

This section describes the preparation of data read by SSIM3D (model input),
job control language for running SSIM3D, and the preparation of data and job
control language for an example problem.

Preparation of Model Input

Data read by the model are divided into six groups: Group I data define
model dimensions, define parameters that control execution of the model, and
initialize parameters used for model computations; Group II data are used for
continuation of a previous simulation; Group III data are used for locating the
position of a sharp interface between freshwater and saltwater; Group IV data
redefine pumping rates and other aquifer stresses for each simulated stress
period; Group V data are values of parameters and coefficients (see eqs. 1-10)
specified for each model cell (array data) at the start of simulation; and Group
VI data contain observed heads that are compared with model-computed heads.

Data are read from records stored in computer files, and the record formats
are described in this section. Formatted records have a fixed length of 80
columns (or bytes) and unformatted records have variable lengths. In the
following descriptions, "Ident" is used to identify a data field and refers to a
FORTRAN variable in the model, "Format" refers to the type of data (I for
integer, F for floating-point, and A for alphanumeric) and the number of columns
in a data field, and "Rt.Col"” refers to the rightmost column for a data field.
When coding data on records, numeric data must be right-justified in a data
field and alphanumeric data must be left-justified. For some of the FORTRAN
variables that are dimensioned in the model, the ranges of subscripts shown in
parentheses after the variable names refer to word (4-byte or 8-byte word)
counts in the dimensioned variables. Subscript notations have been simplified,
and sometimes dropped, to make this documentation more readable. The FORTRAN
file numbers specified in this documentation refer to files described in "Job
Control Language for Running the Model."

Any unit of length [L] may be chosen by the model user, but it must be the
same for all parameters. The unit of time [t] must be seconds.

The following explanations for preparing model input are supplemented with

explanations given by Trescott (1975), Trescott and Larson (1976), and Torak
(1982).
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Group I data

These data define model dimensions, define parameters that control execution
of the model, and define parameters used for model computations.

All records are formatted and are read from FORTRAN file number 5.

1. Record 1. (Always include this record)
Ident: HEADNG(1l to 20)
Format: 20A4
Rt.Col: 80

Description:
HEADNG = Title for a simulation run.

2. Record 2 (continuation of record 1).
Ident: HEADNG(21 to 33)
Format: 13A4
Rt.Col: 52

3. Record 3. (Always include this record)
Ident: I0 JO0O KO ITMAX NCH NRIV NDRAIN LWTABL LRECH ISALT MSQCAL

Format: I5 I5 1I5 I5 I5 I5 15 I5 I5 I5 I5
Rt.Col: 5 10 15 20 25 30 35 40 45 50 55
Description:
I0 = Number of rows (y-direction) in the model. There must be at
least 3 rows.
Jo = Number of columns (x-direction) in the model. There must be at
least 3 columns.
KO = Number of layers (z-direction) in the model. The bottom layer

in the model is number 1 and the top layer is KO.

ITMAX = Number of iterations (maximum of 50) allowed for the SIP equation-
solving procedure.

NCH = Maximum number of constant-head cells in the model. Constant-
head cells are located by coding -1 values in the array data
set S (see Group V data).

NRIV = Maximum number of spring cells below sea level plus leaky-river

cells above sea level. .

If NRIV >0, the array data sets IDR, RC, RB, and RH are read

into the model (see Group V data).

Maximum number of spring cells and drain cells above sea level.

If NDRAIN >0, the array data sets IDN, DRCF, and DREL are

read into the model (see Group V data).

LWTABL = Layer number for the water-table aquifer if WATE is coded for
IWATER on record 4 of Group I data. The default value is layer
KO. 1If WATE is not coded for IWATER on record 4, all model
layers are assumed to be confined.

LRECH = Method of applying recharge to the model (must code RECH for
IQRE on record 4).

= 0 to apply recharge to layer LWTABL (or layer KO if LWTABL = 0)

= -1 to read the array data set LAYRCH (see Group V data) for
specifying layer numbers of cells to be recharged.

= >0 is the number of the lowest layer to be recharged. The

NDRAIN
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ISALT

MSQCAL

4. Record 4.

model selects the topmost active cells in layers LRECH through
KO and applies recharge to these cells. Select this option if
recharge is to be applied to a confined cell located below a
water-table cell when a water-table cell goes dry (the confined
cell is not converted to a water-table cell).

1 to compute the position of a sharp Interface between fresh-
water and saltwater. Group III data are read into the model.
0 to simulate flow of fresh ground water without saltwater.
Compute the root-mean-square for differences between observed
and model-computed heads. Observed head values are read into
the model (see Group VI data).

0 to skip these computations.

1 to perform computations after each stress period.

2 to perform computations only after the last stress period.

(Always include this record)

Ident: IDRAW IHEAD IFLO IDK1 IDK2 1IWATER IQRE IPU1 IPU2

Format: A4
Rt.Col: 4

,1X A4,1X A4,1X A4,1X A4,1X A4,1X A4,1X A4,1X A4,1X
9 14 19 24 29 34 39 44

Ident: ITK IEQN

Format: A4,1X A4
Rt.Col: 49 54
Description:

IDRAW = DRAW to print tables for drawdown on FORTRAN file number 8 at

IHEAD =

IFLO =

IDK1 =

IDK2 =

the end of each KTH time step (see record 9). Model layers

can be selected by coding records 10 and 11. Drawdown is com-
puted by subtracting model-computed head from initial head read

at the beginning of simulation (see the data set STRT in Group V
data).

HEAD to print tables for computed head on FORTRAN file number 8

at the end of each KTH time step (see record 9). Model layers

can be selected by coding records 10 and 11.

MASS to print a mass balance on FORTRAN file number 6 at the end
of each KTH time step (see record 9). A mass balance is always
printed at the end of each stress period. A mass balance will be
printed for each model layer if IBALAY = 1 (see record 5).

DK1 to read from FORTRAN file number 4 values of starting head,
mass balance parameters, and simulation time for continuation of

a previous simulation (see records 4 and 5 in Group II data).

HEDR to read from FORTRAN file number 4 the values of initial head
for the start of a new simulation (simulation time and mass
balance parameters are not read and are set to zero). These
values replace the values read for the STRT data set (see Group V
data).

DK2 to write on FORTRAN file number 4 values of computed head,
mass balance parameters, and simulation time at the end of a
simulation run (see records 4 and 5 in Group II data). These data
can be used in another simulation run either as initial conditions
for a new simulation or as starting conditions for continuing a
previous similation.
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IWATER

WATE if layer LWTABL is a water-table aquifer (unconfined).

The array data sets PERM and BOTTOM are read into the model

(see Group V data).

IQRE = RECH to read recharge values (see the array data set QRE in
Group V data).

IPU1 = PUNl to read from FORTRAN file number 3 values of starting head,
mass balance parameters, and simulation time for continuation of a
previous simulation (see records 1, 2, and 3 iIn Group II data).

IPU2 = PUN2 to write on FORTRAN file number 3 values of computed head,
mass balance parameters, and simulation time at the end of
simulation (see records 1, 2, and 3 in Group II data).

ITK = JTKR to read values of vertical leakage coefficients between

. layers (see the array data set TK in Group V data).

IEQN = EQN3 if equation 3 (see Trescott, 1975) 1is being solved;

" otherwise the model solves equation 1 (this documentation)

or equations 2 and 11 (this documentation).

5. Record 5. (Always include this record)
Ident: NVSEC NSUBAL TIBALAY IPFLX ISVFLX ISVHED ISVHDX

Format: 1I5 I5 I5 I5 I5 I5 I5
Rt.Col: 5 10 15 20 25 30 35
Description:

NVSEC = Number of vertical sections for which computed head and
saltwater-intrusion codes are printed or saved on disk file.
If NVSEC >0, records 6 and 7 will be read.

NSUBAL = Number of model subareas used for mass balance computations.
If NSUBAL >0, record 8 will be read. This option is useful
for computing mass balance components in subareas of a model
when overlapping models are used to simulate flow in extensive
aquifers. The mass balance is summed for all subareas.

IBALAY = 1 to print a mass balance for each model layer.

IPFIX = 1 to print flux for each constant-head, leaky-river, and drain
cell in a model.

ISVFILX = 1 to save single-precision values of computed flux rates for
constant-head, leaky-river, and drain cells at the end of a
simulation (flux rates are for the last time step). Unformatted
records are written on FORTRAN file number 14.

= 2 to save values of computed flux rates at the end of each time
step on FORTRAN file number 14.

ISVHED = 1 to save single-precision values of computed head (plot-file

format) at the end of simulation. The value -99 is used for

each cell in which transmissivity is zero. One unformatted

record for each model layer is written on FORTRAN file number 15.

1 to save single-precision values of computed head and

intrusion codes (at end of simulation) for selected vertical

sections specified when NVSEC >0. One unformatted record for

each section is written on FORTRAN file number 16.

ISVHDX
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6. Record 6. (Include this record only when NVSEC >0)
Records 6 and 7 contain row and column numbers of vertical sections for which
model-computed values are printed or saved on disk file. Values on record 6
define the bottom and top model layers for a section, and values on record
7 define the row and column coordinates of each cell on a section line.
Each occurrence of record 6 is followed by one or more occurrences of
record 7. Records 6 and 7 must be coded for each of the NVSEC vertical
sections.

Ident: LAYSEC(l) LAYSEC(2) NSNOD

Format: I3 I3 I3
Rt.Col: 3 6 9
Description:
LAYSEC(1l) = Number of the bottom layer for a vertical section.

Remember that layer 1 is at the bottom of the model.
LAYSEC(2) Number of the top layer for a vertical section.
NSNOD = Number of cells in the x-y plane of a section.

7. Record 7. (Include this record only when NVSEC >0)
Record 7 contains row and column coordinates for each of NSNOD (see
record 6) cells located on a section line. Record 7 follows each
occurrence of record 6, and record 7 is repeated until NSNOD coordinate
pairs are coded for a section. A maximum of 13 coordinate pairs is
coded on each occurrence of record 7. The subscript K, shown below,
varies from 1 to NSNOD.

Ident: NODSEC(K,1) NODSEC(K,2) NODSEC(K+1,1) NODSEC(K+1,2)
Format: I3 I3 I3 I3

Rt.Col: 3 6 9 12

Ident: NODSEC(K+2,1) NODSEC(K+2,2) ... NODSEC(K+12,1) NODSEC(K+12,2)
Format: I3 I3 I3 13

Rt.Col: 15 18 75 78
Description:

NODSEC(K,1) = Row-coordinate for a cell along the line of section.
NODSEC(K,2) = Column-coordinate for a cell along the line of section.
8. Record 8. (Include this record only when NSUBAL >0)
This record contains coordinates of rectangular subareas for which mass
balance is computed. The mass balance is summed for all subareas.
Record 8 is repeated NSUBAL times.

Ident: IBT IBB 1IBL 1IBR
Format: I5 I5 I5 I5
Rt.Col: 5 10 15 20

Description:
IBT = Number of the top model row in a subarea.
IBB = Number of the bottom model row in a subarea.
IBL = Number of the left model column in a subarea.
IBR = Number of the right model column in a subarea.
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9. Record 9.
Ident:
Format:
Rt.Col:

Ident:
Format:
Rt.Col:

NPER KTH

I

(Always include this record)

LENGTH ERR ERMULT WMAX1 BETA1 STEADY ITRHED
I5 F5.0 F5.0 F5.0 F5.0 F5.0 I5
15 20 25 30 35 40 45

5
5

I5
10

IPHED

I5
50

Description:

NPER
KTH

LENGTH
ERR

ERMULT

WMAX1

BETAl

STEADY

ITRHED

IPHED

Number of stress periods for this simulationm.

Number of time steps between printouts for a transient
simulation. Each printout may consist of head, drawdown,
and mass balance (see IHEAD, IDRAW, and IFLO on record 4).
Number of iteration parameters (maximum of 20) for the SIP
equation-solving procedure.

Error criterion for convergence of the SIP equation-solving
procedure [L].

Multiplier for ERR when ISALT=1 (see record 3). This
multiplication is done after each iteration for locating the
interface between freshwater and saltwater.

Value of the last iteration parameter for the SIP equation-
solving procedure (see p. 25 in Trescott, 1975). If zero is
coded, the model computes a value for the last iteration
parameter. Code 0 <WMAX1 <1.

Value of an acceleration (or damping) parameter used for the
SIP equation-solving procedure (see p. 26-29 in Trescott,
Pinder, and Larson, 1976). If zero is coded, the default
value is 1. Code 0 <BETAl <2.

Criterion for determining when steady-state conditions exist
during a transient simulation of freshwater without saltwater.
This criterion is used when solving the transient ground-water
flow equation without saltwater intrusion (see eq. 1).

When the ratio of the term SEE (in eq. 1) to the average of inflow
at

and outflow rates for a time step is less than STEADY, the model

assumes a steady-state condition and terminates the current

stress perlod. If zero is coded, the model does not check for

steady-state. Code <0 STEADY <1.

1 to print head after each SIP iteration.

2 to print head change between two consecutive SIP iterations.

Head or head change is printed on FORTRAN file number 10 for model

layers selected with the LEVEL2 parameter (see record 11).

This option is useful when SIP does not converge because of

errors in model input data.

0 to print head as defined by IHEAD on record 4.

1 to print initial head read from an input file when continuing

a previous simulation (see IDK1 and IPUl on record 4). Head

values are printed on FORTRAN file number 6.
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10. Record 10. (Always include this record)
This record contains data needed for printing scaled alphanumeric maps or
tabled values of head or drawdown. If alphanumeric maps are to be printed,
code XSCALE >0. If tabled values are to be printed, code values for IHEAD or
IDRAW on record 4. Both alphanumeric maps and tabled wvalues can be
printed for the same simulation run. More information about scaled
alphanumeric maps is presented in Trescott (1975, p. II-8). Tabled
values of head and drawdown are written on FORTRAN file number 8 and scaled
alphanumeric maps are written on file number 9 at the end of each KTH time
step (see record 9).

Ident: XSCALE YSCALE DINCH FACT1 FACT2 MESUR
Format: F10.0 F10.0 F10.0 F10.0 F10.0 A8
Rt.Col: 10 20 30 40 50 58

Description:

XSCALE = Factor that converts length units in x-direction of the model
to length units used on scaled alphanumeric maps (for example,
code 5280 to convert from model units of feet to map units of
miles).

Code XSCALE >0 to print alphanumeric maps.
Code XSCALE = 0 to omit alphanumeric maps.

YSCALE = Factor that converts length units in y-direction of the model
to length units used on scaled alphanumeric maps.

Code YSCALE >0 to print alphanumeric maps or tabled values for
all model layers (do not code record 11).

Code YSCALE <0 to read record 11 that specifies model layers
for which alphanumeric maps or tabled values are printed.

DINCH = Number of length units per inch (see MESUR) on scaled
alphanumeric maps.

FACT1 = Multiplier used to change the magnitude of drawdown values
plotted on scaled alphanumeric maps.

FACT2 = Multiplier used to change the magnitude of head values
plotted on scaled alphanumeric maps.

MESUR = Name of length unit (see DINCH) for scaled alphanumeric maps.

11. Record 11. (Include this record only when YSCALE <0)
This record specifies layers for which scaled alphanumeric maps or tabled
values are printed. Each record column contains data for a model layer, and
data are coded in each column to indicate if printout is desired for a model
layer.

Ident: LEVEL1(40) LEVEL2 (40)
Format: 4011 4011
Rt.Col: 1,2,...,40 41,42,...,80

Description:

LEVELl = 1 to print scaled alphanumeric maps or tabled values for model
drawdown.
= 0 to omit alphanumeric maps or tabled values.
LEVEL2 = 1 to print scaled alphanumeric maps or tabled values for model
head.
= 0 to omit alphanumeric maps or tabled values.
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Group II data

These data are used for initial conditions at the start of a new simulation or
as starting conditions for the continuation of a previous simulation.
1-3 are formatted on FORTRAN file number 3; records 4 and 5 are unformatted on
The model creates these records at the end of a simulation run

file number 4.

if a value is coded for IPU2 or IDK2 on record 4 of Group I data, or the model
reads these records at the start of a simulation run if a value is coded for

IPUl or IDK1l on record 4 of Group I data.

(Include this record when PUN1l is coded for IPUl on record 4 of
Group I data)

SUMP

40

= Time at the end of a simulation (seconds).
= Duration of the last stress period for a simulation (seconds).

1. Record 1.
Ident: SUM
Format: F20.0 F20.0
Rt.Col: 20
Description:
SUM
SUMP
2. Record 2.

(Include this record when PUN1 is coded for IPUl on record 4 of
Group I data.)

Code 6 physical records for each model layer. The first 3 records
contain volumes of water added to the model and the second 3 records
contain volumes of water withdrawn from the model.

Ident: CFLX1
Format: F20.0
Rt.Col: 20
Ident: CFLX5
Format: F20.0
Rt.Col: 20
Ident: CFLX9
Format: F20.0
Rt.Col: 20
Description:

All of the following parameters are cumulative volumes for a simulation of

CFLX2 CFLX3 CFLX4
F20.0 F20.0 F20.0
40 60 80

CFLX6 CFLX7 CFLX8
F20.0 F20.0 F20.0
40 60 80

duration SUM (see record 1).
= Change in storage within a layer.

CFLX1
CFLX2
CFLX3
CFLX4
CFLX5
CFLX6

CFLX7
CFLX8
CFLX9

= From
= From
= From
= From
= From
flux
From
From
= From

recharge.

constant flux sources (or recharge wells).

constant flux sinks (or pumping wells).

flux into or out of constant-head cells.

flux into or out of leaky rivers above sea level and from
into springs below sea level.

flux into drains and springs above sea level.

vertical flux across top the of a model layer.

vertical flux across the bottom of a model layer.
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3. Record 3. (Include this record when PUNl is coded for IPUl on record 4 of
Group I data)

Code values for all cells in the model starting with row 1 and column 1 in
layer 1 of the model. Code the value for column 1 of each model row in
the first data field of a new record and code values for each model column
in successive data fields on a record. When the last data field on a
record is coded and the last value for a model row has not been coded,
continue to the first data field on a new record. A total of IO*JO*KO
values must be coded.

Ident: PHI(I0,J0,K0)
Format: 8F10.4
Rt.Col: 10,20,...,80

Description:
PHI = Model-computed head values at the end of simulation.

4., Record 4. (Data are read from a file specified on a job control language
record for FORTRAN file number 4 when a value is coded for IDKl on
record 4 of Group I data)

Ident: PHI(I0,J0,K0)
Format: Double-precision floating point (unformatted record)

Description:
PHI = Model-computed head values at the end of simulation.

5. Record 5. (Data are read from a file specified on a job control language
record for FORTRAN file number 4 when DKl is coded for IDK1 on
record 4 of Group 1 data)

Ident: SUM SUMP CFLX1 CFLX2 CLFX3 CLFX4 CFLX5 CFLX6 CFLX7 CFLX8 CFLX9

Format: SUM and SUMP are single-precision floating point variables, and the
other variables are double-precision floating point (unformatted
record)

Description:
See records 1 and 2.
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Group III data

These data
freshwater
Record 1 {1

are used for locating the position of a sharp interface between

and saltwater.
s formatted and read from FORTRAN file number 5. The array data

set DBOT must be read as Group V data.

1. Record 1. (Include this record when ISALT=1 on record 3 of Group I data)
Code 2 physical records.
Ident: RF NTAD ISERCH LFRESH ISWDIV ITSTRT ISOLAT ZIMAX ZDAMP
Format: F10.0 IS5 I5 I5 I5 I5 I5 F5.0 F5.0
Rt.Col: 10 15 20 25 30 35 40 45 50
Ident: THKMIN THKPCT THKFUL THKRST IREST MESGL
Format: F5.0 F5.0 F5.0 F5.0 I5 . I5
Rt.Col: 55 60 65 70 75 80
Ident: INT1PR INTVAL INTMAP INTSAV IPEQLB INTCAL INTSA2
Format: I5 I5 I5 I5 I5 I5 15
Rt.Col: 5 10 15 20 25 30 35
Description:

RF = Density factor used to compute the depth below sea level to
a sharp interface between freshwater and saltwater (see eq. 1l).
This factor is computed from the following formula:

RF = p/Cpg- pg)-
If 0 is coded, the default value is 40.

NTAD = Maximum number of saltwater iterations for locating the interface.

ISERCH = Value to indicate how model cells are searched to locate the
interface.

= 0 to search all cells in the model between layers 1 and LFRESH.

= 1 to search only the left side of the model (columns 1 through
ISWDIV).

= 2 to search only the right side of the model (columns ISWDIV
through J0).

LFRESH = Uppermost model layer that can be intruded by saltwater. At
least one layer must overly this layer. Do not-code

LFRESH>KO0-1.

ISWDIV = Column number that limits the extent of searching for saltwater
intrusion in the left or right side of the model (see ISERCH
on this record). The default value is JO.

ITSTRT = Iteration number to start using the ZDAMP parameter.

ISOLAT = Minimum number of active cells that must surround a single
active cell. If a cell is not surrounded by more than ISOLAT
active cells, the cell is considered totally intruded.

Do not code a value larger than 5.
= -1 to omit this check for isolated cells.
ZIMAX = Maximum difference between the damped and undamped (or

equilibrium) interface positions [L]. When this difference
is less than ZIMAX and no cells are totally intruded or
restored in an iteration, the iteration procedure will stop.
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ZDAMP

THKMIN

THKPCT

THKFUL

THKRST

IREST

MESG1

INT1PR

INTVAL

INTMAP

INTSAV

IPEQLB

Multiplier used to dampen interface movement.

Code 0<ABS(ZDAMP) <1.

0 if damping is not used.

<0 to use single damping.

>0 to use double damping.

Minimum freshwater thickness for a partly intruded cell

[L]. Both THKMIN and THKPCT are used to determine if a cell
should be totally intruded when freshwater thickness 1is very
small. If freshwater thickness is less than

AMAX]1 (THKMIN, (cell thickness)*THKPCT), the cell is totally
intruded.

Factor used to compute the minimum freshwater

thickness allowed in a partly intruded cell. Code

O<THKPCT<1. If 0 is coded, the default is 1.E-5. Both

THKPCT and THKMIN are used to determine when a cell should

be totally intruded (see THKMIN).

Factor used to compute the maximum freshwater

thickness allowed in a partly intruded cell. Code

O<THKFUIL<1l. If 0 is coded, the default value is computed

as 1-10*THKPCT. If freshwater thickness exceeds THKFUL¥*(cell
thickness), the cell contains only freshwater.

Factor used to compute the freshwater thickness for

restoring a totally intruded cell. Code O<THKRST<1. If

0 is coded, the default value is THKPCT*5.

1 to allow the restoration of freshwater flow in cells that were
totally intruded in a previous iteration. Spring cells below sea
level are also restored. Cells are restored when head in
contiguous cells builds up and pushes the interface below the tops
of the cells.

2 to restore all cells except spring cells below sea level.

0 to omit the task of restoring totally intruded cells.

Note that totally intruded water-table cells are not restored.

0 to omit printing coordinates of intruded cells.

>0 is the maximum number of messages to be printed indicating

the coordinates of cells when they are intruded or restored.

This option can produce volumes of printout.

1 to print starting values of intrusion codes for all model cells.
These intrusion codes are determined by one of the methods
described for the parameter INTCAL (coded on this record).

1 to print intrusion codes for each model layer containing active
cells and print a summary of freshwater thicknesses for partly
intruded cells. These iIntrusion codes are for the last saltwater
iteration.

1 to print a map of greatest depths to the freshwater-saltwater
interface and a map of intrusion codes for cells in which

the Interface is located. Zones of lateral intrusion that are
underlain by freshwater are not shown on this map. These maps are
for the last saltwater iteration.

1 to save on FORTRAN file number 17 the greatest depths to

the freshwater-saltwater interface computed for the last saltwater
iteration (see description for IMTMAP).

1 to print a map of differences between the damped and undamped
(or equilibrium) Iinterface positions computed for the last
saltwater iteration.
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INTCAL

INTSA2

0 to compute initial interface depths and intrusion codes for all
model cells at the start of a new simulation by using initial
heads. Values for Initial heads (see the data set STRT in Group V
data) should be large enough to position the interface in the
bottom layer of the model. Select this option at the start of a
new simulation runm.

1 to read from FORTRAN file number 18 the starting Interface
depths for all model cells that were saved on disk file (see
INTSA2 on this record) at the end of a previous simulation runm.

1 to save on FORTRAN file number 18 the computed interface depths
and intrusion codes for all model cells at the end of a simulation
run. These values can be used in another simulation run either as
initial conditions for a new simulation or as starting conditions
for continuing a previous simulation.
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Group IV data

These data redefine parameters at the start of each stress period.
Records 1 and 2 are formatted and read from FORTRAN file number 5.

1. Record 1. (Always read at the start of a stress period)
One record is required for each stress period and there are NPER stress
periods (see record 9 in Group I data).

Ident: KP NUMT TMAX DELT CDLT IWEL IRECH IRIV TIHED

Format: IS I5 F5.0 F5.0 F5.0 I5 I5 I5 I5
Rt.Col: 5 10 15 20 25 30 35 40 45
Description:

KP '= Number of this stress period (do not exceed the value of

NPER coded on record 9 in Group I data).
NUMT

= Number of time steps in this stress period.
TMAX = Length of this stress period in days.
DELT = Length of the initial time step in hours.
CDLT = Multiplier for DELT (described on p. II-3 of Trescott, 1975).
IWEL = 1 to read new values of an array data set for constant-flux cells.

Record 2 must follow this record when IWEL=l.
0 for the first stress period.
IRECH = 1 to read new values of an array data set for recharge.
Record 2 must follow this record when IRECH=1.
= 0 for the first stress period.
IRIV =1 to read new values of an array data set for head in
leaky-river cells.
Record 2 must follow this record when IRIV=l.
= 0 for the first stress period.
IHED = 1 to read new values of an array data set for constant-head cells.
Record 2 must follow this record when IHED=1.
0 for the first stress period.

2. Record 2. (Include this record when IWEL>0, IRECH>0, IRIV>0, or
IHED>0)
This record follows record 1 and is repeated for the parameters IWEL,
IRECH, IRIV, and IHED. The array data set specified by IWEL is read first
and the data set specified by IHED is read last. -

Ident: SETID

Format: 2A4
Rt.Col: 8
Description:

SETID = Identifier for the array data set to be read as Group V data. This
identifier must be the same as the one used for SETNAM on record 2
of Group V data.
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Group V Data

These data are used to specify values of parameters and coefficients, shown in
equations 1-10, for each cell in a finite-difference model. Data are stored in
arrays (or dimensioned variables) used in the computer model, and these arrays are
initialized at the start of simulation. Some of the arrays are re-initialized at
the start of each stress period (see Group IV data).

To initialize arrays in the model, parameter records (80-column, fixed-length,
car-image records) must be prepared for each array data set required for a
simulation, and, for multiple-layer data sets, one parameter record is prepared
for each layer. Each parameter record contains a data set identifier, a layer
number for the model, parameters that specify how the array is initialized in the
model, and options for printing the data set or saving it on disk file.

The primary input file for formatted records in this data set is FORTRAN file
number 22, messages are printed on FORTRAN file number 6, and array data sets are
printed on FORTRAN file number 21. Secondary input and output files (formatted or
unformatted) are defined by coding values for IRDSK and IWDSK on record 2. All
file numbers must be specified in the job control language (see "Job Control
Language for Running the Model").

1. Record 1l: Project identification record (Code only 1 record)
Ident: PROJID
Format: A8
Rt.Col: 8

Description:
PROJID = A project identifier.

2. Record 2: Parameter Record (Code 1 record for each layer in each data set)
Ident: SETNAM LAYR IRFMT IRDSK IDUM IFACTA IUPROW IUPNOD

Format: A8,2X 15 I5 I5 I5 I5 I5 I5
Rt.Col: 8 15 20 25 30 35 40 45
Ident: IPRNT IWFMT IWDSK IDUM IDUM FACTA

Format: IS5 I5 I5 I5 I5 Fl0.0

Rt.Col: 50 55 60 65 70 80

Description:

SETNAM = Identifier for an array data set (see "Description of array
data sets" following the description of record 7).

LAYR = Layer number in the model. Code 1 for arrays with the

identifiers PERM, BOT, QRE, LAYRCH, DELX, DELY, DELZ.

Format code for reading a data set from the file specified

by IRDSK.

0 to omit reading a data set.

1 to read using format 20F4.0

2 to read using format 8F10.0.

8 to read an unformatted record.

Number of a FORTRAN file from which array data are read for

one model layer. Code a value >22. If zero is coded, the

default value 1s 22 when IRFMT = 1 or 2; however, no file is

read if IRDSK = 0 and IRFMT = 8. The file that is specified

IRFMT

IRDSK
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must contain record 4, or records 3 and 4, or record 5 of this
data group.

IDUM = Code 0 or leave blank.

IFACTA = 0 to multiply all elements in the array data set by a constant
value after reading and updating the data set. The constant is
the value specified for FACTA on this record. This operation is
not performed if FACTA = 0 or 1.

= 1 to add a constant value to all elements in the array data
set after reading and updating the data set. The constant
is the value specified for FACTA on this record. This
operation is not performed if FACTA = 0.

= 2 to assign a constant value to all elements in the array data
set. The constant is the value for FACTA specified on this
record. This operation is performed after reading a data set
and before updating. If data are not read (IRFMT = 0),
this operation is always performed using the value specified
for FACTA.

IUPROW = 1 to read updates for groups of cells in selected rows of a
model layer. This operation is performed after reading a
data set or assigning a constant value to a data set. The
updates must follow this record and are coded on record 6.

The updates are printed on FORTRAN file number 6.

IUPNOD = to read updates for individual cells in a model layer. This
operation is performed after reading a data set or assigning
a constant value to a data set. The updates must follow this
record and are coded on record 7. The updates are printed
on FORTRAN file number 6.

IPRNT = Format for printing values for all cells in a model layer.
The print file is FORTRAN file number 21.
= 0 to omit printing.
= 1 to print values using the format 18F7.0.
= 2 to print values using the format 10F12.2.
= 3 to print values using the format 10F12.8.
= 4 to print values using the format 1P10E12.4.
This operation is performed after an array data set is
initialized using options specified in columns 16-45 of this
record.
IWFMT = Format code for writing a data set on FORTRAN file IWDSK.
= 0 to omit writing. -
= 1 to write using format 20F4.0.
= 2 to write using format 8F10.0.
= 3 to write using format 8F10.3.
= 4 to write using format 8F10.7.
= 5 to write using format 1P8E1l0.3.
= 8 to write an unformatted record.
IWDSK = Number of a FORTRAN file on which array data are written for a

model layer. Code a value >22. If zero is coded, data are
not written on a disk file. Records 3 and 4 are written if
O<IWFMT<8, or record 5 is written if IWFMT = 8. This
operation is performed after an array data set is initialized
using options specified in columns 16-45 of this record.

= 0 to omit writing a data set on disk file.
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IDUM = Code 0 or leave blank.
IDUM = Code 0 or leave blank.
FACTA = Constant value used to perform operations specified by IFACTA.

3. Record 3. (Include this record on file IRDSK when IRDSK >22 and
IRFMT = 1 or 2)
This record must precede record 4 for each model layer when IRDSK >22.

Ident: NL SETDSK
Format: I2 A8
Rt.Col: 2 10

Description:
NL ‘= Number of a model layer (must be the same number coded for
LAYR on record 2).
SETDSK = Identifier of an array data set (must be the same identifier
coded for SETNAM on record 2).

4. Record 4. (Include this record on file IRDSK when IRDSK >22 and
IRFMT = 1 or 2)
This record must follow record 2 when IRDSK = 22, or it follows record 3
when IRDSK >22.

Ident: A (an array)
Format: 20F4.0 or 8F10.0 (depends on value coded for IRFMT on record 2)

Description:

A = Values for an array data set described in "Description of array
data sets".

For arrays indexed by row and column coordinates in the model,
code values for all cells in a model layer starting with layer 1. Code
the value for column 1 of each model row in the first data field of a
new record, and code values for each model column in successive data
fields on a record. When the last data field on a record is coded and
the last value for a model row has not been coded, continue to the
first data field on a new record. The arrays PERM, BOT, QRE, and
LAYRCH are coded for only one model layer, a value of 1 is coded for
LAYR on record 2, and record 2 is coded once for each array. The
arrays DELX, DELY, and DELZ are coded in consecutive data fields on a
record (continuation records can be used), a value of 1 is coded for
LAYR on record 2, and record 2 is coded once for each array.

5. Record 5. (Include this record on file IRDSK when IRDSK >22 and IRFMT = 8.)
This record is unformatted and is read after record 2. This record is not
read from FORTRAN file number 22.

Ident: SETDSK(2) STIME NL NR NC A(an array)
Format: Single-precision floating point (unformatted record)

Description:
SETDSK = Identifier for an array data set (must be the same identifier
coded for SETNAM on record 2).
STIME = Simulation time.
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NL = Layer number in the model (must be the same number coded for
LAYR on record 2).

NR = Number of rows in the model.
NC = Number of columns in the model.
A = Values for an array data set.

6. Record 6. (Include this record when IUPROW = 1.)
This record is used to update one or more cells in a row of a model layer,
and this record must follow record 2 or 4 on FORTRAN file number 22. This
record can be repeated to update several model rows. Code 0 for KLAY to
terminate the updates for a layer.

Ident: KLAY IR JCl1 JGC2 IOPCOD IDUM V(J)

Format: .IS I5 15 I5 I5 I5 5F10.0

Rt.Col: 5 10 15 20 25 30 40,50,60,70,80
Ident: V(J) -- continuation record

Format: 8F10.0

Rt.Col: 10,20,...,80

Description:

KLAY = Layer number in the model (same as LAYR on record 2). Code 0
to terminate the updates for a layer.
IR = Model row to be updated.
JCl = Starting column in row IR.
Jc2 = Ending column in row IR.
IOPCOD = 0 to multiply the constant specified for V(1) times values
for each element in columns JCl through JC2.
= 1 to add the constant specified for V(1) to values
for each element in columns JCl through JC2.
= 2 to assign the constant specified for V(1) to each element
in columns JC1 through JC2.
= 3 to assign the constants specified for each V(J) to each
element in columns JC1 through JC2.
IDUM = Code 0 or leave blank.
V() Values used in operations assoclated with the value of IOPCOD.

If JC2-JC1l+1 exceeds 5 and IOPCOD = 3, code the remaining values of
V(J) on continuation records with a format of 8F10.0. -

7. Record 7. (Include this record when IUPNOD = 1.)
This record is used to update the value of a single cell in a model layer,
and this record must follow record 2, 4, or 6 on FORTRAN file number 22.
This record can be repeated to update several cells for a layer. Code 0 for
KN to terminate the updates for a layer.

Ident: KN IN JN IDUM VAL
Format: I5 I5 1I5 I5 F10.0
Rt.Col: 5 10 15 20 30

Description:

KN = Layer number in the model (same as LAYR on record 2). Code 0
to terminate the updates for a layer.
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IN = Row coordinate of the cell to be updated.
JN = GColumn coordinate of the cell to be updated.
IDUM = Code 0 or leave blank.

VAL = Value assigned to the cell.

8. Description of array data sets.
This section describes the array data that are coded to specify values for
cells in the model layers. An alphanumeric identifier is given to each data
set and this identifier must be coded for SETNAM on record 2 of this data
group. The identifier, in most cases, is the same as the name of a
dimensioned variable used in the model. Some data sets require that record 2
be coded for each model layer and other data sets require only one occurrence
of record 2. For data sets that require record 2 for each model layer, code
the layer number for LAYR on each occurrence of record 2. For data sets that
require only one occurrence of record 2, code 1 for LAYR. The data sets
described in this section are listed in the order in which they are read into
the model. Values for all cells in a layer can be set to a constant or a
value can be read for each cell, depending on how record 2 is coded. All of
the data sets described by Trescott (1975), and additional data sets required
by SSIM3D are described in this section. The parameters IO, JO, KO, NDRAIN,
and NRIV used in describing the array data sets are defined in Group I data.
The following data sets are always required for a simulation: STRT, S, T,
TXTY, DELX, DELY, DELZ, and WELL. The remaining data sets described below
are required when the appropriate options are specified in Group I, III, and
IV data.

Number of
Data set occurrences
identifier for record 2 Description of the data set

STRT KO Initial head for the start of a new simulation [L].
Head values read as Group II data will replace these
values when HEDR is coded for IDK1l (see record 4 in
Group I data). This data set is required for each
simulation and there are I0*JO values for each layer.

S KO Storage cogff}cient (or specific yield) for an
aquifer [L"/L”]. Code values >0 for simulation of
transient flow in an aquifer system containing only
freshwater using equation 1 (code ISALT = 0 in record
3 of Group I data). Code zero values for simulation
of steady flow in either an aquifer system containing
only freshwater using equation 2 (code ISALT = 0) or
an aquifer system containing freshwater and saltwater
using equations 2 and 11 (code ISALT = 1). Code -1
values for constant-head cells used in any simulation.
This data set is required for each simulation and
there are I0*J0 values for each layer.

T KO Hydraulic tEansmissivity of saturated water-bearing
material [L"/t]. The model will assign zero values to
cells in row 1, row I0, column 1, and column JO. When
a water-table aquifer exists in layer LWTABL (see
Group I data), values of T must be coded for layer
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TXTY

TK

PERM

BOT

KO

KO-1

LWTABL, but they will be recomputed in the model using
values for hydraulic conductivity (see the PERM data
set) and saturated thickness. This data set 1is
required for each simulation and there are I0*JO
values for each layer.

Multipliers for hydraulic transmissivities and
vertical leakage coefficients to account for
anisotropy in the x-, y-, or z-directions. The
three multipliers are uniform within each layer.

Do not code zeros for these multipliers. Code the
multiplier for the x-direction first, then code
multipliers for the y- and the z-directions.

If each layer has a constant thickness (Az), a
constant vertical hydraulic conductivity (Kz), and a

constant lateral hydraulic conductivity (Kx= Ky)’
and if the vertical leakance coefficients (see the

TK data set) are not read but are computed by the
model, then code the multiplier for the z-direction as
Kz/(KxAz) for each layer (code Kz/Kx for the water-
table“aquifer). This data set 15 required for each
simulation and there are 3 values for each layer.

Coefficients of vertical leakage bgiween a layer
and an overlying adjacent layer [t ~]. If each
model layer does not have a constant thickness

and a constant hydraulic conductivity, the leakage
coefficients can be computed using equation 7

and read into the model. If these coefficients are
not read, the model will compute them using
values for the anisotropy multipliers in

the z-direction (see the TXTY data set).

This data set iIs Inclued only when ITKR is coded
for ITK on record 4 of Group I data. There are
I0*%J0 values for each model layer.

Hydraulic conductivity of saturated materials iIn
the water-table layer [L/t]. The mddel will
assign zero values to cells in row 1, row IO,
column 1, and column JO. This data set is
included only when WATE 1s coded for IWATER on
record 4 of Group I data. There are I0*J0 values
in this data set. Code 1 for LAYR on record 2.

Bottom elevation of the water-table layer (code
negative values where below sea level), [L]. This
data set is included only when WATE is coded for
IWATER on record 4 of Group I data. There are
I0%*J0 values in this data set. Code 1 for LAYR on
record 2.
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QRE

LAYRCH

DELX

DELY

DELZ

WELL

IDN

DRCF

KO

KO

KO

Recharge rates (positive values) to the topmost
model layers [L/t]. The layers to which recharge
is applied depend on the value coded for LRECH
on record 3 of Group I data. This data set is
included only when RECH is coded for IQRE on
record 4 of Group I data. There are I0%JO values
in this data set. Code 1 for LAYR on record 2.

Numbers for model layers that are to be recharged.
This data set is included only when LRECH = -1 on
record 3 of Group I data and RECH is coded for IQRE
on record 4 of Group I data. There are IO0*J0O

values in this data set. Code 1 for LAYR on record 2.

Dimensions of model cells in the x-direction (width
of each column in a finite-difference grid), [L].
This data set 1s required for each simulation and
there are J0 values. Code 1 for LAYR on record 2.

Dimensions of model cells in the y-direction

(height of each row in a finite-difference grid),

[L]. This data set 1s required for each simulation
and there are I0 values. Code 1 for LAYR on record 2.

Dimensions of model layers in the z-direction
(thickness of each layer in a finite-difference
grid), [L]. DELZ can be set to 1 for each layer

if vertical leakage coefficients are read into the
model and if equation 1 or 2 of this documentation or
equation 4 of Trescott (1975) is being simulated.
This data set is required for each simulation and
there are KO values. Code 1 for LAYR on record 2.

Constant rates of discharge (negative values) or
regharge (positive values) for wells in a layer
[L”/t]. This data set is required for each
simulation and there are I0*J0 values for each
model layer.

Locators for springs and drains above sea level.
Springs and drains that occur in the same cell must
be combined. Code a value of 1 where springs or
drains exist and 0 elsewhere.

This data set is included only when NDRAIN >0 on
record 3 of Group I data. There are I0*J0 values
for each model layer.

Discharge coefficients for springs above sea level
(see eq. 8) and for drains above sea level [L"/t].
A combined coefficient must be computed for springs
and drains that occur in the same model cell.

This data set 1s included only when NDRAIN >0 on
record 3 of Group I data. There are I0*J0 values
for each model layer.
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DREL

IDR

RC

RB

DBOT

KO

KO

KO

KO

KO

KO

Elevation at the bottom of a model layer for each
spring cell (see eq. 4) or elevation at the bottom of
each drain cell [L]. If the bottom of a spring cell is
below sea level and the top is above sea level, code
this cell as a spring below sea level (see the IDR
data set). This data set is included only when NDRAIN
>0 on record 3 of Group I data. There are I0%JO
values for each model layer.

Locators for spring cells below sea level or leaky-
river cells above sea level. A leaky river and a
spring below sea level must not be located in the same
cell. Code a value of 1 where a leaky river exists,

2 where a spring below sea level discharges into

a body of saltwater, and 0 elsewhere.

This data set is included only when NRIV >0 on

record 3 of Group I data. There are I0%J0 values

for each model layer.

Discharge coefficients for springs below sea level
(see eq. 9) and for leiky-river cells above sea
level (see eq. 10), [L7/t].

This data set is included only when NRIV >0 on
record 3 of Group I data. There are I0%J0 values
for each model layer.

Top elevations for spring cells below sea level or
elevations of river bottoms for leaky-river cells
above sea level [L]. Elevations below sea level

are negative numbers. This data set is included only
when NRIV >0 on record 3 of Group I data. There are
I0%J0 values for each model layer.

Freshwater heads in the saltwater zone for spring
cells below sea level (see eq. 5) or water-surface
elevations for leaky-river cells above sea level (see
eq. 6) [L]. To compute freshwater head for a spring
cell that discharges freshwater into the ocean,

equation 11 can be rewritten as RH = Ps - P£ 2T where
Pg
2T = -RB. This data set is included only when NRIV >0

on record 3 of Group I data. There are I0%J0 values
for each model layer.

Depth below sea level (positive downward) to the
bottom of each model cell [L]. Depths must be coded
for model layers 1 through LFRESH+l (see record 1 in
Group III data), and depths can be zero for layers
LFRESH+2 to KO. If a cell bottom is above sea level,
code a negative value. This data set 1is included
only when ISALT >0 on record 3 of Group I data.

There are I0O*J0 values for each model layer.
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Group VI Data

These data are used to compute differences and the root-mean-square for
differences between observed and model-computed heads. Records 1 and 2 are
formatted and read from FORTRAN file number 41; records 3 and 4 are

formatted and read from FORTRAN file number 42. Include this data group only

when MSQCAL >0 on record 3 of Group I data.

1. Record 1.

Dimensions of a regional model grid (this can be larger than the grid
dimensions for a subregional model or the two grids can be the same).

Ident: NROW NCOL NLAY
Format: IS5 I5 I5

Rt.Col: '5 10 15
Description: (
NROW = Number of rows in the regional model grid.
NCOL = Number of columns in the regional model grid.
NLAY = Number of layers in both the regional and subregional model
grids.
2. Record 2.

Coordinates of the rectangular subregion for this subregional model
(coordinates are referenced to the regional model grid). If coordinates
are identical for the regional and subregional model grids, code zeros on
this record.

Ident: NRA1L NRA2 NCAl NCA2
Format: IS I5 I5 I5
Rt.Col: 5 10 15 20

Description:

NRA1 = Row number in the regional grid for the first row in this
subregional model.

NRA2 = Row number in the regional grid for the last row in this
subregional model.

NCAl = Column number in the regional grid for the first column in this
subregional model. -

NCA2 = Column number in the regional grid for the last column in this
subregional model.

3. Record 3.

Model layer in which there are observation points.
Coordinates of observation points are coded on record 4.

Ident: K SETID
Format: I2 A8
Rt.Col: 2 10

Description:

K = Layer number for all observations coded on record 4.
SETID = Identifier for the observations (code something meaningful).
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Record 3 is coded once for each model layer and is followed by multiple
occurrences of record 4. For multiple layers, record 3 follows record 4
(for the previous layer) that contains 5 zeros.

4, Record 4.
Data for observation points in layer K (layer is specified on record 3).

Ident: I J DI DJ HOBS
Format: Free-field (a blank field must follow each number)

Description:
I = Row coordinate (regional coordinate) for a cell in which the
observation point exists.
J ‘= Column coordinate (regional coordinate) for a cell in which the
' observation point exists.
DI = Displacement in the row direction [L] from the center of

a cell to the observation point. Code a negative value
if displacement is in the direction of row 1.
DJ = Displacement in the column direction [L] from the center
of a cell to the observation point. Code a negative
value if displacement is in the direction of column 1.
HOBS = Observed value of head at the observation point [L].

Following the last occurrence of this record for layer K, code a record

with zero for each of the five parameters. This zero record can be
followed by record 3 for another layer.
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Job Control Language for Running the Model

The computer model is programmed to run on the U.S. Geological Survey’s
AMDAHL 470/V7* computer in Reston, Va., with a FORTRAN 77 compiler and an IBM
0S/VS2 operating system. An example of job control language used for running a
load module for the model on the AMDAHL V7 is shown below:

//jobid JOB (accounting data)

/*LOGONID record if needed

/*PASSWORD record if needed

/*JOBPARM L=20,K=64

/*ROUTE record if needed.

//*$$FILE record if needed.

//GWMODL EXEC FORTVG,ULIB ='userid.LOADLIB’,

// 'PARM. GO="'EP=MAIN,SIZE=4100K,MAP’ ,REGION.GO=4100K, TIME.GO=3
//GO.SYSLIN DD DSN=userid.LOADLIB(SSIM3D),DISP=SHR

//GO0.SYSIN DD DSN=userid.GRP134,DISP=SHR

//GO.FT04F001 DD DSN=userid.HEADCALC,DISP=SHR,DCB=BUFNO=2
//GO.FTO8F001 DD SYSOUT=A,DCB=(RECFM=FBA,LRECL=133,BLKSIZE=9310)
//GO.FT09F001 DD SYSOUT=A,DCB=(RECFM=FBA,LRECL=133,BLKSIZE=9310)
//GO.FT10F001 DD SYSOUT=A,DCB=(RECFM=FBA,LRECL=133,BLKSIZE=9310)
//GO.FT13F001 DD UNIT=SYSDA,SPACE=(TRK, (5,5)),

// DCB=(RECFM=FB,LRECL=133 ,BLKSIZE=2926,BUFNO=2)
//GO.FT14F001 DD DSN=userid.FLUX,DISP=SHR,DCB=BUFNO=2
//GO.FT15F001 DD DSN=userid.PLTHEAD,DISP=SHR,DCB=BUFNO=2
//GO.FT16F001 DD DSN=userid.XSEC,DISP=SHR,DCB=BUFNO=2
//GO.FT17F001 DD DSN=userid.PLTINTF,DISP=SHR, DCB=BUFNO=2
//GO.FT18F001 DD DSN=userid.INTFSAV,DISP=SHR,DCB=BUFNO=2
//GO.FT21F001 DD SYSOUT=A,DCB=(RECFM=FBA,LRECL=133,BLKSIZE=9310)
//GO.FT22F001 DD DSN=userid.GRP5,DISP=SHR

//GO.FT23F001 DD DSN=userid.DXDYDZ,DISP=SHR

//GO.FT24F001 DD DSN=userid.TXTY,DISP=SHR

//GO.FT25F001 DD DSN=userid.STRTHEAD,DISP=SHR

// DD DSN=userid.STORCOF,DISP=SHR

// DD DSN=userid.TRANSMIS,DISP=SHR

// DD DSN=userid.VLKCOF,DISP=SHR

// DD DSN=userid.RECHARGE,DISP=SHR

// DD DSN=userid.CONSTFLX,DISP=SHR

// DD DSN=userid.DRAINS,DISP=SHR -
// DD DSN=userid.SPRINGS,DISP=SHR

// DD DSN=userid.DBOT,DISP=SHR

//GO.FT41F001 DD DSN=userid.MSQDATA,DISP=SHR
//GO.FT42F001 DD DSN=userid.HEADOBS,DISP=SHR

//

*Any use of trade names is for descriptive purposes only and does not imply
endorsement by the U.S. Geological Survey.
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The files used in the above job control language are described below:

Name of DD FORTRAN

record

SYSLIN

FTO3FQ01

FTO4F001

SYSIN
FTO6F001

FTO8F001

FTO9F001

FT10F001

FT13F001

FT14F001

FT15F001

FT16FO001

FT17F001

FT18F001

FT21F001

file No.

10

13

14

15

16

17

18

21

Type of
file

U

Description

Contains the compiled FORTRAN code for the
model and the IBM FORTRAN library routines
used by the model. The data set
"userid.LOADLIB" must be partitioned and
program SSIM3D is a member in this data set.
Contains model-computed head and mass-balance
values (records 1 to 3 of Group II data) for the
end of a previous simulation (see IPUl on record
4 of Group I data) or computed head and mass-
balance values at the end of this simulation
(see IPU2 on record 4).

Contains model-computed head and mass balance
values (records 4 and 5 of Group II data) for
the end of a previous simulation (see IDK1 on
record 4 of Group I data) or computed head and
mass balance values at the end of this simul-
ation (see IDK2 on record 4). Values are in
double-precision format.

Contains Group I, III, and IV data.

Contains messages and printout of some model
results (this is included in the cataloged
procedure FORTVG).

Contains printout of computed drawdown (see
IDRAW on record 4 of Group I data) or computed
head (see IHEAD on record 4).

Contains printout of scaled alphanumeric maps
(see record 10 of Group I data).

Contains printout of computed head for each
iteration in the equation-solving routine (see
ITRHED on record 9 of Group I data).

Temporary file used by subroutine CHECKI when
IPFLX>0 (see record 5 in Group I data).
Contains computed flux for constant-head,
drain, and leaky-river cells (see ISVFLX on
record 5 of Group I data).

Contains computed head in plot-file format
(see ISVHED on record 5 of Group I data).
Contains computed head and intrusion codes for
vertical sections (see ISVHDX on record 5 of
Group I data).

Contains computed depths to the interface
between freshwater and saltwater (see INTSAV
on record 1 of Group III data).

Contains computed interface depths and intrusion
codes for model cells (see INTSA2 on record 1 of
Group III data).

Contains printout of array values for Group V
data.
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FT22F001 22 F Contains records 1, 2, and selected records
for Group V data.

FT23F001 23 F Contains the Group V data sets DELX, DELY, and
DELZ (this file number must be specified for
IRDSK on record 2 of Group V data).

FT24F001 24 F Contains the Group V data set TXTY (this file
number must be specified for IRDSK on record 2 of
Group V data).

FT25F001 25 U Contains the Group V data sets STRT, S, T, TK,
QRE, WELL, IDN, DRCF, DREL, IDR, RC, RB, RH,
DBOT (this file number must be specified for
IRDSK on record 2 of Group V data).

FT41F001 . 41 F Contains records 1 and 2 of Group VI data.

FT42F002 42 F Contains records 3 and 4 of Group VI data.

where the file types are defined as

U = unformatted sequential file,
F = formatted sequential file.

The region size of 4100K shown on the above EXEC record is required for a
model run that simulates saltwater intrusion and has dimensions of 77 rows, 38
columns, 15 layers, contains 1,690 spring cells below sea level, and 760 spring
cells above sea level (dimension of Y vector in MAIN routine is 980100). The
region size can be computed as

RS = PS + YV + FL + BS

where

RS = Region size in kilobytes (1K = 1024 bytes).

PS = Size of compiled FORTRAN code (includes COMMON); approximately 120K
(includes 14K for COMMON). The code was compiled with the IBM VS FORTRAN
compiler using level 1 optimization.

YV = Size of the Y vector in the MAIN routine; computed as 3.91K for each
1000 elements (4-byte words) in the vector.

FL = Size of the IBM FORTRAN library; approximately 40OK.

BS = Buffer sizes for files; for each file, the size is computed as the
block size times the number of buffers assigned to the file.

The size of the Y vector in the MAIN routine and the size needed for a simulation
are printed out when the model is run. If the Y vector is too small, the job is
aborted.
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Example Problem

For an example problem (illustrated in figure 7), the model is used to compute
the position of a sharp interface between moving fresh ground water and stationary

seawater.

A constant flux boundary is specified along the left side of the flow

system; zero flux boundaries are specified along the front, back, and bottom;
recharge 1s specified for the layers above sea level; springs above sea level are
specified where layers intersect land surface; and springs below sea level are
specified where layers intersect the ocean bottom. The low-permeability confining

beds are specified as layers because they can be intruded
two pumping wells in this problem. The dimensions of the
and the hydraulic properties of the flow system are shown

The job control language and a listing of model-input

table 1. The formats for the data records are described
report. Where numeric fields are left blank, zero values
model. None of the records in table 1 are totally blank.

Table 2 contains printout from a simulation run using
table 1.

Recharge of 2x10 -8 ft/s

oo

by seawater. There are
finite-difference grid
in figure 7.

data are shown in
elsewhere in this
are assumed by the

data shown in

Well pumping 1.5 ft3 /s \0\\ // |
from layer 2 ® ,\0' 7/ |
ok / |
Y 7
. 3 o ‘
Const. Well pumping 1.0 ft~ /s 0@?’ //
flux  Ejev. from layer 4 —— @ Q;o‘? /
(ft3ls) _(ﬂ Water table 7 .
== = i
0.001 oo | Aquifer (1ayer 6 T ——=—-— //
-_ Confining bed (layer 5) 4 o
0.001 — Aquifer (layer 4) %, ' °.°°°
-100 7 | YV
- Confining bed (layer 3) \90
-200 "‘b |
0.001 — Aquifer (layer 2) 4
-300 % £
0 —-400 Confining bed (layer 1)
l 37,900 ft. ! X
4 ] Y
Specifications: K x = Ky =2x10 ° ft/s
- Aquifers

K, = 2x10°3 /s

-6 m
K x K y 2x10 ft/s

8 I~ Confining beds
K z = 2x10 7 ft/s

P, =1.000 g/em?, P =1.025 glem >
A X varies from 1500 to 2000 ft., A Y = 2000 ft.,
AZ =100 ft.

No, cells in X-direction {inside model border) = 20
No. cells in Y-direction {inside model border) = 10

Figure 7.-Specification of an example problem for the model.
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TABLE 1.--Model input data for the example problem shown in figure 7

//AG4LOXMLS JOB (nnnnnnnnn,DS00), *SAPIK?, CLASS=C

//*** EXAMPLE PROBLEM FOR MODEL DOCUMENTATION ***

/*JOBPARM L=20,K=64

//GWMODL EXEC FORTVG,ULIB='AG4OXML.LOADLIB!,

// PARM.GO='MAP,EP=MAIN,SIZE=500K*,REGION.GO=500K, TIME .GO=1
//GO.SYSLIN DD DSN=AG4OXML.LOADLIB(SSIM3D),DISP=SHR,DCB=BUFNO=2
//GO.FTO8F001 DD SYSOUT=A,DCB=(RECFM=FBA,LRECL=133,BLKSIZE=9310)
//GO.SYSIN DD * GROUP I, III, IV DATA

EXAMPLE PROBLEM FOR ILLUSTRATING THE USE OF THE THREE-DIMENSIONAL SEAWATER INTRU

SION MODEL
12 22 6 2 0 70 2 6 5 1 0
HEAD : WATE RECH
2 0 1 1
1 622

4 1 4 2 4 3 4 4 4 5 4 6 4 7 4 8 4 9 410 411 412 413

41 415 416 417 418 419 420 421 4 22
1 622

71727 37 4757 6777879710711 712713

71 715 716 717 718 719 720 721 7 22
1 1 5 .2 .9.998 .9 0 0 0
0 -1
010101
40 30 0 4 1 1 2 .3 .5 .01 .99 .02 1

1 1 1 0 1 0

1 1 1 24 1 0 0 0 0
//GO.FT21F001 DD SYSOUT=A,DCB=(RECFM=FBA,LRECL=133,BLKSIZE=9310)
//GO.FT22F001 DD * GROUP V DATA

0
0

EXAMPLE N

STRT 1 2 1

STRT 2 2

STRT 3 2

STRT 4 2

STRT 5 2

STRT 6 2

s 1 2

s 2

s 3

s 4

s 5

s 6

T 1 2 2.

T 2 1 2 0 3 2.
0
0
601 1 1 1 1 1 1 1 1 11 1 1 1 1 110
0
ot 1 1 1t 1 1 1 1 1 1 1 1 1 1 1 1 10
0
o 1t 1 1 1 1 1 1 1 1 11 11 11 1 10
0
o 1 1t 1 1 1 1 1 1 11 1 1 1 1 1 1 10
0
o 1 1t 1 1 1 1 11 11111111 10
0
o1 1 1 1 1 1 111t 111t 1111 10
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- - -
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2.E-4

22

-

-

o000 O0OO0OO0 OO

-

-

-

-

-

-

-—

-—

OO0 000000 oo

-

-

-

-—

-

-

TXTY

1.E-4

22

TXTY

1.E-3

22

™Y

1.E-4

22

TXTY

1.E-3

22

XTY

1.E-4

22

™@TY

1.E-1

2.E-4

22

PERM

o

o

o

o

(=]

o

o
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(== I B - I — I — R — I =1

BOT
QRE

= = T = I = N = N = B — T — R — I = I = I = I = I = I B = B = B~ B - A - -2 - 2 - 2 -]

DELX

DELY
DELZ
WELL
WELL

OMNMNMMNMNNMNNMNNOMNNNNNNMNNDN

WELL
WELL

o~

2000
2000
1500

-

—
O - O VOO NOOWMES™EWNR™

~

-

NOHFWONMNMNNNNPOPNNNNNNNN=D 22

2000
2000
1700

22 0

22
2000 2000
2000 2000
2000 2000

-1.5
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001

-1.0
0.001
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WELL
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IDN
IDN
IDN
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IDN

IDN

DRCF
DRCF
DRCF
DRCF
DRCF
DRCF
DREL
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o000 O

owvwv VvV N

o000 O0OO OO

-—
O =2 0V Ee~NOWMPSHW
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O = O VR NOWUV ~SWUWN

[

O =20 VOO ~NOWMSHEUN

-— -
O = O VOO’ NOWVHWN

S WD =20 N NN NDNNNOVONNMNNDNNNDNDND DN

=0 WV H UWN =

0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001

0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001

—- e d ) wd = wd e wd

[ T N U U U T i (T S 4

N

2 0

2 0

1 2 0
4 5.3E-4
4.7e-2

) 0
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RB
RB
RB
RH
RH
RH
RH
RH
RH
DBOT
DBOT
DBOT
DBOT
DBoOT
DBOT
/7

OV HE WN =200 WN=20 W

NN

NV NN
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TABLE 2.--Printout from a simulation run for the example problem shown in figure 7

EXAMPLE PROBLEM FOR ILLUSTRATING THE USE OF THE THREE-DIMENSIONAL SEAWATER INTRUSION MODEL

DATA FROM RECORD 3 IN GROUP 1 DATA:
ROWS IN MODEL = 12
COLUMNS IN MODEL = 22
LAYERS IN MOOEL = 6
MAX. ITERATIONS FOR EQUATION-SOLVING PROCEDURE = 20
MAX. NO. OF CONSTANT-HEAD CELLS = 0
LEAKY RIVER CELLS = 70
DRAIN CELLS = 20
LAYER FOR WATER-TABLE AQUIFER =
METHOD OF INCLUDING RECHARGE =
SOLVE FOR SALTWATER INTERFACE =
COMPUTE ROOT-MEAN-SQUARE FOR HEAD DIFFERENCES =

O - W >

FROM RECORD 4 IN GROUP I DATA:

~_-~
OO mx< ©O
REGEEZ

& Z
wonw o onon

IWATER
1QRE
1PV
1PU2
17K
1EQN

WATE
RECH

*%% WORDS USED FOR Y-VECTOR IN MAIN ROUTINE = 36572

DIMENSIONED SIZE FOR Y-VECTOR = 50000

DATA FROM RECORD 5 IN GROUP I DATA:

NSUBAL =
1BALAY
IPFLX

ISVFLX
ISVHED
ISVHDX

[}
OO O = =200N

DATA FROM RECORDS & AND 7 IN GROUP I DATA: VERTICAL SECTIONS FOR WHICH MODEL PARAMETERS ARE PRINTED

........................................................................... eeessvsensvescanscsncnnnnss

TOTAL NO. SECTIONS = 2

SECTION NO. = 1 BOTTOM LAYER = 1 TOP LAYER = 6 NO. CELLS ALONG SECTION = 22

tetvetsetereerasasssnseasss.ROW AND COLUMN COORDINATES (I,J)
C(r,d) (1,4d) 1,4y C1,4) 1,9y (1,
46, 1 4, 2 4, 3
4, 12 4, 13 4, 14
SECTION NO. = 2

BOTTOM LAYER = 1 TOP LAYER = 6

secssesscssssscccansenasss..ROW AND COLUMN COORDINATES (I,J)

CI,Jd) CUL,d) C1,d) CL,d) ¢L,d) C1,
7, 1 7, 2 7, 3 7, 4 7,5 7,
7, 12 7, 13 7. 14 7,15 7, 16 7,

FOR EACH LAYER OF THIS SECTION......ccevercnncncaccncscnns
JY (1,4 €1 ,9) €1 ,d) C1,4) (1 ,4)

6 4, 7 4, 8 4, 9 4, 10 4, 1
17 4, 18 4, 19 4, 20 4, 21 4, 22
NO. CELLS ALONG SECTION = 22

FOR EACH LAYER OF THIS SECTION....ccvcvvaneccannsasccannsa

Y (1,9 Ct,d) ¢ ,d) 1 ,4d) (1 ,4)
é 7, 7 7, 8 7, 9 7, 10 7, "
17 7, 18 7,19 7, 20 7, 21 7, 22
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DATA FROM RECORD 9 IN GROUP 1 DATA:

NPER = 1

KTH = 1

LENGTH = 5

ERR = 0.19999999
ERMULT = 0.89999998
WMAXT = 0.99800003
BETAl = 0.89999998
STEADY = 0.0

1TRHED = 0

IPHED = 0

DATA FROM RECORDS 10 AND 11 IN GROUP 1 DATA: PARAMETERS FOR PRINTING MAPS

CONVERSION FACTOR FOR LENGTH UNITS IN X-DIRECTION OF SCALED MAPS (XSCALE) = 0.0
CONVERSION FACTOR FOR LENGTH UNITS IN Y-DIRECTION OF SCALED MAPS (YSCALE) = -1.0000
NUMBER OF LENGTH UNITS PER INCH ON SCALED MAPS (DINCH) = 0.0
MULTIPLIER FOR DRAWDOWN PLOTTED ON SCALED MAPS (FACT1) = 1.0000
MULTIPLIER FOR HEAD PLOTTED ON SCALED MAPS (FACT2) = 1.0000
NAME OF LENGTH UNIT FOR SCALED MAPS (MESUR) =

PRINT HEAD VALUES (OR MAPS) FOR THE FOLLOWING LAYERS: .

020 40 6

PROJECT IDENTIFIER = EXAMPLE

ACCESS CODE FOR DATA BASE DISK = 0

MODEL DIMENSIONS: LAYERS = 6
ROWS = 12
COLUMNS = 22

INITIALIZE CELLS FOR DATA SET = STRT , LAYER = 1:
SET ALL CELLS IN LAYER TO CONSTANT = 1.10000E+02
PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.

INITIALIZE CELLS FOR DATA SET = STRT , LAYER = 2:
SET ALL CELLS IN LAYER TO CONSTANT = 1.20000E+02

INITIALIZE CELLS FOR DATA SET = STRT , LAYER = 3:
SET ALL CELLS IN LAYER TO CONSTANT = 1.30000E+02

INITIALIZE CELLS FOR DATA SET = STRT , LAYER = 4:
SET ALL CELLS IN LAYER TO CONSTANT = 1.40000E+02

ENITIALIZE CELLS FOR DATA SET = STRT , LAYER = 5:
SET ALL CELLS IN LAYER TO CONSTANT = 1.80000E+02

INITIALIZE CELLS FOR DATA SET = STRT , LAYER = 6:
SET ALL CELLS IN LAYER TO CONSTANT = 2.00000E+02

INITIALIZE CELLS FOR DATA SET = § , LAYER = 1:

SET ALL CELLS IN LAYER TO CONSTANT = 0.0
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PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.

INITIALIZE CELLS FOR DATA SET = S , LAYER = 2:

SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = S , LAYER = 3:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET =S , LAYER = 4:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DA}A SET = § , LAYER = 5:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = SA , LAYER = 6:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = T , LAYER = 1:

SET ALL CELLS IN LAYER TO CONSTANT = 2.00000E-04
INITIALIZE CELLS FOR DATA SET =T , LAYER = 2:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
MULTIPLY VALUES FOR ALL CELLS IN LAYER TIMES CONSTANT = 2.00000E-02
PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = T , LAYER = 3:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
MULTIPLY VALUES FOR ALL CELLS IN LAYER TIMES CONSTANT = 2.00000E-04
INITIALIZE CELLS FOR DATA SET = T , LAYER = 4&:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
MULTIPLY VALUES FOR ALL CELLS IN LAYER TIMES CONSTANT = 2.00000E-02
INITIALIZE CELLS FOR DATA SET = T , LAYER = 5:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
MULTIPLY VALUES FOR ALL CELLS IN LAYER TIMES CONSTANT = 2.00000E-04
INITIALIZE CELLS FOR DATA SET = T , LAYER = 6:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = TXTY , LAYER = 1:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
PRINT QUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = TXTY , LAYER = 2:

READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
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INITIALIZE CELLS FOR DATA SET = TXTY , LAYER = 3:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = TXTY , LAYER = 4:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = TXTY , LAYER = 5:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = TXTY , LAYER = 6:
READ FROM CARD-IMAGE %XLE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = PERM . LAYER = 1:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
MULTIPLY VALUES FOR ALL CELLS IN LAYER TIMES CONSTANT = 2.00000€E-04
PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = BOT , LAYER = 1:
SET ALL CELLS IN LAYER TO CONSTANT = 1.00000E+02
PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = QRE . LAYER = 1:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
HULTIPFY VALUES FOR ALL CELLS IN LAYER TIMES CONSTANT = 2.00000€-08
PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = DELX . LAYER = 1:
READ FROM CARD-IMAGE FILE (FILE NO. 22) VALUES FOR ALL CELLS IN LAYER.
PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = DELY , LAYER = 1:
SET ALL CELLS IN LAYER TO CONSTANT = 2.00000E+03
INITIALIZE CELLS FOR DATA SET = DELZ . LAYER = 1:
SET ALL CELLS IN LAYER TO CONSTANT = 1.0000DE+02

INITIALIZE CELLS FOR DATA SET = WELL . LAYER = 1:

SET ALL CELLS IN LAYER TO CONSTANT 0.0
INITIALIZE CELLS FOR DATA SET = WELL . LAYER = 2:

SET ALL CELLS IN LAYER TO CONSTANT

0.0
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READ FROM CARD-IMAGE FILE (FILE NO. 22) UPDATES FOR SELECTED CELLS IN LAYER.

ROW COL VALUE

4 12 -1.50000E+00
1.00000E-03
1.00000E -03
1.00000€ - 03
1.00000€-03
1.00000€-03
1.00000€-03
1.00000&-03
1.00000€-03
1.00000€-03
1.00000E-03

-0 Ve NOWVMSsTUN
NNV NVMNNMNNMNNNDNNDAONN

- e

PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = WELL , LAYER = 3:

SET ALL CELLS IN LAYER TO CONSTANT

0.0

L]
Lal
s

INITIALIZE CELLS FOR DATA SET = WELL s LAYER

SET ALL CELLS IN LAYER TO CONSTANT

0.0
READ FROM CARD-IMAGE FILE (FILE NO. 22) UPDATES FOR SELECTED CELLS IN LAYER.

ROW COL VALUE
6 -1.00000E+00
2  1.00000E-03
2  1.00000€-03
2  1.00000€-03
2  1.00000€-03
2  1.00000€-03
2 1.00000E-03
2 1.00000€-03
2 1.00000E-03
2 1.00000€-03
2  1.00000€-03

- OV O NOWV&H~&SWWNSN

P

PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR OATA SET = WELL , LAYER = 5:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = WELL . LAYER = 6:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
READ FROM CARD-IMAGE FILE (FILE NO. 22) UPDATES FOR SELECTED CELLS IN LAYER.

ROMW COL VALUE

2 1.00000€-03
1.00000E-03
1.00000E-03
1.00000€-03
1.00000E-03
1.00000E-03
1.00000€E-03
1.00000€-03
1.00000€-03
1.00000€ -03

- OV ~NOWVM~SU
NNMNNMNNNNMNNNNDNDN

-

PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
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*** COUNT OF CONSTANT-HEAD CELLS = 0 (USER SPECIFICATION = Q) *wx

INITIALIZE CELLS FOR DATA SET = IDN , LAYER 1:

SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = DN , LAYER = 2:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = IDN B LA*ER = 3
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = IDN . LAYER = 4:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = IDN , LAYER = 5:

SET ALL CELLS IN LAYER TO CONSTANT = 0.0

READ FROM CARD-IMAGE FILE (FILE NO. 22) UPDATES FOR SELECTED CELLS IN LAYER.

ROW COL VALUE

15 1.00000E+00
15  1.00000E+00
15  1.00000€+00
15  1.00000E+00
15  1.00000E+00
15 1.00000€+00
15  1.00000€+00
15 1.00000E+00
15  1.00000E+00
15  1.00000E+00

22 VveNOWVMAWN

-

PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = IDN , LAYER = 6:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
READ FROM CARD-IMAGE FILE (FILE NO. 22) UPDATES FOR SELECTED CELLS IN LAYER.

ROW COL VALUE

14 1.00000E+00
14 1.00000€+00
14 1.00000€+00
14 1.00000€+00
14 1.00000€+00
14 1.00000E+00
14 1.00000E+00
14  1.00000€+00
14 1.00000E+00
14 1.00000€+00

2ove~NocwsUN

-

PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
*** COUNT OF DRAIN CELLS = 20 (USER SPECIFICATION = 20) wx*
INITIALIZE CELLS FOR DATA SET = DRCF , LAYER = 1:

SET ALL CELLS IN LAYER TO CONSTANT = 0.0
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INITIALIZE CELLS FOR DATA SET = DRCF . LAYER

SET ALL CELLS IN LAYER TO CONSTANT = 0.0

"
w
.

INITIALIZE CELLS FOR DATA SET = DRCF , LAYER

SET ALL CELLS IN LAYER TO CONSTANT = 0.0

INITIALIZE CELLS FOR DATA SET = DRCF , LAYER = 4:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = DRCF , LAYER = 5:

SET ALL CELLS IN 1AYER TO CONSTANT = 5.30000€E-04

PRINT OUT (FILE NO. 21) VALUES FOR ALL CELLS IN LAYER.
INITIALIZE CELLS FOR DATA SET = DRCF , LAYER = 6:

SET ALL CELLS IN LAYER TO CONSTANT = 4.70000E-02

INITIALIZE CELLS FOR DATA SET = DREL , LAYER

1:

SET ALL CELLS IN LAYER TO CONSTANT = 0.0

INITIALIZE CELLS FOR DATA SET = DREL , LAYER = 2:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = DREL , LAYER = 3:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = DREL , LAYER = 4:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = DREL , LAYER = 5:
SET ALL CELLS IN LAYER TO CONSTANT = 0.0
INITIALIZE CELLS FOR DATA SET = DREL , LAYER = 6:

SET A<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>