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FITTING CURVES TO CYCLIC DATA
by W. B. Langbein

. A common problem in hydrology is to ?it a smooth curve to
cyclic or periodic data, either to define the most probable values
of the data or to test some principle that one wishes to demonstrate,
This study treats of those problems where the length or period of
the cycle is known beforehand - as a day, year, or meander length
for example, Curve-fitting can be made by free-hand drawing, and
where the data are closely aligned this method offers the simplest
and most direct course., However, there are many problems where the
best fit is far from obvious, and analytical methods may be necessary.
There are many analytical methods available far smoothing, some of
which are listed below:

1, Yoving arithmetic average
2. loving arc
3. Fitting polynomial by least squares

. i, Double integration
S. Fitting Fourier (sine and cosine) series
. 6. Fitting special curves such as skewed cyclic proba-
: bility functions by method of moments
5 Except for the use of moving arithmetic averages, the writer

knows of no common application of the above methods in hydrologic
practice, This article describes the moving arc and double integration
methods because they are practical and seem to deserve consideration

in hydrologic practice.

M arc method. The objective is to smooth out erratic
departures without obscuring the significant fluctuations, The
ordinary running average applied to data that ccnform, for example,

. to a simple sine curve will greatly attenuate and modify the given
\ curve. The method is therefare useless in this connection. However,
.\- there are moving arcs, described in the actuarial literature for

example, which can follow a curve successfully. Our references are
Whittaker and Robinson (1932), and Sasuly (1934) who discuss the
problem thoroughly. Fitting moving parabolic arcs seems simplest.
The respective weights for parabolic arcs of various lengths are given
below:
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Table 1 - Weights for n-point least-square parabolas. #

S 1 9 1 13 15 17 19 21
-3 21 =36 <11 78 <21 =136 <171
12 1 9 0 -13 5 =51 =76
17 39 Lh 9 L2 7 2L 9
b Sk 69 16 87 18 89 8L

éﬂ‘ 8 22 122 27 111 149
89 2L 17 3L 189 204
39 8 25 162 39 22l 249
1L 69 2L 167 L2 249 284
=21 W 21 182 L3 26l 309
f3) 8 9 16 17 L2 269 32k
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Central value underlined
# Whittaker and Robinson, p. 295

To 1llustrate how the above weights can follow a curve,
consider the following values on a sine curve
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A straight arithmetical average of 5 points centered on the
7th item above for example gives a value of 0.933 compared with 1,00
given, Applying the 5 point parabolic weights gives as a result 1,00.

Table 2 illustrates the application of a S-point moving
parabolic arc to the residual monthly corrections to a correlation
between th3a flow of two streams in Utah, 1In this problem, the smoothed
values of the monthly corrections are believed to be superiar to the
corrections as oariginally computed, because logically there should be
a uniform variation in these corrections among the months. It is
desired, however, not to destroy the intrinsic character of the varia-
tions,




The procedure is as follows: The corrections as originally
computed are listed under y in table 2 and plotted on figure 1.
fach value of y is then mltiplied successively by each weight; the
velue for January, -.07, is multiplied by =3, by 12, and by 17. To
. obtain the S-point total for April, for example, the weighted values
for February, March, April, May and June are totaled: +.15 =.48 +1.36
+2,52-66 = 42,89, The S-point average is found by dividing 2.89 by
the sum of the weights, 35, to yield +.083.

There are problems where the data indicate a less obviocus
smoothed curve; i.e., where there is a considerable random component.
Table 2. = Illustration of use of 5 point moving parabolic arc.
Product of y times

indicated weight S point S point

Yy - + + total average
Jan .OQg 00.2; -002‘6 =1 o%?
Feb -, +.1 - -
Mar -0 +d2 ™8 -.68 -k -0
Apr +.08 -2 +.96 g+l 36— 42.89 +.083
May +.21 -.63 +2.527  +3.57 +7.05 +.20
June +.22 - 667 42,6l 3.7 +7.16 +.205
July 0.08 ‘o?h "096 +l 036 *3001 0.086
Aug "o“ 0.18 '072 -1 «02 =1 077 -060
Sept '012 + 036 =1 ohh -2 Qo,-l ’!l 023 "012
%t - 013 + .39 -1 056 "2 -21 .h OSS - 013
Nov - .11 + 033 =1 032 -1 087 .3 082 - .lw
D.c -.08 ’oell ~e -1 036 '2 .98 "0085
Jan -007 *021 -08!‘ '1 019 '2 .30 -0%6
r.b '.G ’015 -060 - 085 -2 017 -0“2
m 'odl R 012 -.68

'che

Note. = In this example, the cycle is closed, from December to January
at the beginning.

The following is an illustration of the efficiency of the moving
parabolic arc method in eliminating random variation from a set of

cyclic data. An original graph of some variable defined by 52 points

shown in Figure 2 was altered by adding quantities randomly selected

to the values as read from the given graph,
well the original graph can be reconstructed from the randomized points.

The test is to see how

Using a 2l-point parabola, the following results were obtained for

_selected items:
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Figure |.-- Illustration of smoothing by 5-point moving arc.
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Figure 2.-- Test exomple; random quantities added to g'ven graph.
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Ttem number Computed value Given value

0 or 52 0.10 0.08
10 22 022
22 (peak) 1.87 2.00
25 1.79 1.88
30 1.50 1.hk9
Lo 17 o712

The standard deviation of the random points about the mean curve is 0.35
and therefore a derived curve will have an irreducidble standard error
of O.35/ﬁ5 = 0,05 regardless of the method used,

The moving arc has also the advantage that it makes the
choice of mumber of points less significant upon the final result. The
short arc will of course provide close local fits, but will provide
little averaging. ' On the other hand long arcs may tend to alter the
intrinsic character of the cycle. A useful compromise would be to
use about one-half the mumber of points available for defining the
cycle., An odd number of items in the arc is advised in any case because
it provides a definite central value, To provide sufficient averaging
of random components at least 5 points should be used, which requires
at least 10 points in the cycle for use of a parabolic arc., Where
there are fewer than 10 points in the cycle, the 5 point parabola will
not make a satisfactory fit, If there are fewer points available in
the cycle, a 7 or 9 point quartic arc should be used with weights given
below. In this case, some of the points will be used twice in both
tails of the weighting procedure.

Table 3. - Weights for 7 and 9 point least square quartic arcs

7 point quartic 9 point quartic
S + 15
=30 =55
5 +30
131 +135
75 +179
=30 +135
S +30
231 ' =55
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Double integration. This is an adaptation of a process
used by Powell lI§55i §or fcycle seeking." Let us suppose that
the data define a graph of the simple form

y=a+bcos .":.'.rﬁ!. + €

in which, a represents the mean, b the amplitude, p the length of
the cycle, x the position in the cycle, and € a random variable.
If we substract a, the mean from each of these values, and take the
progressive totals or first integral of these differences, we get
a series of the form

bﬁ, sin .?3’.5 + 2€
A second integration will give a series of the form
2
J 2TX «
b(!%) cos S°E 2 Z2Z€

The termZ Z¢ will in general be small, since the positive
chance variations in€ will tend to balance the megative terms,

This series is in phase though opposed in sign with the
original data and substantially all random variations will have been
averaged out.

The result of the second integration is not necessarily
a simple sine curve - it may be asymmetric depending on the nature
of the basic data but in general it tends strongly towards the sine
curve in fam., Further integration will tend toward further smooth-
ing until the pure sine curve is produced after which further
integration has no modifying effect. The second integration provides
adequate smoothing and so the integrating process need go no further,
The double integration method is pecu) “arly adapted to those problems
vhere a sine curve may be considered « close approximation of the
result sought.

The process is illustrated by the following computations,
The data shown on figure 3 and in table L are for monthly evapotrans-
piration fraom ground water as determined from a hydrologic mdget
for Beaverdam Creek in eastern Maryland. Although the monthly amounts
of evapotranspiration may vary because of several factors, the dom-
inant controls are those associated with the time of year. Ome would
therefore expect a uniform progression from month to month through ‘
the course of the year, The erratic variations represent, it is
believed, errors because the figures are the residuals between rela-
tively large quantities,
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Figure 3.-- Result of fitting a cycle graph by double integration.




A S5-point moving arc could be used, but where the cycle
is of a simusoid nature, double integration will do the job more

simply.

The first data column in table L 1lists the given values
of computed evaportranspiration. The second column lists the
deviations from the mean of the data. The third column shows the
cumlative sunmation of the deviations, and completes the first
integration, sometimes known as the mass residual. The process is
repeated in the fourth and fifth columns and a second integration
made as shown in the fifth data column, Deviations for the mean
of the second integration are shown in the sixth column. These
figures are divided by the constant -(12/2%)2 in which the mumera-
tor 12 corresponds to p the number of items in the cycle, and the
quotients are listed in column 7. These quotients in the seventh
column represent the smoother or average deviations from the mean
of the data, in this example 0.f1, Adding these to the mean gives
the final smoothed results, which are shown on figure 3, which
represents a reasonable interpretation of the ariginal data.

Table L. - Example of double integration applied to monthly data.

1 2 3 L 8 6 7 8
Month Computed Dev, 1st Dev, 2 Dev, Dev, Smoothed
evapo-trans- from Integra- from Integra- from -(12/2¥7 )2 values
piration mean tion mean tion mean
Jan 0.18 -0.63
FOb 027 - oSh .0057 ’1 091 ’0052 0.29
‘1 017 "1 .11
Mar .82 +,01 -1.68 +.80 +.22 59
' "1 .16 .1 010
April . 80 -,01 -2 078 - 030 L 4 .08 089
‘ ‘1 017 '1 .11
m .68 ’.13 "3 089 '1.!11 ’039 1020
'1 030 -1 02,4
June 1088 +l .07 17 '5013 -2 065 + 073 1.5&
-, 023 e
July 1,72 +91 “5.30  +2.82  +,77 1.58
+.68 + .711
‘u loho *059 "!l056 -2 .08 ’057 1038
+1.27 +1.33
Scpt .88 '5007 "3 22 ’c?h +.,20 1.01
+1.34 «1.LO
Oct ollh - 037 -1 082 + o“ - 018 063
+ 097 +l 003
Nov .'.18 =-.33 -, 79 +1 069 -oh6 035
+.64 +.71
Dec . 018 "'063 ‘008 ’2 oho “o“ 015
+.01 * 008
Jan 0 +2.l8 -.68 o33
Means 8 0 =406 0 -2.k8 0 0 - W8

9
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Figure 4.--Double integration method applied to the example of Figure 2.



Figure L shows the same method applied to a previous
example, In that example the moving arc method gave a closer approxi-
mation to the original curve, since it provides a local fit. The
double integration method fits a sinusoidal curve to the data as a

group,.

Summry. The moving arc methods are quite general, The
parabolic \'vm%'lhwld nov extend beyond a reversal in curvature,
otherwise quartic weights should be used. The double integration
method provides a simpler solution to those problems where the cycle
is of a simsoidal forn.
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