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THE RELATION OF TURBULENCE TO DIFFUSION 

IN OPEN-CHANNEL FLOWS 

by Thomas N. Keefer 

ABSTRACT 

This investigation examines the interrelation between turbulent 

diffusion, dispersion, and the statistical properties of turbulence in 

an open-channel flow. The experiments were conducted in a 3. 87- foot 

wide flume over four boundary roughnesses. The results are from studies 

made of: (1) the influence of turbulence on the vertical and lateral 

diffusion of plumes of heated water and a neutrally-buoyant salt 

solution from a point source at the mid-depth of flow; (2) the velocity­

concentration covariance along the axis of a salt solution plume using 

a single-electrode conductivity probe and hot-film sensor; (3) l ateral 

and longitudinal surface diffusion measured by dropping polyethylene 

particles on the water surface; and (4) longitudinal space-time veloci ty 

correlation measurements. 

The results of the study substantiate Philip's concept relating 

the ratio of Eulerian to estimated Lagrangian time scales and the 

reciprocal of the longitudinal intensity of turbulence. The relation 

is used to predict coefficients of longitudinal turbulent diffusion at 

the water surface and in the flow field. A s i mi lar concept using an 

integral time scale based on the longitudinal int ensity of turbulence 

is used to predict coefficients of both surface and depth-averaged 

turbulent diffusion in three coordinate directions for heated water and 

neutrally buoyant jets of salt solution. 



Longitudinal s~ace-time velocity correlation measurements can be 

used to predict the Lagrangian time scale only under l imi ted condi tions. 

For this study the Lagrangian scale was underpredicted by 250 percent. 

A model is developed for the behavior of the longitudinal velocity ­

concentration covariance along the axis of a plume of neutrally-buoyant 

salt solution. The covariance measurements are accurate to ±20 percent . 

The boussinesq model of scalar transport is verified with an accuracy 

of ±25 percent by comparing diffusion coefficients from (1) the velocity­

concentration covariance measurements with (2) those obtained at the 

water surface using floating particles. The hot-film single-electrode 

conductivity probe method for measuring the covariance offers a new tool 

to experimenters in turbulent mass transfer. 

Under the range of conditions studied, longitudinal diffusion 

accounts for 4 to 13 percent of the one-dimensional dispersion process. 

Predictions of the dispersion coefficient by formulas such as Elder's 

were in error by as much as 50 percent. 

The exponent in the power-law equation describing the decay of 

scalar quantities downstream of a jet is a linear function of the shear 

velocity of the channel. The length of the core region of a jet is a 

power-law function of the jet strength with the exponent depending on 

boundary roughness. 
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Chapter I 

INTRODUCTION 

The streams and rivers of the world have long been used as means 

for disposing of domestic, agricultural, and in present times, industrial 

wastes. As the population continues to increase the abilities of water­

ways to dilute and purify these discharges are being rapidly approached 

and in some instances exceeded. 

The problem of pollutant disposal is often not so much that of 

quantity but rather one of distribution. Concentrated sources of pollu­

tion which overload a stream locally might easily be handled if distri­

buted along its length. In order to determine what spacing of pollution 

sources can be handled by a stream, means must be found to relate the 

longitudinal, lateral, and vertical spread of pollutants to measurable 

characteristics of the flow field. 

The problem is complicated somewhat by the fact that two mechanisms 

are involved in the dispersal process. The first, referred to as 

differential convection, is spreading due to differences in mean velocity 

of travel within a dispersant cloud. This is a large-scale effect. The 

second is mixing due to the turbulent velocity fluctuations. This is a 

generally smaller scale effect. When concentration of a dispersant is 

considered in a cross-section average sense and the spreading considered 

only in the streamwise direction, differential convection dominates. 

When viewed in this way, the longitudinal spreading process is referred 

to as "dispersion". The mixing due to turbulence is referred to as 

"diffusion" . Some success has been achieved at predicting the one­

dimensional convection-dominated dispersion process, but much work 

remains to be done with the three-dimensional turbulent diffusion problem. 
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The capacity of a waterway to disperse a substance in a given 

coordinate direction is usually expressed in terms of a transfer or 

turbulent diffusion coefficient. These coefficients are a measure of 

flux per unit time per unit area per unit gradient of the property being 

transferred. These are generally obtained from the rate of increase of 

the variance of the dispersant cloud downstream of the source. While 

direct measurement of diffusion coefficients for a particular source and 

flow condition is usually possible, prediction from mean flow parameters 

may not be. The difficulty in such predictions lies in the fact that 

turbulent diffusion coefficients are described most readily in a 

Lagrangian rather than Eulerian frame of reference. That is, the diffu­

sion mechanism is connected to the random motion of individual particles 

moving with the flow field rather than to the random motion of many 

particles past a single point in space. Unfortunately the most readily 

conducted experimental measurements are in the Eulerian framework and 

no comprehensive theory exists to connect the two frames of reference. 

Purpose 

The primary purpose of this study is to develop readily useable 

Eulerian-Lagrangian relations which can be used to predict the turbulent 

diffusion coefficients in the vertical, lateral, and longitudinal 

coordinate directions from the statistical properties of turbulence 

measurements in the Eulerian framework. To meet this objective, the 

Eulerian-Lagrangian relation proposed by Philip (1967) is investigated. 

This relation may be used to predict longitudinal turbulent diffusion 

coefficients both at the water surface and in the flow field from 

properties of the longitudinal turbulent intensity. Similar relations 

are developed which allow the prediction of turbulent diffusion 
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coefficients in the lateral and vertical directions. These predictions 

are also based on the properties of the longitudinal turbulent intensity. 

Method of investigation 

Measurements of both diffusion coefficients and turbulence charac­

teristics were made in a steady-uniform open-channel flow in a laboratory 

flume to determine the relation between the two. In the experiments, 

which are described in Chapter III, diffusion coefficients were measured 

for three different dispersants under a variety of source conditions 

over four boundary roughnesses. Lateral and vertical diffusion were 

studied by injecting neturally buoyant salt solution as a horizontal jet 

at the mid-depth of the flow. Similar experiments were conducted with 

heated water to determine if any difference existed between heat and 

mass transfer rates. The effect of buoyancy was not studied specific­

ally. Longitudinal and lateral diffusion were measured on the water 

surface by releasing buoyant polyethylene particles. Diffusion of jets 

and particle diffusion are discussed in the literature review of 

Chapter II and more extensively in the analysis of Chapter V. Longi­

tudinal diffusion within the flow field was studied by making the first 

known measurements of the velocity-concentration covariance along the 

axis of a neutrally buoyant salt solution plume. These measurements are 

compared to the longitudinal surface diffusion coefficient to determine 

the validity of the Boussinesq form of mass transfer coefficient. The 

covariance measurements are discussed extensively in Chapter V. 

Turbulent intensity measurements were made over each boundary on 

the centerline of the channel and halfway between the centerline and the 

flume wall in order to describe the turbulence characteristics of the 

flow fields. Eulerian time scales obtained from statistical analysis of 
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the turbulence measurements were used along with Lagrangian t i me scales 

estimated using diffus i on coefficients from the particle and covariance. 

studies to substantiate Philip's (1967) Eulerian-Lagrangian relation for 

longitudinal diffusion. A similar form of relation for estimating 

lateral and vertical diffusion coefficients was developed from the salt 

solution and heated water jet studies. Longitudinal space-time velocity 

correlations were measured over two of the boundary roughnesses. Time 

scales obtained from these measurements were compared to Eulerian and 

estimated Lagrangian time scales from the other turbulence measurements 

to check their applicability for predicting diffusion coefficients. The 

analysis is presented in Chapter V. 

The data from all the studies is presented in Chapter IV. The 

studies of diffusing jets produced a large quantity of data from which 

only representative samples are included. The complete data will be 

published in a U.S. Geological Survey open-file report. Chapter III 

gives a complete description of the experimental equipment, procedure , 

and the parameters measured. 

As stated earlier, the primary purpose of this study is to develop 

Eulerian-Lagrangian type relations which may be used to estimate longi­

tudinal, lateral, and vertical diffusion coeffici ents from the turbulence 

characteristics of the flow field. The nature of the data also allowed 

some analysis of the short-term behavior of diffusing jets. This was 

carried out as a secondary part of the study. It was found that the 

exponent in the power law equation which describes the decay of scalar 

quantities downstream of a jet is linearly related to the shear velocity 

of the channel. This is in contrast to the turbulent diffusion coeffi­

cients which could not be predicted from mean flow parameters such as 
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the shear velocity. It is also shown that the core length of a jet, 

that is, the distance from the end of the nozzle to the point where the 

axis temperature or concentration is no longer equal on the average to 

the injected value, can be predicted from a power law equation. 

In addition to the secondary analysis of the jet data, measurements 

were made of the longitudinal dispersion coefficient over each boundary . 

These measurements were used to check some classical dispersion formulas 

and to better define the relation between longitudinal dispersion 

(spread by differential convection) and turbulent diffusion (spr ead by 

velocity fluctuations). The secondary analysis of jets and dis pers i on 

is presented in Chapters II and V. 
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Chapter II 

BACKGROUND AND REVIEW OF PREVIOUS WORK 

The Eulerian diffusion equation 

The governing differential equation for the diffusion of an 

incompressible dispersant is readily derived from the principle of 

conservation of mass applied to a stationary control volume. The 

general equation is 

ac 
-+ at 

(1) 

where C is instantaneous concentration, t is time, U, V, and Ware the 

velocities in the x, y, and z directions, and £ is the molecular 
m 

diffusivity. With appropriate initial and boundary conditions, equation 

1 gives an exact description of the diffusion process in laminar flow. 

In turbulent flow, the presence of instantaneous fluctuations in 

concentration and velocity make application of equation 1 impractical. 

To transform the equation to a more useable form, the concentration and 

velocities are replaced by a mean value and a fluctuating component. 

After application of Reynolds' rules of averaging, equation 1 then 

becomes 

ac 
-+ at 

- ac - ac - ac 
U-+ V-+ W-= 

ax ay az 
Cl ue ave awe - ---ax ay- az 

where overbars indicate time averaging over a period long enough for 

(2) 

e, u, v, and w to approach zeror but not so long as to damp the varia-

tion of C, U, V, and W with t. The covariance terms, u.e, arise from 
" 
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transport of dispersant by the turbulent velocity fluctuations u, v, and 

w. Because no direct information has been available about these covari~ 

ance terms, further simplification has been made by introducing an 

analogy between the transport of mass and momentum. Written in tensor 

notation the diffusion equation is 

~ ~ a a~ 
- + U. -- = - -- u .a + e: at "I- ax. ax. "I- m ax.ax. (3) 

'l- 'l- 'l- 'l-

The momentum equation for turbulent flow is 

au. au. 
p _"I-_. p u.__.:!:_=- p 

at J ax. 
J 

a2v. 
a P v 'l- + -F. ap -a- u .u · + a a - -a-x. 'l-J x.x. 'l- x. 
J 'l- 'l- 'l-

(4) 

With the exception of the body force term, F., and the pressure gradient 
'l-

terms, a(;;ax., the two equations are of the same form. Boussinesq, in 
'l-

1877 (Hinze, 1959) introduced the concept of a turbulent or eddy vis-

cosity, e:M, relating the turbulent shear stresses and the velocity 

gradients as follows: 

--= 
p u.u. 

'l- J 

- p (5) 

An analogous concept is usually used to relate turbulent mass flux and 

concentration gradients as follows: 

ac 
u.a = 

'l-
e: •• 

"Z-J ax. 
J 

(6) 

When this Boussinesq form of transfer coefficient is introduced into the 

diffusion equation and molecular diffusion is neglected it becomes 
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ac - ac - ac - ac a [ ac ac ac] -+ u- + v- + w- = ax E:xx ax + E: -+ E: at ax ay az xy ay xz az 

a [ ac ac ac] + ay E:yx ax + E: -+ E: yy ay yz az 

a [ ac ac ~] (7) + - E: + E: -+ E: az zx ax zy ay zz az 

Equation 7 is still far too complex for general solution. Con-

siderable further simplification can be achieved by assuming that the 

principal axis of the diffusion coefficient tensor, E: .. , coincides with 
1..J 

the axis of the flow field. This reduces the off-diagonal diffusion 

coefficients (i I j) to zero and equation 7 becomes 

ac 
-+ at 

= "ax rE:x ac] + _i._(E: ac] + _i_ [E: ac] ( 8) 
a ~ ax ay y ay az z az 

after dropping the now unnecessary double subscript on E:. This assump-

tion makes possible the direct evaluation of the turbulent transfer 

coefficients from measurements of the velocity-concentration covariances 

and the relation 

u.c 
1.,. 

£ . = 
1.. ac;ax. 

1.,. 

(9) 

In practice this has seldom been done because of the difficulty of mea-

suring the covariance terms. In this study a technique is developed for 

measuring the longitudinal covariance term, uc, from which E: may be 
X 

evaluated. 

A more common technique · for evaluating the transfer coefficients, 

E:i' is from the rate of increase of the variance of diffusing clouds. 
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In the following two sections a review is presented of work on vertical, 

lateral, and longitudinal mass transfer using such methods. 

Lateral diffusion 

Prych (1970) presents an excellent review of available data on 

lateral and vertical diffusion. His review is paraphrased here. 

Data from experiments with floating particles are often used to 

obtain values of £ , the lateral diffusion coefficient at the free 
ZB 

surface. Experiments of this type were first made by Orlob (1959), 

later by other investigators, and also in the present study. A s ummary 

of the experimental data from these investigations is given in table 1. 

Values of £ for the present study were calculated by the formula 
Z8 

(10) 

where cr 2 is the variance of the lateral distribution of particles after z 

traveling a f ixed di stance. 

is defined by 

The dimens i onless diffusion coeffic ient o s 

(11) 

where YN is the normal flow depth and U* is the shear velocity. The 

average value of o from each of the studies listed in table 1 ranges 
s 

from 0.086 to 0.241. 

Because of vertical mixing, observations of lateral mi xi ng of 

solutes yield only a depth-averaged value of the lateral turbulent 

diffusion coefficient, £ . This coefficient is usually calculated us i ng z 

the formula 
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Table 1. Summary of data on lateral diffusion 
of floating partiales 1 

Sh ear Averaae Surface 
Run Flo at in a Depth ve l ocity veloci t y velocit y 

Reference 
nlaber Channel particles YN u. 1/z:a u , 

( ft ) ( rt / uc ) ( ft / UC ) ( rt / soc ) 

Laboratory flU80 Polyethylene dlacs 
0. OS32 • rt v i de, 0 . 01 ft di ... ter, 

Orlob (19 S9 ) expanded •tal 0 . OOS ft thick, to 
screen rouahness opociflc . • 20 on botto• aravity • 0 . 97S 

Laboratory fll80 
Pol yethylene dlacs 

Sayre and 7. 83 ft vide, 0 . 01 rt di-ttr, 

Q\uberlain (1 96• ) sand dunes on 
o.oos ft thick, 0 . S7 0 .liS 1.63 2 .o• 

bottoa spoc i He 
arav lty • 0 . 960 

Laboratory fl..-e 

LA-P-I 7. 8l ft ~ i de , Polyethylene discs 
O. U6 0 . 12S 0 . 770 I. 10 

Sayre and 
rouahness blocks 0.01 ft di&Mter, 

Ch an I (1 968 ) 
IJ. -P-2 ll•-tnch hiah, o.oos ft th i ck. . 8Cl3 . 161 1.13 I. .9 

LA - P- 3 
S/ 8- i nch v i de, spec! fie I. 211 . 198 I. S6 2.16 .l i nches lona arav i ty • 0.960 
on bottoa 

Labora t ory flu. 
Pl~stic ball 

7.5 ft wi de , 
0 . 029S ft di aaeter, A 0 . 07S ft diaaeter , 0 . 179 0.11 8 0 . 984 I. 2S 

sand rouahness sped fie 

on bot toa auvity 0 . 288 

tnae 1 und ( 1969) 
Laboratory fluaoe 

Plast i c ball 7.5 ft wi de , 
about O. OIIS ft 

8 0 .OOJJ ft d i uetor, 
d i ... tor, speci fic . S67 0 . OS2 1.010 1.13 

sand rouahness 
on bot toa 

arav ity. 0 . 288 

Laboratory flu.e Polyeth yl ene 
3. 61 ft wide, 0 . 128 
saooth bot to• or 

part icl es ahout 
Prych ( 1970 ) expanded aetal 0 .OilS ft diaaeter, to 

speci fie 
s c reen rouehness arav i ty • 0 . 9S 

, }64 
on bot to• 

Laboratory flt.ae 
1 . 87 ft viclo 

51 StK>oth bot to• 0 . 91S 0. 0616 1. 036 1 . 172 

52 S.ooth bot toa Polyethyl ene . S28 . 0 41S . 852 . 9~ 

Rl l't-inch rocks particles 
ThiS study on bottoa 0 . 0078 ft dia..eter, . 892 . 08SO .9S6 1 . 1 sa 

R2 I~- I nch rocks 
specific 
aravi ty • 0 . 986 

on botto• . 469 .069 4 . 721 . SIS 

RBI l't- 1nch rocks and 
cobb les on bot to• . 94S . 0938 . 8 7S 1 . 190 

R82 1~-inch rocks and 
cobb 1 es on botto• . S2 8 .0996 . 780 . 9JO 

1 ~d• r t•d from rrych ( 1970 ). 

01 ffus ion 
coefficient ' ... 

' 
(l •• r;--: , 

( rt 2/ sec ) 

0.1 : 

0.0161 O. HI 

0 . 0143 0 . 2 :!6 

. 02 SI . 196 

.06:!6 . 264 

0.0043 0 . 20 4 

0.0069 0 . 234 

0. 204 
(averaae ) -

0 . 00 388 0 . 086 

.00360 . 164 

.01074 . 14 2 

. 00668 . 20S 

. 01110 . 12S 

. 01 240 . 2:!6 
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v 
XB 

£ = z 2 (12) 

where a 2 is the variance of the lateral distribution of concentration, z 

C, and V is the cross section average velocity . 
:cs 

Values of e:: and the dimensionless coefficient z 

a = 
£ z 

( 13) 

from a number of investigations are given in table 2. These data can be 

divided into two groups, one from experiments in straight channels 

(Elder, 1959; Sayre and Chang, 1968; Sullivan, 1968; Glover, 1964; 

Fischer, 1967; Prych, 1970) and the other from experiments in curved 

channels (Glover, 1964; Yotsukura and others, 1970; Fischer, 1969). 

Except for Glover's data, which were from experiments in which the 

tracer was not neutrally buoyant, the data from straight channels yield 

values of a between 0.092 and 0.250. [One should observe that the often 

quoted value published by Elder (1959) has been corrected in table 2 as 

suggested by Prych (1970). All values from curved channels are greater 

than 0. 5.] 

Vertical diffusion 

An estimate of the vertical diffusion coefficient for mass in a 

wide open-channel flow, e:: , can be obtained from Reynolds' analogy 
y 

between the transport of mass and momentum (that is, by assuming that 

e:: for mass and momentum are equal in the y direction) by expressing T , 
xy 

the apparent shear stress on a horizontal plane, as 

(14) 
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Table 2. Summary of lateral diffusion of solutes 2 

Shear Ave r aee D1 f f uuon 
Depth vel oc i t y ve loci t y coe fftc unt ' Run Cone tnt rat i on 0 • 

Refennce 
n...Oer 

Channel Tracer deter. i ned by r/1 u, u ( ":' .. 
.Ill . 

( ft ) ( ft / sec ) ( ft / sec ) ( ft 1/sec) 

Laboratory f l ~.~~te Potush• Analysis of 
Udor ( 19S9 ) 1. 16 ft wide, per.anaa.natt photoaraphs wl th 0 . 049 0. lb4 

s.ooth bot ta dye aicrodenti tOMttr 

Labo ratory flu.e 

LA -0-1 
7. 8l ft wi de , o. •as 0 . 12S 0 . 770 O. OIO J 0. 170 

Sar re and 
rouahness b 1 ocks 

Fluores cent Cont i nuous 

Chana ( 19o 8) LA · D<~ l / 4-l nch h l ah , 
dyes 

u . .oop li na . 804 . 160 l. IJO . 02 17 . 179 

LA - O- J S/ 8·i nch wi de , fluoroeeter 
1. 21S . 19 8 1. 21 s . OJ97 . 160 3 1 nches lon e on 

bo tt oa 

l abo ratory flu. Anal ys i s o f O. ll-4 0.027 0. S02 0 . 00096 7 0 . 10' 
Genti a.n Su l ltv an ( 1908 ) l. S ft wi de , 
vio let dye pho t o araphs w 1 th . 29J . Ol2 . 60 7 . 00104 . 110 

SIK>Ot h bo tt oa a i crodens i to.et en 
. 240 .OJ9 . 7S2 . 00 127 Ill 

l aborat ory f l ~s 
~a.s u reeent 

8 ft and • ft Sod! .-
of flu i d 0 . 481 0 . 0.160 0. JO 

wi de , rouah and chlor i de 
conduc t 1 vi ty . 4S2 . 0089 .11 saoo th bo t toas 

Glover (1 964 ) 
Col u.b 1a Rtver 

Radi onucl i des Radiation near Richl and, . 9 .. . 00 77 . 14 
Wa.sh . , 1000 ft 1n coo li n& count i na o f 

wi de wate r saaples - 1o ..... 2 . 00 l 

At ns co Feeder 
Canal near 
Berna l il lo, 

Ana lyus o f 6 /21 N. He x . , appro xi- Rhod u in t WT 2 . 24 0 . 206 2 .08 0. 110 0 . 24 fiScher ( 1967) 
aa t t l y 57 . S f t dye sa.wples "' i t h -

6/2l 
"' i de, I ft hl &h fluo roeeter 2 . 18 . 201 2 . 06 . 110 . 2S 

sand d lU'les on 
bot to• 

Yo tsukura , "h SSOUTl Jhver 
Anal ys i s o f ne a r Blat r , Seb . , Rhod u lln t 8 F1 s cher, and 

app ro:r1matel y dye s urp l e s wi t h - 8 . 8S 0 . 24 2 -s. 1s I. 29 0 . 6 
Say re ( 19 70) 

7J.() ft wide fluo r oaeter 

2 0 . 099 0 . 0 872 1 . 040 0 .0 121 1. 4 

l Curved l aboratory 
Anal ys i s o f .17J . OSS7 . 88S . 02 JO 2 . • 

channe l , 2 . s ft Rhodu i ne WT Fi scher ( 1969 } 4 
"' i de , SIIOOth dye saaples wl th . 122 . 0698 . 879 . 01 14 l.l 

f luoroaeter s bott om .06 7 .OU 9 . 6 24 . 00 210 . 70 
6 .072 . OSS I . 646 . 00202 . Sl 

Labora to r y flu Dt 
He as u rtiDen t 0.129 

Pqch ( 1970 ) J . 61 ft "' tde, Sod i ua 
of f l uid 0 . IJS 

s .oo t h and rough chl ori de to 
conduc t ivi t y (Averaat} 

bot tollS . 692 

Labora t ory fl ume 
3. 11 7 ft "' i de 

Sl S1100t h bot tolD 
Sodi ~Ja~ 

Single ele c t rode 0.91S 0 . 0616 I . OJ6 0. 00 411 o . o~: 
Thi S stUd )' TR I 3/ 4-i nch rock ch lo nde conductivity 

bo t tom probe 
.9Jl . 0 80J . 09 7 . 849 .007J I 

RB I 1 ~-i nch rod. and 
cobb l e bo t t o• .945 .09 J8 . 87S .0 119 . Il-l 

. \J3ptcJ from r ry ch ( 19 70). 



13 

where p is the fluid density, and £ is the eddy viscosity. Using the y 

Prandtl-von Karman logarithmic velocity distribution, 

(15) 

where U is the local mean velocity and U is the depth-averaged velocity, 

and a linear distribution of shear stress, 

T = P v2 (1 -L) xy * y 
N 

equation 14 yields 

This expression for £y is zero at y = 0 and y = YN. and is symmetric 

about y = YN/2. The depth-averaged value is given by 

Vanoni (1946) observed the vertical distributions of suspended 

(16) 

( 17) 

( 18) 

sediment in an open-channel flow and used the data to calculate £ for 
y 

sediment. He found that the distribution of £ was similar to that 
y 

given by equation 17. Jobson and Sayre (1970) introduced dye at the 

surface of an open-channel flow and observed the vertical concentra-

tion as a function of distance downstream. They used the data to 

calculate £ and also found that equation 17 was valid. Similar experi­
y 

ments with fine sediment gave nearly the same results. 

Longitudinal diffusion 

Because the longitudinal spreading process is governed primarily by 

variations in mean velocity (dispersion) with turbulence playing a 



14 

second order role, little is known about longitudinal diffusion. Exist-

ing experimental data are primarily for transport at the water surface , 

that is, c xs 
Measurements of c were made by Sayre and Chang (1968), 

XS 

Engelund (1969), and also in the present study. In these studies 

floating particles were released at a point on the water surface and the 

distribution in time for particles to travel a fixed distance or the 

longitudinal distribution after a fixed time was observed. Longitudinal 

turbulent diffusion coefficients were then calculated from relations 

similar to equations 10 and 12. When normalized with the product of 

normal depth and shear velocity, YN u., Sayre and Chang's data gave 

values for the dimensionless diffusion coefficient from 0.470 to 1.06. 

Engelund's data gave values from 0.031 to 0.048. Values of cxs I YN U* 

for the present study ranged from 0.205 for the smoothest boundary to 

0.535 for the roughest boundary. The longitudinal turbulent diffusion 

coefficient is sometimes estimated as the mean value of the vertical 

diffusion coefficient. This is usually computed as (K/6) YN U* (equa­

tion 18). Kappa is often taken to be 0.4, thus K/6 = 0.067 indicating 

this to be an estimate which may be up to one order of magnitude low. 

Longitudinal dispersion 

Another type of mixing which is of interest in open channels is the 

longitudinal spread of slugs of dispersant. This type of problem might 

arise from a short term overflow of sewage into a river or other situa-

tions where the dispersant is introduced into a stream for a short 

period of time. At some distance from the point of injection the dis-

persant becomes distributed throughout the depth and breadth of the flow 

and spreading is confined to the longitudinal direction. Such spreading 
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is dominated by variation of the mean velocity across the channel and is 

referred to as dispersion. The following section discusses this type of 

process. 

Dispersion is often described by a two-dimensional depth-averaged 

form of the diffusion equation. The coordinate system used is one where 

x is along the axis of flow, y is normal upward from the channel bottom, 

and a is the lateral direction. If secondary circulation is neglected, 

V = W = 0. For steady uniform flow in an infinitely wide channel, 

ae: ae: 
X .3 -- - -- - 0 Equation 8 now becomes ax - aa - · 

ac -+ 
at 

(19) 

To obtain the two-dimensional form vertical mixing is assumed complete 

and the velocity, concentration, and the diffusion coefficients are 

replaced by depth-averaged values. Denoting these depth-average values 

by a double overbar and the deviation from the depth-average value by 

a prime, equation 19 transfo~ to 

-ac -+ 
at 

a2c = = e: --+ e:' 
X ax2 X 

(20) 

The covariance terms in equation 20 now represent convection by velocity 

deviations from the depth-averaged value rather than turbulence as 

in equation 3. Elder (1959) showed that for two-dimensional flows in 

= 
which ac/az = 0, one can write for large dispersion times 

TJiC' = - D ac 
x ax 

(21) 
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D is the longitudinal dispersion coefficient. Using the Prandtl­
x 

von Karman logarithmic velocity distribution to obtain U' and the 

Reynolds' analogy to obtain E: • y 

D = 
X 

Elder obtained 

(22) 

where K is von Karman's constant. For K = 0.41, Dx = 5.86 YN u. . Elder 

confirmed his result for a wide shallow channel over a smooth boundary. 

Dispersion coefficients found in natural streams often exceed the 

value predicted by equation 19 by factors of 10 and higher. To account 

for this discrepancy Fischer (1966) adapted Taylor's (1954) theory of 

convective dispersion in axisymmetric pipe flow. He concluded that 

transverse mixing combined with lateral variations in velocity are the 

dominant mechanisms of dispersion in natural channels. Prediction of 

dispersion by Fischer's methods requires that the geometry, the trans-

verse velocity distribution, and the lateral mixing coefficient £ be z 

known for a typical cross section. 

Eulerian-Lagrangian time scale relations and diffusion 

On the basis of experimental evidence that the probability distri-

bution of diffusing particles was Gaussian, Batchelor (1949) concluded 

that concentration (weight per unit volume) satisfies equation 7 when 

the diffusion coefficient tensor is given by 

E: • • 
1.-J 

1 
= 2 

d 0 ~. 
1.- J 

dt (23) 

-2- . 
and a .. 1s equal to x.x., the variance of the path length of an emsemble 

1.-J 1.- J 

of single particles initially positioned at the origin at some time t 

after release. This is also equivalent to the covariance of a cloud of 



17 

particles initially positioned at the origin, a time t after release. 

The term cr~. is related to the Lagrangian velocity correlations, t.J 

RL . . CT), by the theorem of Taylor (1954): 
t.J 

where 

u.(T) • u .(0) 
RL .. ( T) = _t.:-----'Jor:,--

t.J (~ • ~)~ 

Here u. and u. are fluctuating velocity components. 
'!, J 

(24) 

(25) 

Batchelor has shown that the time rate of change of the covariance 

matrix of the displacement, a(x.x.)/at, can be written as 
'!, J 

-
0

-(:~~;.....·x_j_) = (ut • u~)~ Jt[RL . . CT) + RL .. (T)] dT 
J 0 t.J Jt. 

(26) 

By taking the time of integration, t, large enough, the integral in 

equation 26 will approach a constant,since as tbecomes large, RL .. (T) 
t.J 

and RL .. CT) approach zero. By defining the Lagrangian integral time 
Jt. 

scale as 

T L .. 
t.J 

lim Jt 
= t-+«> R L • • ( T) d T 

0 t.J 

equation 26 becomes 

a(x.x.) ( }!::: [ ] -~t.;.......M.,J_ = u~ • u 2• 2 T + T 
at t. J L. . L .. 

't.J Jt. 

(27) 

(28) 
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When the principal axis of the correlation tensors RL . . CT) and RL .. CT) 
1-J J7-

coincide with the axis of the flow field, TL . . and TL .. = 0 for i ~ j. 
1-J J7-

Dropping the unnecessary double subscripting equation 23 becomes 

(29) 

Direct measurement of the Lagrangian correlation function so that 

£. could be found from equation 29 is not currently feasible, meaning 
1, 

that it can be done only at great expense. Measurement of the longi -

tudinal Eulerian time scale, however, is relatively easy from the auto-

correlation function of a turbulence signal. It is thus desirable to 

develop a relation between the Eulerian and Lagrangian correlation 

functions. 

Working from the assumption of a homogeneous isotropic turbulence 

field with no mean motion, Philip (1967) assumed that the Eulerian 

space-time correlation function, RE(x,r,t), could be expressed as 

[ 
n ( x 2 + 3. 138 r 2 

= exp - 4 L2 
E 

+ ;~) l 
E 

-
(30) 

where LE is the Eulerian integral length scale, TE is the Eulerian 

integral time scale, x is the longitudinal coordinate direction and r 

is the radial coordinate direction. The functional form of equation 30 

was determined by physical reasoning and mathematical convenience. 

After transforming to a space with mean motion he was able to express 

the relation between Eulerian and Lagrangian time scales as 

TL = (1 + uw22·)~ F(w) 
TE 

( 31) 
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where u 2 is the mean square of the velocity fluctuations and 

w = C/Jif TE)/LE · The function F(w) is an equation which was solved by 

numerical techniques for various values of the parameter w. The present 

study tends to confirm the general form of Philip's relation. 

Baldwin and Mickelsen (1963) investigated the possible relation 

between Lagrangian and space-time Eulerian measurements. Space-t i me 

correlations are generated by measuring one of the turbulence components 

u. at two points in the flow field separated by a distance t;. By delay­
t. 

ing one u. signal with respect to the other by a time T it is possible 
t. 

to map this function in the t;,T plane. The function R(t;,T), eval uated 

along t; = V.T, should be approximately equal to the Lagrangian s i ngle 
t. 

particle correlation if two assumptions are satisfied . First, the 

Lagrangian deri vative is assumed to be 

Dv _ av -u av 
Dt - at+ ax 

and second, the interchange of particle averaging and space-time averag-

ing is assumed to be the same as the assumpt i on that the mean-square 

Lagrangian and Eulerian turbulent veloci ty fluctuations are equal . 

Using these assumptions, Baldwin and Mickelsen used the space-time 

correlations to predict the variance of diffusing matter . This was done 

by rewriting equation 24 as 

(32) 

This equation overpredicted their experimental results by factors of 

1. 5 to 3. 3. 
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Diffusion of turbulent jets 

As mentioned in the introduction, the data for obtaining diffusi on 

coefficients were obtained at some distance from the point of dispersant 

injection. This was done to insure that dispersant particles were 

spreading under the influence of the ambient turbulence in the flow and 

not due to momentum induced by the injector jet. The data also allowed 

some observations on the short term behavior of the jet itself. Thi s 

section is a very short review of an extensively studied subject to 

give the reader background for the analysis of Chapter V. 

The classic "engineering" (oriented toward practical application) 

approach to jet diffusion into quiescent fluid was developed by 

Albertson and others (1948). Under the assumptions of hydros tat i c 

pressure distribution, dynamic similarity of velocity profiles, and 

normal distribution of the longitudinal velocity within the jet, a 

complete description of the flow field was found containing only one 

experimental constant. The equation for the decrease in centerline 

velocity, Umax' was given by 

u max x 
U . d = 6.2 
Jet 

( 33) 

where U. t is the jet discharge velocity and d is the jet diameter. The 
Je 

velocity distributions were approximated by error curves as 

Log 1 o u. 
Jet 

u X 

d. (34 ) 

where U is the longitudinal velocity and r is the radial coordinate. 
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The "engineering" approach to jet diffusion into secondary streams 

was taken by Forstall and Shapiro (1950). The equation given for the . 

decrease in centerline velocity was given as 

u max -----= v. - u 
Jet xs 

X 
c 

X 
for X > X 

c 

where U is the mean velocity of the stream into which the jet is 
xs 

(35) 

injected, and x is the distance from the nozzle to the end of the core c 

of the jet. x is given by c 

X U 
c 4 + 12 xs 

([ = u-:-
]et 

The velocity distributions were approximated by cosine curves as 

u - u 
XS 

u - u max xs 
= .!_ ( 1 + cos _1' ) 

2 21' mv 

( 36) 

(37) 

where 1'mv is the radial coordinate where U = (Uxs + Umax)/2. U is the 

local mean velocity at any point in the jet. Forstall and Shapiro (1950) 

give an excellent list of references and a table showing previous work 

on jet diffusion. Hinze (1959) and Townsend (1956) present the analytic 

approach to the problem. This paper will take the "engineering" 

approach to show the effect of ambient turbulence on the decay of a jet 

in a shear flow. 



22 

Chapter III 

EXPERIMENTAL EQUIPMENT AND PROCEDURE 

The objectives of the experiments were to: (1) measure the 

statistical properties of concentration and temperature profiles from 

which vertical and lateral diffusion coefficients within the flow field 

could be determined; (2) measure the longitudinal velocity-concentration 

covariance to determine the longitudinal turbulent diffusion coeffi­

cient within the flow field; (3) measure the distribution of floating 

particles in order to determine the lateral and longitudinal turbulent 

diffusion coefficients at the water surface; (4) determine the longi­

tudinal dispersion coefficient using fluorescent dye techniques; and 

(5) define the turbulence characteristics of the flow f i eld i n terms of 

the longitudinal turbulence intensity (including space-time velocity 

correlations) and its statistical properties. The longitudinal turbu­

lence parameters are readily measured and offer the most hope of relat­

ing turbulence to real-world diffusion and dispersion problems. With 

this in mind, diffusion, dispersion, and turbulence measurements were 

made in a laboratory flume over four boundary conditions representing 

a wide range of roughness. These experiments are described in three 

sections. The first describes the experimental equipment. The second 

describes the various experimental parameter s which were measured. The 

third describes the experimental procedure. 

Experimental equipment 

Flume.--All the experiments were conducted in a flume 3.87 feet 

wide, 2 feet deep, and 120 feet long. The interior of the plywood 
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flume was surfaced with a fiberglass finish, except for a section of the 

left sidewall 24 feet long which was made of transparent plexiglass. 

The slope of the plywood channel could be adjusted from 0 to 1.5 percent 

by 12 sets of screw jacks which supported the flume. To avoid heat and 

s alt solution buildup within the flume, flow was not recirculated. 

Water was withdrawn from Horsetooth Reservoir near the Colorado State 

University hydraulics laboratory which provided a near-infinite supply 

of water at a constant temperature and 200 feet of head. Flow was 

throttled to desired discharges by a 36-inch ball valve and two 12-inch 

globe valves. Discharge was measured by means of an orifice in the 

supply line. The water was passed through the flume and discharged 

into a small stream leading to an irrigation reservoir. 

The flume was equipped with an instrument carriage which rested 

on rails mounted on the flume. The carriage was capable of traveling 

the entire length of the flume. The carriage was equipped with a 

traversing mechanism for moving sensing elements throughout the depth 

and breadth of the flow field. The flume and carriage are illustrated 

in figure 1. 

Roughness.--Four boundary roughnesses were used in this study . 

The first was a hydraulically smooth surface provided by the fiberglass 

finish on the plywood . The second was a hydraulically rough surface 

obtained by covering the flume bed with a layer of 3/4-inch diameter 

crushed rock as shown in figure 2 . The t hi rd was a rough surface 

obtained by covering the flume bed with a layer of 1~-inch diameter 

crushed rock as shown in figure 3. The fourth was a rough surface 

obtained by scattering at random 3- to 6-inch diameter cobbles on top 

of the 1~-inch crushed rock as shown in figure 4. 
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Dispersant injection.--Hot water and salt solution were injected 

into the flow field parallel to the direction of flow through curved 

nozzles extending through the water surface at the channel centerline. 

Three sizes of nozzles were used. Their inside diameters were 

0.468 em, 1.049 em, and 1.882 em. All three nozzles were constructed 

of flexible copper tubing. The large nozzle and the support system an 

illustrated in figure 5. 

Flow of hot water and salt solution were regulated by means of 

commercially available pressure regulators in the respective supply 

lines. An air-water manometer attached to the outlet side of whichever 

regulator was being used was read to determine the discharge of the 

nozzle. The manometer was calibrated by first submerging the nozzle 

a container to the depth of flow to be run in the flume. The weight oi 

water spilled from the container per unit time was then determined at < 

wide range of manometer readings. 

Hot-water system.--Hot water was supplied by a Payne 168-85 pb 

gas-fired water heater. This heater was capable of supplying contin­

uous output of 168 gallons per hour at 100°F above stream temperature. 

No hot water shortage was encountered at any time during the study. 

The system is shown in figure 6. 

The injection temperature of the hot water was controlled by a 

Powers FOTOPANEL Model 440-2000 thermostatic mixing valve. The valve 

operates by mixing hot and cold water to maintain some preset tempera· 

ture. Originally designed for use in photochemical work, the mixing 

valve is capable of maintaining± O.l°F output temperature. The syste' 

is shown in figure 7. Only at extremely low flow rates with the small 

nozzle was any instabili ty of temperature encountered. 
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Salt system.--Salt solution was mixed and stored in a specially 

constructed 500-gallon pressure tank as shown in figure 8 . A one-half 

horsepower stirring motor inside the tank kept the solution constantly 

mixed. Water at the mean flow temperature was circulated through a 

cooling radiator to maintain the solution in the tank at the same 

temperature as the flow. Pressure to force the solution from the tank 

was supplied by a large air compressor. The capacity of the tank 

allowed approximately 3 hours of steady running at maximum flow r ate 

from the large nozzle. 

The salt solution was composed of water, methyl alcohol, and salt. 

The alcohol content was varied to maintain the mixture at neutral 

buoyancy . A typical mixture consisted of 10 . 4 pounds of salt, 6.16 

gallons of alcohol, and 493 gallons of water. 

Plane source injector for dispersion.--In order to simulate a 

uniformly distributed plane source of dispersant, a tilting trough was 

mounted 5 feet above the bed of the flume. The capacity of the trough 

was approximately 1 gallon. When rotated quickly the trough produced 

a nearly vertical sheet of dispersant which i mpacted on the water 

surface with sufficient momentum to penetrate through the depth of flow. 

The dispersant used in this study was Rhodamine WT dye. It was 

detected by a commercially available fluorometer. Water was siphoned 

from the flume and through a flow-through door of the instrument. This 

allowed measurement of concentration versus time profiles. The output 

of the fluorometer was recorded on a strip-chart recorder. 
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Particle diffusion.--Particle diffusion measurements were made by 

dropping small polyethylene particles (3/32-inch diameter; specific 

gravity, 0.986) onto the water surface through a funnel located at the 

centerline of the flume. The particles were dropped at the same 

longitudinal station where the jets were injected into the flow. The 

particles were collected from the water surface at a particular station 

in a compartmented trap. The trap consisted of one hundred 1-centimete­

wide by 10-centimeter high by 10-centimeter long screen wire compart­

ments suspended from a support perpendicular to the direction of flow 

so as to just skim the water surface. The particles were timed over th 

distance to the trap using a stop watch. 

Conductivity probe.--All temperature and concentration measure­

ments were made with a single-electrode conductivity probe. The probe 

used was patterned after those of Keeler (1964). Such probes operate 

on the theory that when an extremely large and an extremely small 

electrode are immersed in an electrolyte solution, the resistance 

between the two will be governed by the volume elements adjacent to the 

small electrode. This theory is documented by Gibson and Schwarz 

(1963). A cross section of the probe used in this study is illustrated 

in figure 9. The final probe configuration is a combination of theory 

and trial - and- error. The platinum wire size was selected using the 

mathematical model of Gibson and Schwarz. The 0. 002-inch diameter gave 

a high frequency cutoff (10 percent power loss point) of 100 Hertz. 

Power spectral density analysis of turbulence in water has shown 

practically no power beyond SO Hertz. The probe was thus judged 

adequate for correlation measurements. Elaborate shielding of the 

probe was found necessary because of the hypersensitivity of the bridge 
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unit to stray capacitance changes. Original designs without shielding 

were sensitive to position in the flow field. The shielding corrected 

this except for positions within 2 inches of the rock boundaries. No 

problems were encountered when working over the smooth boundary. The 

final design is a good tool for temperature or conductivity measurements 

in water. The resistance measuring unit used in this study was a 

Tektronix 3C66 carrier amplifier originally designed to operate strain 

gages. This unit was used without modification. Power for the carrier 

amplifier was provided by a compatible Tektronix oscilloscope on which 

the output was displayed. A "signal-out" jack provided 3 volts of DC 

output for each centimeter of deflection on the scope display screen. 

This voltage was used to drive a strip-chart recorder through an 

averaging circuit while collecting data. 

Probe calibration for response to concentration was accomplished as 

follows: First, a series of standard salt solutions were prepared 

ranging in concentration from 0 (distilled water) to 10,000 mg/ £. These 

solutions were stored in a constant temperature bath. The bath was 

cooled by water at stream flow temperature. A calibration curve of 

output voltage versus concentration was constructed by immersing the 

probe in each of the standards and recording the voltage output. The 

carrier amplifier unit was adjusted to give zero output in flume water. 

Probe calibration for response to temperature was accomplished as 

follows: Water at the ice point was placed in an insulated container . 

The temperature was measured using a calibrated thermometer. The probe 

was then immersed and the output voltage adjusted to zero. Incremental 

amounts of hot water were added to the container and mixed thoroughly. 

After each addition the temperature and output voltage were recorded. 
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Probe response proved to be linear within ±1 percent to both con­

centration (conductivity) and temperature. This made it unnecessary to 

run elaborate calibrations during measurements. Simply by checking the 

response at one concentration or temperature, it was possible to detect 

probe deterioration. If probe deterioration was detected the probe tip 

was cleaned and recoated with platinum black to restore original 

sensitivity. 

Turbulence system.--Turbulence measurements were made with a dual­

channel constant temperature anemometer. Parabolic shaped hot-film 

sensors were used because of their resistance to signal drift caused by 

fluid-borne contaminants. These sensors are illustrated in figure 10. 

Auxiliary equipment used in conjunction with the anemometer and 

the conductivity-probe system included: A strip-chart recorder for 

recording mean output voltage; a true rms meter for determining the 

magnitude of voltage fluctuations; and an F.M. magnetic tape recorder 

for recording voltage fluctuations. A schematic of the electrical 

hookup for both units is shown in figure 11. In addition to the 

anemometer system a 1/8-inch diameter pitot tube and a pressure trans­

ducer and indicator were used to measure local mean velocities. 

All sensors were calibrated for response to velocity at several 

overheat ratios as described by McQuivey (1967). This allowed compen­

sation for changes in sensor output due to changes in mean temperature 

or due to contamination build-up on the sensor. 

The following two sections will describe the experimental variables 

and parameters and the data collection procedure, respectively. 
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Description of experimental variables and parameters 

The following kinds of data were taken in the investigation. The 

measurements, which are described in detail later, fall into three 

general areas as follows: 

Basic hydraulic parameters 

Water-surface slope 

Water discharge 

Water temperature 

Average depth of flow 

Relative depth 

Mean velocity 

Velocity profiles 

Shear velocity 

Shear stress at the bed 

Kinemat i c viscosity 

Reynolds m.unber 

Froude number 

Chezy discharge coefficient 

Turbulence characteristics 

Longitudinal turbulence intensity 

Relative turbulence intensity 

Autocorrelation function and Eulerian integral time scale 

Macroscale of turbulence 

Space- time correlations 



30 

Diffusion and dispersion 

Temperature and concentration profiles 

Velocity-concentration covariance 

Jet strength 

Jet Froude number 

Depth average diffusion coefficients 

Surface diffusion coefficients 

Dispersion coefficient 

Variances A and B 

Basic hydraulic parameters 

Water-surfaae slope.--The water surface and bed slopes were 

determined by using an engineer's level and a point gage mounted on the 

carriage. Water surface and bed elevations were measured at 12-foot 

intervals along each side of the flume. This was repeated several 

times. The mean water-surface slope for each run was determined by 

averaging the corresponding slopes of the least square lines through 

the measured el~vations. 

Water disaharge.--The water discharge in the flume was deter­

mi ned in the supply pipe line with a calibrated orifice meter connected 

to a water-mercury manometer. Several readings were recorded to obtain 

a good average. 

Water temperature.--The water temperatures were measured to 

the nearest one-tenth of a degree centigrade with a mercury thermometer . 

The temperature reported was based on an average of about 10 readings 

obtained during data collection. The temperature did not vary more 

than 0.5 degree centigrade during a measurement series. 
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Average depth of fZow.--The depth of flow over the smooth 

boundary was just the depth from the water surface to the bed. For flow 

over the rock roughnesses the depth is not defined so easily. The 

average depths reported over the rock roughnesses were determi ned by 

extrapolating velocity profiles to zero. For flow over the 3/4-inch 

rock the depth was taken from the water surface to 1/4 inch below the 

average tops of the rocks. For flow over the 6-inch cobbles the dep th 

was taken from the water surface to 1/2 inch below the average t ops of 

the 1~-inch rocks. 

Relative depth.--The relative depth is t he depth above t he 

channel bottom as defined above divided by the total depth at t he 

vertical of interest. 

Mean veZoaity. - -The mean velocity reported was determi ned 

from the observed values of discharge, Q, average depth, YN , and the 

width, W , by use of the continuity equation, 

u = 
:x:s 

Q 
(38) 

Ve Zoaity profi les .--Profiles of the local mean veloci ty were 

obtained with a pitot tube, a pressure tra~sducer, and a transducer 

indicator. For each boundary condition a series of profiles were taken 

down the centerline of the channel to determine if flow was fully 

developed at the test section. Detailed information on the distribution 

of local mean velocity was needed for reduct ion of the turbulence data, 

which is described in the following secti ons. 

Shear veloaity.- -Shear velocity i s defi ned as lg R8 S or 

IT 0/p , where g is the gravitational constant, R
8 

is the hydraulic 
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radius, and Sis the water-surface or energy slope. The hydraulic 

radius definition was used in the present study. 

Shear st~sa at bed.--The shear stress or tractive force at 

the bed is a parameter commonly used as a measure of the intensity of 

forces related to resistance to flow and transport of sediment particles . 

It is computed by the formula 

(39) 

where S is the water-surface or energy slope, and y is the specific 

weight of water. 

Kinematic visaoaity.--The kinematic viscosity of the water was 

determined from the temperature of the water and appropriate standard 

tables. 

ReynoLds number.--The Reynolds number is a ratio of the 

viscous forces to the total inertial forces in the channel . It is 

defined as 

- (40) 
\) 

It is commonly used as a measure of the effect of viscosity on the flow 

pattern. 

Froude number.--The effect of gravity on flow pattern is 

commonly related to the Froude number, which is the ratio of gravity 

forces to the total inertial force. As commonly used and reported here, 

u 
X8 

lg YN 

( 41) 
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Chezy disahapge aoeffiaient.--The Chezy coefficient, C, is a 

common parameter used to express the resistance to flow. The coeffi-

cient is usually non-dimensionalized by dividing by the gravitational 

constant, g. The values reported here are computed from the formula 

c -= 
li 

u 
X8 

where S is the slope of the energy grade line. 

Turbulence characteristics 

( 42) 

Longitudinal turbulenae intensity.--The longit~dinal turbu-

lence intensity is defined as the root-mean-square value of the devia-

tions of the longitudinal velocity from its local mean value. That is, 

u = ~. The turbulence intensity was determined as follows. 

The first step was to convert analog F.M. tape recordings of 

the hot-film sensor output into digital form. Sign waves of known 

frequency and amplitude were digitized along with the data to serve as 

references in converting from digitizer units to voltages. As shown in 

figure 11, the analog signals were fed into an r.M. multiplexer which 

allowed simultaneous digital conversion of two channels of data. When 

digitizing a single signal the sample rate was 2000 samples per second. 

When digitizing two signals, such as the space-time correlation data, 

the sample was doubled to 4000 per second. This gave 2000 samples per 

second of each signal. When sampling two signals the multiplexer was 

operated in simultaneous mode whereby both signals were sampled at the 

same time to avoid time offsets in correlation measurements. 

The second step was the statistical analysis of the digital 

tapes. This was done by the computer facilities at Colorado State 



University. Data from each recorded point were analyzed to determine 

the mean, standard deviation, variance, trend line, and autocorrelation 

function. 

The final step in determining the magnitude of the velocity 

fluctuations was to convert the root-mean-square values (variances) into 

velocity units from arbitrary digitizer units. This was done by first 

multiplying each variance by a conversion factor equal to the ratio of 

the root-mean-square of a known size wave to its root-mean-square as 

indicated by the computer. Multiple overheat ratio calibration curve 

techniques developed by McQuivey (1967) were then applied to find the 

root-mean-square velocity fluctuations . 

Re~ative turbu~enoe intensity.--Because the magnitudes of 

the longitudinal velocity fluctuations are not very meaningful by them-

selves they are often non-dimensionalized by dividing by the local mean 

velocity, the cross-section average velocity, or the shear velocity. 

These ratios, particularly the first two, give an indication of the 

relative strengths of the turbulent diffusive transport and the mean 

convective transport at any point in the flow . In equation form the 

three expressions for relative intensity are 

~ 
u 

y 
u xs 

and 
v. 

Autooorre~ation function and the Eu~erian integra~ time 

(43) 

soa~.--The Eulerian integral time scale is defined as the area under 

the autocorrelation curve 

(44) 
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where RE(T) is the autocorrelation function defined as 

u(t) • u(t- 1) 

r;f? 
( 45) 

where t is time and 1 is the delay time. The computation procedure is 

performed on a digitally-converted two-channel simultaneous recording 

of the output of the hot-film anemometer. The two channels are first 

correlated with one another at zero delay time giving RE(O) = 1.0. One 

channel is then delayed an incremental time 1 and the signals are again 

correlated. This procedure is repeated until RE(1) = 0. This procedure 

and the integration to determine TE were performed by the computer on 

multiplexed digital data from each point where the intensity was 

measured. The time scale, TE, provides a measure of the eddy size 

associated with the flow. 

MacroacaLe of turbuLenoe. --To get an indication of a mean eddy 

size in the direction of the flow, the macroscale of turbulence is 

defined as 

(46) 

where U is the local mean velocity and TE is the Eulerian integral time 

scale as defined above. This scale is a reasonable approximation of 

mean eddy size as long as the velocity is uniform; that is, dx; U dt. 

Space-time correLation.--Space-time correlations are per-

formed by placing two hot-films at desired space locations and correlat-

ing their outputs after delaying the signal from one film with respect 

to the other. A typical application, as done in this study, is to 

place one film in a fixed position upstream. A second film is placed 

downstream and spaced at several distances along the flow. The spacing 
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distance is large compared to the dimensions of the probes, t hat i s , 

several feet compared to several inches. This hopeful l y allows the 

small-scale turbulence generated by the upstream probe support time to 

decay before reaching the downstream film. At each location downstream 

from the f irst film a two-channel tape recording (one channel for each 

film) is made. This tape is converted to digital form and analyzed by 

computer, as described tmder "Longitudinal turbulent i ntensity". The 

analysis is quite similar to autocorrelation except two signals are used 

i nstead of one, and a family of curves is generated . At a fixed probe 

spacing, ~ 1 , beginning with zero delay time, T , the upstream s i gnal i s 

correlated with the downstream signal . This is repeated for longer and 

longer delay times tmtil R (C T) approaches zero, giving a s i ngle cor­u 

relation curve . (If ~ 1 = 0, this is the autocorrelation curve.) Next 

the procedure is repeated for a second probe spacing, ~ 2 , and so on to 

~ . The result is a set of correlation curves which can be drawn n 

isometrically. The point of maximum correlation on each ~n curve is a 

measure of the rate at which turbulence is convected downstream by the 

flow. A curve drawn through the n peaks would hopefully approximate 

t he Lagrangian correlation ftmction. The computational formula for the 

correlation ftmctions is 

R ( ~ , T ) = u ( 4 7) 

where u
0 

is the longitudinal turbulent velocity component at the 

upstream probe position and u ~ is the longitudinal turbulent velocity 

component at the downstream probe position. 



37 

Diffusion and dispersion 

Temperature and concentration profi les .--The determinat ion of 

the distribution of concentration and temperature in diffusing plumes 

under various ambient turbulence conditions and varying injection con­

ditions was one of the prime experimental objectives. A minimum of five 

sets (vertical and horizontal) of profiles through the diffusing plume 

were collected for each nozzle discharge. The rate of increase of the 

variance of these profiles provide data for computing the vertical and 

lateral turbulent diffusion coefficients. 

Velocity -concentration covariance.--The longitudinal vel ocity­

concentration covariance, uc, can be related directly to the long i­

tudinal diffusion coefficient and the mean concentration gradient by 

means of a Boussinesq - type transfer coefficient as described in Chapter 

II. The measurements were made by placing a parabolic hot-film sensor 

and single-electrode conductivity probe in a special holder which held 

them within 1/16 inch of each other. Power spectral density measure­

ments from a previous study (written communication, McQuivey and Keefer, 

1971) indicated that this spacing was less than the microscale of 

turbulence and should thus give accurate correlations. The effect of 

the hot-film on the conductivity probe was checked by recording the 

mean and root-mean - square of the concentration signal with and without 

the hot -film being turned on. Visual observation of the recording 

showed no significant interaction. An i nverse procedure was used to 

check the effect of the conductivity probe on the hot-film. 

The assembly was mounted on the traversing mechanism of the 

carriage. Simultaneous recording was made of the output from both 

sensors . This record was digitized and operated on for the 
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cross-correlation coefficient, R, and the root-mean-square of both 

S ignals ~ and ~ which were converted to the covariance by the u a , 

formula 

ua = ( 4!, 

Jet atrength.--The jet strength of the nozzle is defined as 

Jet strength = ujet 
u 

( 49' 

X8 

where Ujet is the mean velocity of the nozzle and Uxa is the mean 

velocity of the flow field. 

Depth-average diffusion aoeffiaients.--The rate of increase 

of the variance of the concentration and temperature profiles downstre~ 

of the hot water and neutrally-buoyant salt solution jets were used to 

obtain depth and width averaged values of the vertical and lateral 

turbulent transfer coefficients £ and £ . To obtain £ and £ the y z y z 

strip-chart recordings of voltage versus position were first converted 

to digital punch card form. A computer program was then written which 

analyzed each profile for mean, standard deviation, and two types of 

variance called A and B. Formula B accounted for reflection of diff~ · 

ing material off the boundaries of the channel. Both computations are 

explained in a later section. The program fit least squares lines 

through the two sets of variances and solved for £ and £ from the 
y z 

equation 

(50 
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Surfaae diffusion aoeffioients.--Surface diffusion coeffi-

cients in the x and a directions were determined from the floating 

particle data. An electronic desk calculator was used to compute the 

variance of the travel times and the variance of the lateral concentra-

tion distributions as indicated by the compartmented trap. £ and £ 
XB ZB 

were then computed from the formulas 

-3 d o2 u 
8 t 

£ .. - (IX XB 2 (51) 

and 

u d o2 
8 z 

£ = T (IX ZB 
(52) 

Because of the non-uniformity of the surface velocity across the width 

of the channel a small portion of the spread of the particles was due 

to dispersion. The data from the velocity profiles indicated that the 

error may have approached 7 percent for the 6-inch cobble boundary. 

Longitudinal dispersion aoeffiaient. --The one-dimensional 
_.,... 

longitudinal dispersion coefficient, D , is a measure of a stream's 
X 

ability to spread slugs of pollutants once vertical and lateral mixing 

are complete. 

Two sets of concentration versus time profiles were taken at 

each of six 10-foot intervals downstream of the plane source generated 

by the tilting trough described in the equipment section. A fluorometer 

and strip-chart recorder were used to obtain the profiles. 

The first step in the reduction of the dispersion data was to 

convert the analog concentration (voltage) versus time curves to 

digital punch card form. A minimum of 40 points were digitized on 

each curve. 
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The second step in the reduction was a statistical analysis 

of the digitized data . The mean, standard deviation, and variance were 

determined for all the curves. 

The final step was the calculation of dispersion coefficients 

from the relationship 

D 
X 

u3 d cr 2 
X8 t 

=-2- ~ (53) 

This was done by fitting a least squares line through crt versus x plots 

to determine d crt/dx . All computations were done by computer. 

Varianae A and Varianae B.--As mentioned previously the 

variance of each experimental temperature, concentration, or dye distri-

bution was determined by two methods. The first, referred to as 

Variance A, was simply the standard statistical definition 

k 

L: 
j=l 

- 2 C .(x. - x) 
J J 

N 

where xis the mean value of the x. values, 
J 

k 

N = L c. 
j=l J 

(54) 

and C. is the concentration of dispersant at x = x .. Similar formulas 
J J 

hold for the variance in they and z directions. For the variance of 

temperature distributions C. is replaced by T., the mean difference 
J J 

between the ambient stream temperature and the temperature at point 

x. in the dispersing plume. 
J 

The second calculation, referred to as Variance B, was 

designed to account for reflection of the plume from the sidewalls, 

water surface, or bed. Based on the idea that the temperature or 
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concentration distribution of a dispersing plume approaches normality 

at large distances from a source the variance may be said to be 

1 

2n[C or T ]2 mu mu 
(55) 

where Cmax and Tmax are the peak values in a given concentration or 

temperature profile. This formula is easily derived from the formula 

for a normal probability distribution. When the value for Variance B 

exceeded that of Variance A it was assumed that reflection was taking 

place and the B value was used in subsequent calculations. Except at 

large distances from the source (8-10 feet) the difference between the 

two variances seldom exceeded a few percent. 

The experimental sequence and procedure for collecting the 

data are described in the following section. 

Procedure 

The first step in a series of measurements over a given roughness 

was to establish uniform flow. An attempt was made to keep the cross-

section average velocity equal to 1 foot per second. The flow depth 

was approximately 1 foot in each case. Uniform flow was determined by 

plotting graphs of the water surface and the bed elevations and adjust-

ing the flume until the two were parallel. 

The next five steps in a measurement series were not always 

performed in a set order. The amount of time available on a given day 

determined the procedure used. 

The turbulence data sequence usually began with a series of 

velocity profiles. One profile was taken halfway between the center-

line and the wall at longitudinal station 75 where the injector nozzles 
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were located. A profile was then taken at the centerline at the same 

station. These were followed by four more profiles at the centerline 

at 5-foot intervals downstream. 

Next the longitudinal turbulence intensity measurements were made. 

Vertical profiles of approximately 20 points were taken on centerline 

and halfway between the centerline and the wall at longitudinal station 

75. Data taken at each point in a profile included a simultaneous 

strip-chart recording of the mean anemometer output voltage and the 

rms meter output, a 3-minute F.M. tape recording of the AC component of 

the anemometer output, and the location of the probe with respect to 

the water surface. 

Following this the longitudinal space-time velocity data were 

taken. For these measurements two hot-film probes were operated 

simultaneously. One probe was placed at a fixed position on the center­

line of the flume and the other was moved downstream on the centerline 

from point to point. The data included seven stations at 2-foot 

intervals (that is, two through 14-foot total spacing) at each of three 

elevations below the water surface. 

The dispersion data sequence consisted of collecting 12 concentra­

tion versus time records at stations downstream of an instantaneous 

plane-source injection of dispersant. A siphon nozzle was placed at 

mid-depth on the centerline at the desired station. The nozzle was 

hooked to the flow-through door on the fluorometer. The full scale 

output of the fluorometer was adjusted to give full scale deflection of 

the chart recorder. With the chart recorder running at an appropriate 

speed (trial and error), 1 gallon of dispersant was injected into the 

flume. This procedure was repeated at stations 10, 20, 30, 40, 50, and 
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60 feet below the injection point. After reaching station 60 all 

stations were repeated in reverse order. 

The hot-water diffusion sequence began with stabilizing the system 

temperature. Two to 3 hours before measurements were begun the water 

heater was turned on and flow at injection temperature was initiated 

through the injection system. This insured that the 75 feet of plumbing 

between the heater and the injection point would be at equilibrium 

temperature when data were being taken. 

After the system stabilized, the injection temperature was measured. 

This was done by running the heated water from the nozzle being used 

into an insulated container for 3 to 5 minutes. The temperature of the 

water in the container was then measured. It was found that for an 

indicated temperature of 75°F on the thermostatic mixing valve a 

temperature of 74.6°F was produced at the injection point. This 

temperature was maintained for all runs. This gave a temperature dif­

ference of approximately 30°F between flowing and injected water. 

After measuring the injection temperature the conductivity probe 

was checked for maximum response. The insulated container was filled 

with water at injection temperature and the output voltage of the 

carrier amplifier was recorded. This full deflection was an easily 

made check on whether the conductivity probe was operating properly. 

After the probe was checked for full scale response it was mounted 

on the traversing mechanism. The nozzle discharge was adjusted to the 

desired value and data taking commenced. First, a vertical temperature 

profile at the centerline was taken at a desired distance downstream 

of the nozzle. This located the peak temperature with respect to the 

water surface. Temperature profiles were generated by having one man 
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traverse the probe in steps, calling out the location at each step, 

while a second man marked the location on a strip-chart recording of 

the carrier amplifier output voltage. Vertical profiles were followed 

by horizontal profiles located at the depth of peak temperature in the 

vertical. Data were taken at intervals downstream until the response 

limit of the probe was reached or when vertical mixing became complete. 

This process was repeated for four jet strengths (discharges) for each 

of the three nozzles. 

The salt solution diffusion sequence began with mixing a 500-gallon 

tank of dispersant. After the solution was prepared the· cooling water 

and the stirring motor were turned on and the temperature allowed to 

stabilize. The tank was then pressurized and data taking commenced. 

Full scale deflection in the injector solution was checked and a 

procedure identical to that for the temperature profiles was used to 

collect the concentration profiles. As nearly as possible the nozzle 

discharges used for the salt solution were the same as those used for 

hot water. 

The velocity-concentration covariance measurements proceeded as 

follows. After establishing uniform flow the 1.094 em injector nozzle 

was placed at mid-depth on the centerline of the flume. The 500-gallon 

tank was filled with dispersant and pressurized. Discharge from the 

nozzle was adjusted to approximately twice stream velocity. There was 

no special reason for this figure other than convenience in tracking 

the plume on a single carrier amplifier scale over about 20 feet of 

distance. The conductivity probe and hot-film sensor were then 

checked for response and mounted on the traversing mechan ism. 
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The next step was to locate the axes of the diffusing plume. This 

was done by taking a series of vertical and horizontal concentration 

profiles at stations downstream of the nozzle. Once the path of maxi­

mum average concentration was defined, a longitudinal concentration 

profile was traced out along this path. 

The final step in the measurements was the simultaneous recording 

of the concentration and velocity signals on an F.M. tape recorder. 

Twelve points were recorded along the plume axis from 2 to 20 feet 

below the injection point. In addition to the tape recordings a strip­

chart record was made of the mean and root-mean-square of both signals. 

Three minutes of data were recorded at each point. This sequence was 

done only over the smooth, 1~-inch rock, and 6-inch cobble boundaries. 

The final data sequence was collecting data on the diffusion of 

particles at the water surface. Two hundred particles were dropped and 

timed over five distances. After completing a particle experiment over 

the flow depth used in the heat-salt solution experiments (approximately 

1 foot), the depth was cut in half, uniform flow reestablished, and a 

second set of data collected. A set of dispersion measurements were 

also made for the one-half depth flows. The particle sequence was 

completed only over the smooth, 1~-inch rock, and 6-inch cobble 

boundaries. 

This completes the presentation of the experimental variables and 

parameters and the procedure. The next chapter presents the data from 

all the studies. 
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Chapter IV 

PRESENTATION OF DATA 

This chapter presents the results of the various studies. The 

presentation is divided into three parts. First the basic hydraulic 

data for all four flow conditions are presented. Next the turbulence 

data, including the space-time correlations, are presented. Finally, 

the diffusion-dispersion data are presented. The diffusion-dispersion 

section includes dye-dispersion data, particle-diffusion data, 

velocity-concentration covariance data, and jet-diffusion data for both 

heat and salt solution. Analytic considerations are given in Chapter V 

and are dealt with only briefly in this chapter. 

Basic hydraulic data 

The basic hydraulic parameters for the four boundary conditions 

are shown in table 3. The 14 columns present respectively: (1) the 

boundary condition; (2) the run designation; (3) the uniform flow depth, 

YN; (4) the slope of the energy grade line, S; (5) the volume discharge 

of water, Q; (6) the cross-section average velocity, U ; (7) the water xs 

surface velocity at the channel centerline, U
8

; (8) the shear velocity, 

U*; (9) the boundary shear stress, t
0

; (10) the kinematic viscosity, v ; 

(11) the mean flow temperature; (12) the Reynolds number, RE; (13) the 

Froude number, FR; and (14) the Chezy discharge coefficient, C/~ . 

Columns (9) through (14) are completed only for runs Sl, TRl, and RBl 

where large quantities of data were taken. These were the only runs 

where both temperature and concentration profiles were collected for 

the study of diffusing jets. 



Table 3. Basic hydraul-ic parametera 

Cross-section Boundary 
Normal Vo lume average Surface Shear shear 

Boundary Run depth Slope discharge velocity velocity ve locity stress 
condition designation YN S• lO 3 Q u Ti u. 'o X8 8 

( ft) (ft 3/sec) ( ft/ sec) (ft /sec) (ft/sec) (1bs/ ft 2) 

(I) (2) (3) (4) (5) (6) (7) (8) (9) 

Sl 0 .915 0 . 119 3.672 1.036 I . 172 0 .0616 0 .0046 
S110oth 

52 . 528 0 14 3 1.643 0 852 .9l4 .0415 ------

3/4-inch rock TRI 0.933 0. 324 3 0 071 0.849 - -- .. - 0. 0803 0 .0125 

Rl 0. 89 2 0 . 367 3. 450 0.956 1.188 0 0 0850 ----- -
lis-i nch rock 

R2 . 469 0 394 1 . 302 0 721 . 815 .0694 ------

RBI 0.945 0.4 43 3.205 0.875 1 . 190 0 . 09 38 0 .0170 
6- ladl cobble 

R82 .52 8 0 744 1.59 1 0 780 .930 . 0996 ------
------ - - --

lineutic Reynolds 
viscosity Te.perature n~er 

v•l05 •r·1o - ~ 

(ft2/sec) c•q 
(10) (11) (12) 

1.62 5.20 5. 851 

---- ---- -----

1.72 2. 70 4 .605 

---- ---- -----
---- -- -- --- --

1. 73 2.65 4 . 779 

---- ---- - ----
-- ------

Froude 
n~er 

FR 

( 13) 

0 . 191 

---- -

0 . 155 

--- --
---- -

0 . 159 

-- ---

Chezy 
discharge 

coefficient 
C//g 

(14) 

16.8 

----

10.6 

----
--- -

9 . 3 

----

~ 
...... 
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Turbulence characteristics 

Relative turbulent intensity.--The variation in relative turbulence 

intensity with depth is illustrated in figures 12, 13 , and 14. Pre­

sented in figure 12 is the variation of turbulent intensity at the 

cente rline of the channel for runs Sl, TRl, and RBl. The relative 

intensity increases in roughly equal steps from the smooth boundary to 

the 6-inch cobble boundary. The curves illustrate well the effect of 

the boundary on the flow field. Over the smooth boundary (Sl), the 

intensity increases gradually from 0.015 at the water surface to 0.080 

at a relative depth of 0.10. Below 0.10 the increase appears exponen­

tial. Over the 3/4-inch rock boundary (TRl) the gradual increase is 

from 0.04 at the water surface to 0.110 at a relative depth of 0.20. 

Over the 6-inch cobble boundary (RBl) the gradual increase is from 0.0 2 

at the water surface to 0.10 at a relative depth of 0.5. Below 

y/YN = 0.5 the relative intensity increases rapidly. There is no 

apparent systematic variation of the turbulent intensity with Reynolds 

number. 

Presented in figure 13 is the variation of the relative turbulent 

intensity with depth halfway between the centerline of the channel and 

the side walls for runs Sl, TRl, and RBl. The variation is essentially 

the same both in distribution and magnitude except for the appearance 

of small "humps" in the curves for Sl and TRl at y/YN = 0.4. These may 

be due to secondary circulation or sidewall effects. 

Presented in figure 14 is the variation of relative turbulent 

intensity with depth at the centerline of the channel for the -0.5 foot 

depth flows 52, R2, and RB2. The intensities at the water surface are 

respectively 0 . 030, 0 . 055, and 0.085. These values compare well with 
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0.030, 0.059, and 0.092 at y/YN = 0.56 (the average ratio of depths 

52/Sl, RB2/RB1) for the -1.0 foot depth runs. This indicates that the 

boundary influence on the turbulence structure is more a function of 

absolute than relative depth. 

Autocorrelation function.--Figures 15, 16, 17, 18, 19, and 20 

present the variation of the autocorrelation function, R(T), with depth 

for runs Sl, TRl, and RBI at the centerline of the channel and halfway 

between the centerline and the channel walls . The autocorrelation 

function is plotted for five or six relative depths for each run. Also 

shown on the figures are values of TE, the Eulerian time· scale, which 

are approximated by the formula 

(56) 

where T is the time to where RE(T) first crosses zero. 
max 

TE does not 

show any pronounced systematic variation with depth. As might be 

expected, the values of TE decrease as the roughness of the boundary 

increases, indicative of greater mixing in the flow. The average 

values are 1.519, 0.873, and 0.813 seconds for runs Sl, TRl, and RBI, 

respectively. 

Other parameters .--For the benefit of others who wish to compare 

data, tables 4, 5, 6, and 7 contain the data plotted jn previous 

figures 12 through 20, as well as the mean velocity profiles, the 

absolute turbulence intensity, ~, the relative intensity measured 

against the shear velocity, 1;:::2 I v., and the macroscale of turbulence, 

LE. The data are shown as functions of relative depth. 

Space-time correlation data.--The results of the longitudinal 

space-time velocity correlation measurements over the smooth boundary 



Lo cal 
lie I at i vc mean 
depth veloci t y 

y TJ 
r,., ( ft /sec) 

- --~ f------ ' 
0.963 1 . 096 

. 908 1 . 090 

.854 1 . 091 

. 799 1 . 102 

. 744 l.llO 

. 690 1.110 

.6 35 1 . 108 

. 580 1.095 

. 526 1.077 

. 4 71 1 . 055 

.416 1 . 001 

. 362 . 970 

. 307 .938 

.252 . 907 

. 198 . 879 

. 143 . 845 

.089 . 797 

. 034 . 700 

.025 . 64 7 

.017 . 645 

-- --·- -----

Table 4. Turbulence parame t ers , run Sl 

Cc11te rline Halfway he tween centerline and wall 

Abso l 11tr ReI a t i ve Eule ri an Lo ca l Ab s olute Relative Euler ian 
turbulcn.:e turbulence time Eulerian Relative mean turbulence turbulen ce time 
i nten s ity inte nsi t y scale aacroscale depth velocity i ntens i ty intensity scale 

.r;2 iui rui TE LE y TJ 1;2 1;2 rui TE 

(f t /sec) (s ees ) ( ft) YN (ft /sec) ( ft/ sec ) 
~ - ( sees) u u. u u. 

0 . 027 0 . 025 0.61 2. 342 2.566 0 . 963 1 . 007 0 .026 0 . 026 0 .59 2 1 . 335 

. 024 .022 . 54 1 .566 1 . 706 . 908 1.01 2 .026 . 026 . 59 2 l. 431 

. 023 .021 .52 1 .405 1 . 532 .854 1.042 . 026 . 025 . 563 l. 433 

. 022 . 020 .so l. 432 1.578 . 799 1.077 .025 . 023 - 524 1 . 459 

.023 . 021 . 52 2.043 2.267 . 744 1 .105 .023 . 021 .477 1 . 523 

. 024 . 022 .54 1 . 343 1.920 . 690 1. 110 . 025 . 023 . 524 1 . 355 

. 026 . 023 .59 l. 422 1. 575 . 635 1 . 107 . 027 .025 . 568 1 . 333 

. 029 . 026 . 68 1 . 516 1 . 660 . 580 1 . 094 .029 . 026 . 592 1 . 426 

. 033 . 031 . 75 1 . 995 2.148 . 526 l. 075 . 032 .030 . 683 l. 283 

. 037 . 035 . 84 1.620 1 . 709 .471 1 . 046 . 034 . 033 . 749 1 . 640 

. 040 . 040 . 91 1 . 581 l. 582 . 416 l. 001 . 037 . 037 . 843 2. 334 

. 044 . 045 l. 00 2. 724 2 . 642 .362 . 970 .0 39 . 040 . 910 1. 351 

.046 .049 l. 04 1 . 504 l. 410 .307 .933 . 046 .049 1 . 045 1.504 

. 053 . 059 l. 21 2.407 2. 326 .252 .908 . 054 . 061 l. 22 8 1.412 

. 057 .065 1.30 1 . 353 1 . 6 28 .198 . 880 . 063 . 072 1.436 1. 821 

. 061 .072 l. 38 l. 575 1. 565 . 143 . 846 . a6 7 . 0 79 1 . 522 1 . 492 

. 069 .0 87 l. 57 1 . 543 1.265 . 089 . 797 . 071 . 089 1. 612 2.1 33 

. 088 . 125 2 .00 2. 064 1 . 444 . 034 . 742 . 083 . 119 1. 886 1. 324 

. 099 . 153 2 .25 1.525 .986 . 027 .6 71 .096 . 143 2. 181 1 . 24 4 

. 119 . 170 2. 50 1 1 .002 . 616 .016 .610 .lOS .172 2.386 1 . 241 

----- - - --- ---- ----- -- --- . 009 . 541 . 1~3 . 228 2. 800 . 9 43 
-----

Eulerian 
macroscale 

Lt: 

( f t ) 

1 . 344 

1 . 448 

l. 493 

1 . 56 1 

1 . 682 

1 . 504 

1. 475 

1.560 

1 . 379 

l. 715 

2 _339 

l. 310 

1 . 410 

l. 282 

1.602 

1 .269 

I . 700 

.926 

. 836 

. 732 

. S IO 

V1 
0 



Local 
Hel a t i vc IIICan 
de pth velocit y 

!J u 
'iN (ft / sec ) 

0.943 1. 132 

. 890 1.123 

. 836 1.120 

. 782 1.124 

. 729 1.126 

.675 1.124 

. 622 1 . 120 

. 588 1 . 120 

. 514 1.101 

. 461 1.067 

. 407 1 . 012 

. 354 . 954 

. 309 . 900 

. 247 . 847 

. 193 . 785 

. 139 .695 

.086 .570 

. 032 . :>40 

Table 5. Turbulence parameters, run TRl 

Cente rline Halfway between centerline and wall 

Absol ute Relative Eulerian Local Absolute Relative Eulerian 
turbul l' r,_ ~ t urll u 1 ence tille Euleri an Relative !lean turbulence turllul ence tiae 
inte n ~ t t y i ntensit y scale ucrosca l e depth velocity intensity intensity scale 

/;'! 1;:2 1;2 TE LE !J u 9 l;f l;f TE 

( ft / sec ) --- - (sees ) ( ft ) 'iN (ft/sec) ( ft/sec) --- - (sees) u u. u u. 

0 .048 0 . 042 0 . 598 0 . 824 0 .932 0 .943 0 . 867 0.043 0.050 0 . 531 1. 255 

.051 .045 . 630 1. 214 1. 363 .890 .870 .045 . 052 .554 . 835 

. 051 . 046 .620 . 747 .836 .836 . 879 . 047 . 053 .581 .629 

.054 . 048 . 667 . 690 . 775 .782 .886 . 051 .058 .620 . 783 

. 057 . 051 . 704 . 716 . 806 .728 . 889 .054 .061 .667 .665 

. 061 .054 .754 1.349 1.516 .675 . 889 . 055 .062 . 679 . 734 

.062 .055 . 767 . 647 .724 . 622 .880 . 058 .066 . 716 . 755 

. 064 .057 . 781 . 821 .919 .568 .865 .062 . 072 . 765 1. 349 

. 067 . 061 . 828 . 769 . 846 .514 .842 .065 . 071 . 803 . 813 

. 072 .068 .888 . 763 .814 .461 . 829 . 071 . 086 . 876 .498 

.073 .072 .903 . 656 . 669 . 407 . 827 . 068 . 087 . 840 .949 

. 077 .081 1.000 1. 095 1.044 .354 . 838 . 074 . 088 .913 • 766 

. 088 . 092 1. 025 .634 . 588 . 300 . 842 .077 .092 .951 .913 

.085 .100 1. 050 .765 . 647 . 274 . 830 .082 . 099 1 . 012 . 831 

.089 . 113 1.098 . 896 . 546 .193 . 719 .086 .119 1.061 .841 

. 097 . 140 1.198 1.061 . 716 . 139 .661 .094 .142 1. 160 1.042 

. 119 . 209 1 . 470 .679 . 387 . 086 . 567 . 111 . 195 1. 370 . 644 

. 136 . 400 1 . 679 . 445 .153 .032 . 334 . 129 . 385 1. 592 . 473 

Eulerian 
ucroscale 

LI:; 

(ft) 

1.083 

. 796 

.525 

. 693 

.591 

.652 

.664 

1.166 

. 686 

. 412 

. 784 

.641 

. 768 

. 688 

.585 

. 688 

. 365 

. 157 
---

VI ..... 



Local 
Re l at ive Jllean 
dep th veloc i t y 

y u 
YN (ft/sec ) 
~ 

0 .9l4 1. 219 

. 885 1. 210 

. 835 1.200 

. 785 1 . 190 

. 736 1 . 172 

.686 1.155 

. 636 1.130 

. 586 1.100 

.sn 1.066 

. 487 1.022 

.437 1.012 

.388 .919 

.338 . 851 

.288 .798 

.239 . 730 

.189 . 649 

.139 .548 

.089 . 410 

. 040 . 282 

Table 6. Turbulence parameters, run RBl 

Centerline Halfway between center! ine and wall 

Absolute Relative Eulerian Local Absolute Relative Eule ri an 
turbu l ence turbulence t i lle Eulerian Relative -an turbulence turbulence ti lle 
i ntensi t y i ntens i ty s cale u croscale depth velocity intensity intensity scale 

.r;f 
"'2 7U2 TE LE y u 1;:2 .r:r 1;:2 TE 

(ft/sec) --- (s ees ) (ft) YN (ft/sec) (ft/sec) u (sees) u u. u. 

0 . 089 0 .0 73 0 . 851 0.833 1.015 0 .947 1.049 0.089 0.084 0. SSl 0.861 

. 090 . 074 . 862 . 942 1.139 .894 1. 049 .086 . 081 . 823 . 816 

.091 . 076 . 872 .922 1 . 106 . 841 1.065 .087 .081 .832 .737 

. 093 . 0711 .1190 . 734 .873 . 783 1.095 .090 .012 .161 1. 348 

. 094 . 080 . 900 .692 . 811 .735 1.115 . 093 .on . 1190 .837 

. 096 .083 .918 . 742 .1157 . 683 1.099 .097 . 083 .928 1.291 

. 099 . 01111 . 947 . 739 .1135 .598 1.072 .101 . 094 .965 . 913 

. 102 .093 .976 . 8119 . 9:/7 .545 1.071 .107 .099 1.024 • 763 

. lOS . 098 1.004 .610 .650 .492 1.028 .106 .103 1.013 .671 

. 107 .104 1.025 . 6119 . 704 . 439 .977 .113 .115 1.081 . 693 

.110 . 109 1.053 .633 .640 .386 .914 .116 . 118 1 . 110 .814 

. 113 . 123 1.031 1 . 080 .992 .333 . 843 .121 . 143 1.1511 .843 

. 118 .139 1. 129 . 801 . 681 .280 . 488 . 129 . 163 1.236 .613 

. 127 .159 1.215 .676 .539 . 228 .714 . 134 .187 1.282 . 734 

. 133 .182 1.273 .614 .448 . 175 .621 .141 .227 1 . 350 .947 

.139 .214 1 . 330 .854 . 554 .122 . 502 .'156 . 310 1.493 . 614 

. 152 .277 1.456 1 .016 . 556 .069 . 362 .181 .500 1 . 731 .1112 

. 173 .423 1.654 . 861 . 353 . 016 .168 .233 1.386 2 . 228 . 737 

.197 • 700 1 . 884 .420 . 118 --- -- ----- --- -- ----- ----.. -----
---

Eulerian 
ucroscale 

LE 

(ft) 

0.903 

. 855 

. 784 

1 . 476 

.933 

1.418 

.978 

. 1117 

. 689 

. 677 

. 743 

.710 

. 483 

. 524 

. 588 

. 308 

. 293 

.1 23 

---- -

V1 
t.J 



53 

Table 7. Turbu'Lenoe parameters., haLf depth runs 

Local Absolute Relative Eulerian 
Relative mean turbulence turbulence time Eulerian 

Run depth velocity intensity intensity scale macrosca1e 
designation y u rur ;:r ~ TE LE 

YN (ft/sec) (ft/sec) - (sees) ( ft) Yi u. 
-

0.928 0.97 0.031 0.032 o. 748 1.594 1. 546 

.833 .96 .034 .035 . 821 1 . 858 1. 782 

. 739 .95 .036 .038 .916 1. 346 1. 278 

52 .644 .94 .039 .041 .988 1. 6.29 1 . 539 

.549 .92 .044 .048 1.156 1.594 1. 467 

.455 .90 .049 .054 1. 300 2.099 1 . 885 

.360 .88 .051 .058 1. 399 1.519 1. 334 

0 .900 1.16 0.067 0.058 0 . 788 0 . 873 1.01 2 

.676 l. 09 .079 .072 .929 .944 1.029 

R2 .452 .98 .084 .086 .988 .737 . 723 

. 228 .83 .103 .124 1. 212 .829 . 687 

.037 . 51 .137 .268 1.613 .668 . 342 

0.960 0.94 0.098 0.104 0.984 0.981 0.9 21 

. 866 .93 .080 .086 .884 . 706 . 656 

. 771 .91 .086 .095 .865 . 817 . 74 4 

.676 . 89 .104 . 117 1.043 .722 .64 2 

RB2 . 581 . 86 .110 .128 1.105 .697 . 600 

. 487 . 83 .124 .149 1.246 . 741 .615 

. 392 . 77 .143 .186 1.436 . 811 .624 

. 297 . 70 .162 . 231 1.628 . 871 . 610 

.203 .60 .164 . 274 1.64 7 . 711 .4 27 
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(Sl) are shown in figures 21, 22, and 23. The figures are for 0.15, 

0.45, and 0.75 foot below the water surface, respectively . Shown on 

each of the figures is a time scale value obtained by planimetering the 

curve estimated by eye through the peaks of the correlation curves. 

These will be compared with the Eulerian and Lagrangian time scales in 

Chapter V. 

The results of the longitudinal space-time velocity correlation 

measurements over the 3/4-inch rock boundary (TRl) are shown in figures 

24, 25, and 26. The figures present data from 0.15, 0.45, and 0.75 feet 

below the water surface, respectively. Time scale values are also shown 

on these figures and will be discussed in Chapter V. 

Diffusion and dispersion 

The diffusion and dispersion data are presented in two groups. 

The first group contains the results of the dye dispersion experiments 

and the results of the floating particle studies. The second group 

contains the results of the studies of diffusing jets of heated water 

and salt solution. 

Dispersion and particle diffusion.--The dispersion and particle 

diffusion data are presented together because of the similarity in the 

data reduction procedures. Presented in figures 27, 28, and 29 are the 

variances from the dispersion studies and from the lateral and longi­

tudinal particle diffusion studies versus distance below the injection 

point for all four boundary conditions. These figures show the general 

quality of the data. 

To minimize the effect of scatter, computer-fitted least squares 

lines were used to compute the dispersion and diffusion coefficients. 

The results of these computations are shown in table 8. The largest 



Table 8. Dispersion and surface diffusion coefficients 

Run designation Sl S2 TRl Rl R2 

Longitudinal dispersion 
coefficient 

D 0.226 0.186 0.521 0.274 0.169 
X 

(ft 2/sec) 

Longitudinal surface 
diffusion coefficient Data not 

£ 0.00916 0.01060 taken 0.03354 0.01687 
xs 

(ft 2 /sec) 

Lateral surface 
diffusion coefficient Data not 

£ 0.00388 0. 00360 taken 0.01074 0.00668 
zs 

(ft 2/sec) 
--~ 

RBl 

0.877 

0.03089 

0.01110 

RB2 

0. 797 

0.02812 

0.01240 

Vl 
Vl 
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dispersion coefficient, 0.877 ft 2/sec, was obtained for the - 1 . 0 ft 

depth 6-inch cobble boundary and the smallest, 0.169 ft 2/sec , for t he 

- 0.5 ft depth 1~-inch rock boundary (R2). The largest long i tud i nal 

diffusion coefficient, 0.0335 ft 2/sec, was obtained for the - 1.0 ft 

depth fl ow over the 1~-inch rock boundary (Rl). The smallest, 0.0092 

ft 2/sec, was obtained for the -1.0 ft depth over the smooth boundary 

(Sl). The largest lateral diffusion coefficient, 0.0124 ft 2/sec, was 

obtained for the -0.5 ft depth flow over the smooth boundary (S2). 

Velocity-concentration covariance measurements.--The results of 

the velocity-concentration covariance studies are presented in tables 

9, 10, and 11. The order of presentation is smooth boundary (Sl), 

1~- inch rock boundary (Rl), and 6-inch cobble boundary (RBI). The data 

in the tables are presented in 7 columns, as follows: Column 1, the 

stat i on in feet below the injector nozzle where measurements were made; 

Column 2, the cross-correlation coefficient, R , computed for the 

signals from the hot-film sensor and conductivity probe ; Column 3, ~he 

absolute turbulent intensity, ~; Column 4, the intensity of concen-

trat i on fluctuat i ons, 1,;2 ; Column 5, the velocity-concentration 

covariance, uc; Column 6, the mean concentration gradient along the 

axis of the plume, aC/ ax; Column 7, the longitudinal turbulent diffusion 

coefficient, E , COmputed from UC and dC/ dX (equation 9) . The longi-
X 

tudinal surface diffusion coefficient, E , from the particle experi­xs 

ments is shown for comparison purposes. There are no data for stations 

2 through 8 for run RBI because of an accidental oversaturation of the 

averaging circuit while making mean concentration gradient measurements. 

Although it may have been possible to extrapolate the gradient from 



Table 9. Ve locity-concentration covariance data~ smooth boundary 

Cross Absolute Velocity 
correlation turbulent Concentration concentration Concentration 

Station coefficient intensity intensity covariance grad!__ent 

~ ~ 
- ac R uc ax 

(ft) (ft/sec) (units) (ft •uni ts/sec) (units/ft) 

(1) (2) (3) (4) (5) (6) 

2 0. 2346 0.034 7 20.77 0.1690 17.31 

3 .1691 .0416 10.25 .0722 6.25 

4 .1113 .0342 10.25 .0401 3.04 

5 .0808 .0294 6.65 .0158 1. 74 

6 .0457 .0322 6.37 .0094 1.10 

8 .0397 . 0231 4.98 .0046 .53 

10 .0494 . 0231 3.32 .0038 .30 

12 .0265 .0251 2. 77 .0018 .19 

14 .0283 .0294 1.94 .0016 . 13 

16 .0241 .0267 1.66 .0011 .09 

18 .0218 .0312 1. 85 .0012 .07 

20 .0186 .0342 1. 38 .0009 .OS 

Surface longitudinal diffusion coefficient, e: , in ft 2/sec = 0.00916 
XS 

Longitudinal 
diffusion 

coefficient 

e: 
X 

( ft 2/sec) 

(7) 

0.0098 

.0116 

.0128 

.0091 

.0085 

.0087 

.0126 

.0097 

.0122 

.0119 

.0171 

.0175 

V1 
-...J 



Station 

(ft) 

(1) 

1 

2 

3 

4 

5 

6 

8 

10 

12 

14 

16 

18 

20 

Table 10 . VeLocity - concentration covariance data , 1~-inch rock boundary 

Cross Absolute Velocity 
correlation turbulent Concentration concentration Concentration 
coefficient intensity intensity covariance gradient 

;:2 0 - a"C' R uc ax 
(ft/sec) (units) (ft·W1its/sec) (uni ts/ft) 

(2) ( 3) (4) (5) (6) 

0.1705 0.0677 16.20 0.1883 16. 320 

.1587 .0598 11.29 .1073 2.900 

.0815 .0499 8.22 .0334 1.041 

.1011 .0482 6 . 62 .0322 .721 

.0838 .0408 5.03 .0173 .442 

.0734 .0436 3.31 .0106 . 302 

.0619 .0460 2. 33 .0067 .130 

.0738 .0434 1.53 .0049 .103 

.1074 .0452 .87 .0042 .122 

.0862 .0428 .64 .0024 .065 

.0458 .0431 .5 2 .0010 . 031 

.0212 .0457 . 34 .0003 .008 
I 

.0106 .0460 . 32 .00016 .005 
----- L__ ___ --- ---- --

Surface longitudinal diffusion coefficient, £ , in ft 2/sec = 0.03354 
XS 

Longitudinal 
diffusion 

coefficient 

£ 
X 

(ft 2 /sec) 

(7) 

0.0116 

.0371 

.0322 

.0447 

.0395 

.0350 

.0511 

.04 75 

.0345 

.0362 

.0325 

.0413 

.0324 

Vl 
00 



Station 

(ft) 

(1) 

2 

3 

4 

5 

6 

8 

10 

12 

14 

16 

18 

20 

Table 11. Velocity-concentration covariance data, 6-inch cobble boundary 

Cross Absolute Velocity 
correlation turbulent Concentration concentration Concentration 
coefficient intensity intensity covariance gradient 

lui ~ 
- a~ 

R uc ax 
(ft/sec) (units) (ft•lDlits/sec) (lDli ts/ ft) 

(2) (3) (4) (5) (6) 

------ 0.0824 10.140 ------ -----
------ .0630 4.930 ------ -----
------ .0785 3.480 ------ -----
------ .0799 3.190 ------ -----

------ .0764 1.450 ------ -----
------ .0555 .696 ------ -----
0.0932 .0694 .580 0.0374 0.103 

.0674 .0668 .348 .0157 .078 

.1011 .0759 .261 .0203 .056 

.0798 .0897 .188 .0135 .027 

.0312 .0862 .145 .0039 .017 

.0230 .0956 .142 .0031 .010 
--

Surface longitudinal diffusion coefficient, £ , in ft 2/sec = 0.03089 
xs 

Longitudinal 
diffusion 

coefficient 

£ 
X 

(ft2/sec) 

(7) 

------
------
------
------
------
------
0.0363 

.0203 

.0359 

.0498 

.0230 

.0310 
--- - - -

(Jl 

\0 
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data for stations 10 through 20, the writer felt that it was better to 

eliminate the points. 

Diffusion of heated water and salt solution jets.--Because of the 

large quantity of data only a representative sample of the jet data will 

be presented. The complete data is available separately as a U.S. 

Geological Survey open-file report (McQuivey, Keefer, and Shirazi, 1971) 

and also as a U.S. Geological Survey Professional Paper. Presented here 

are several examples of raw data, an example of the A and B variances 

plotted against distance, and a tabulation of the diffusion coefficients 

from the computer output. Also presented are several log-log plots of 

temperature at the plume axis versus dimensionless distance. 

Figures 30 through 33 present tracings of actual conductivity 

probe output smoothed by the averaging circuit. The data were taken 

downstream of the small nozzle over the 6-inch cobble boundary (RBl). 

The dispersant was salt solution at a jet strength of 4.69. Figure 30 

represents the vertical concentration profile at 1.0 foot downstre~ of 

the nozzle. Figure 31 represents the horizontal concentration profile 

at the same station. The numbers and checks on the trace show the 

location of the probe tip below the water surface or the location left 

or right of centerline, respectively. Figures 32 and 33 represent the 

vertical and horizontal concentration profiles 8 feet below the nozzle 

for the same conditions. The salt soluti on is spread almost uniformly 

throughout the vertical, but mixing is still going on as evidenced by 

the roughness of the trace. The lateral trace shows that material had 

not yet reached the sidewalls of the flume. 

Figure 34 presents a typical set of A and B variances plotted 

versus station below the nozzle. The data are for the smooth boundary 
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(Sl) medium nozzle at a jet strength of 5.84 using hot water as the 

dispersant. The upper line is the trend line of the variance of the 

horizontal temperature profiles. The lower line is for the variance of 

the vertical temperature profiles. It can be seen that in general the 

B variance was not as great as the A variance indicating little or no 

reflection of material off the boundaries. The closeness of the points 

indicates that the data were very close to normally distributed c- ±10 

percent). This was true of the data for all nozzles and jet strengths 

in general. The scatter of the points about the trend line, ±20 percent 

maximum, was also typical of the data in general. 

Table 12 gives the 69 vertical and lateral diffusion coefficients 

obtained from graphs such as figure 34. 

In addition to the diffusion coefficients a second good index of 

diffusion is the rate of decay of the temperature excess or concentra-

tion along the axis of a diffusing plume. Presented in figures 35, 36, 

and 37 are plots of the log of the axis temperature excess, T , versus max 

the log of the dimensionless distance below the nozzle, x/d. All three 

figures are from medium nozzle data. Figure 35 is for run Sl, figure 

36 for run TRl, and figure 37 for run RBI. Data from four jet strengths 

are shown on each figure. 

The slope of the log plots are independent of jet strength for a 

given boundary but increases as the boundary roughness is increased. 

As shown on the figures the slope of the RBl lines is 1.65 times the 

slope of the Sl lines and 1.16 times the slope of the TRl lines. 

This completes the data presentation. In the following chapter an 

analysis will be made to show the relationship between the turbulence 

characteristics and the diffusion coefficients from the various experi-

ments. 
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Table 12. Diffusion aoefficnenta for heated water and salt solution 
- -

S.OOth boundary (51 ) 3/ 4 - inch rock bowldary (Tll) 6- inch cobble bowlclary (Ril) 

lie a t Salt solution Heat Salt 10luti011 Heat Salt solution 

[ [ Jet [ [ Jet [ '• Jet [ [ Jet Jet 
[ [ [ [ 

!I a strenath II • strenath II streqth II • strenath II • strenath !I • r--
0 . 00190 No data 0 . 96 0. 00 271 No dat a 1.22 0 . 00320 0 . 00694 1.10 0 . 00236 0 . 00725 1.00 0 . 00330 0.01040 1.00 0 .00437 O. OJ161 

.00212 0 . 0034 2 2 . 30 . 00 232 0 . 00355 2 . 7l . 00308 . 0061!1 3.09 . 00231 . 00796 2.69 .00327 . 01049 2 . 14 . 00419 . 01210 

. 00 208 . 00363 4 . 30 . 00245 . 00310 5 . 12 .00321 . 0071!1 5.20 . 00225 . 00710 4 . 16 . 00321 . 00992 4 . 69 . 00344 . 01135 

. 0011!1 . 00310 6 . 26 . 00265 . 003111 9 . 15 . 00331 .00613 9.05 . 00215 .00752 1.61 . 00319 . OIOSS 8 . 19 . 00377 . 01061 

0 .00111 0 . 00312 0 . 64 0 . 00250 0 . 00401 1.41 0 . 00213 0 . 00641 1.41 0.00232 0 . 00771 1.11 0 . 00311 0.01120 1.02 0.00359 0 . 012!10 

. 00198 . 0031112 2 . 20 . 00255 . 00410 2 . 13 . 00330 . 00671 3 . 11 . 00214 . 00664 2 . 52 . 00314 . 01010 2 . 72 . 00361 . 01237 

. 00198 . 00381 3 . 85 . 00241 . 00318 4.83 . 00272 . 00755 5.10 . 00202 . 00720 4 . 44 .00317 . OlliS 4 . 57 . 00331 . 01217 

. 00210 . 00423 6. 76 . 00238 . 00470 1 . 10 . 00306 . 00731 7 . 90 . 00230 . 00701 7 . 63 . 00300 . 01100 7 . 60 . 00400 .00176 

0 . 00211 0 . 00347 0 . 27 0 . 00279 0 . 00436 0 . 49 0 . 00305 0 . 00671 0 . 41 0 . 00241 0 . 00714 0 . 59 0 . 00342 0.01086 0 . 50 0 . 00316 0 . 01270 

. 00178 . 00422 . 93 . 00270 . 00470 1.07 .00211 .00770 1.23 . 00236 . 00752 1.07 . 00331 . 01110 1.12 . 00420 .01216 

. 00199 . 00335 I. 77 . 00269 .00311 2.09 . 00285 .00666 2 . 15 . 00202 . 00767 1.11 . 00294 . 01096 1.92 . 00360 .01200 

. 00187 . 00369 2 . IS . 00265 . 00435 3 . 37 .00297 .00704 3 . 10 .00200 . 00690 3.332 . 00328 . 01013 3 . 26 . 00433 .01140 

- --

"' N 
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Chapter V 

DISCUSSION OF RESULTS 

As stated in the introduction, the primary purpose of this report 

is to develop readily usable Eulerian-Lagrangian relations which can be 

used to predict the turbulent diffusion coefficients in the vertical, 

lateral, and longitudinal coordinate directions from the statistical 

properties of turbulence measurements in the Eulerian framework. The 

discussion is divided into three general areas. First, the lateral, 

longitudinal, and vertical diffusion coefficients will be analyzed 

using an extension of Philip's (1967) hypothesis. Included is a dis-

cussion of the applicability of space-time correlations for predicting 

the Lagrangian time scale. Next, the Boussinesq form of longi tudinal 

diffusion coefficient will be discussed in terms of the velocity-

concentration covariance measurements. Finally, some general comments 

are made on the relation between longitudinal dispersion and turbulent 

diffusion, and on the diffusion of turbulent jets. 

Diffusion and Philip's hypothesis 

A brief review of the theory of Chapter II is in order so that the 

reader may more clearly understand the problem of relating the turbu-

lent diffusion coefficients to the statistical properties of Eulerian 

turbulence measurements. The fundamental connection between the 

turbulent diffusion coefficients and the turbulent velocity fluctua-

tions in homogeneous turbulence is established by equations 23 and 24: 

£ •• 
7.-J 

1 
= 2 

d 0~. 
7.-J 

dt (23) 



and 

(J~ • 
1-J 
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(24) 

Both of these equations are Lagrangian in nature. That is, the u. and 
1-

RL . . CT) are velocities and correlations of a single particle traveling 
1-J 

with the flow field and not velocities and correlations at a single 

point. These relations are deceptively simple. No current experi-

mental techniques allow ready evaluation of the Lagrangian velocity 

components. The Lagrangian correlation function is thus. also not 

readily measurable. Eulerian velocities and correlations, at least in 

the longitudinal direction, are measured with relative ease. If use is 

to be made of equations 23 and 24 assumptions are then necessary about 

the relation between Lagrangian properties (measured by following single 

particles) and Eulerian properties (measured by watching many particles 

move past a point). 

The first such assumption that will be made is that the time-

average velocity fluctuations, the u. components, are the same in 
'/-

either frame of reference. This means that time and space averaging 

are equivalent. That is, by following one particle and averaging its 

velocity as it travels throughout the flow field we should get the same 

value for ;=;as we would by time averaging the u. of many particles u. 1-
1-

passing a single point. In a uniform velocity field this would seem 

justified. In a shear flow this will be an accurate assumption only 

if Lagrangian particles avoid the regions near the walls and bed. 

The next assumption to be made is the form of the relation between 

the Eulerian and Lagrangian correlation function. In order to attack 
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this question Philip (1967) considered the problem in a field of 

homogeneous, isotropic turbulence with zero mean motion. This allowed 

consideration of the longitudinal velocity fluctuations only. His 

argument was that when making Eulerian correlation measurements between 

velocities separated in space and time [say from point (0,0,0) to 

point (x,r,t)], occasionally the same fluid particle will have been 

present at both points. Thus on these rare occasions we will have made 

both an Eulerian and a Lagrangian measurement. By making a sufficiently 

large number of these measurements it is possible to generate a new 

correlation function from these rare occasions when Eulerian and 

Lagrangian coincide. Philip next assumed that the correlation of the 

velocities on these rare occasions could be replaced by the correlation 

at any time. By integrating over all possible positions (x,r,t) with 

weighting equal to the probability of the Eulerian-Lagrangian coin-

cidence, he developed the following identity: 

RL (t) = I~ I~ e(x,r,t) RE(x,r,t) dr dt 
-~ 0 

(57) 

where 8(x,r,t) is the probability density function of the Eulerian-

Lagrangian coincidence. By taking 8(x,r, t) to be a three-dimensional 

Gaussian function and assuming a mathematically convenient and 

physically reasonable form for RE(x,r, t ) he was then able to generate 

RL by numerical methods. After transforming to a space with mean 

motion this led to an Eulerian-Lagrangian time scale relation of the 

form 

( 2)~ 
1 + :

2 
F(w) (31) 
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where w and F(w) are ftmctions of the absolute turbulence intensity ~ 

and the time scale ratio TL/TE. The nature of Philip's relation 

suggests a dependence of TL/T E on the inverse of the turbulence inten· 

sity. This dependence is verified here for the surface of an open 

channel. 

The relation proposed by Philip is shown in figure 38. Also sh 01~ 

on the figure are data from this study and from the work of Engelund, 

Mickelsen, Hay and Pasquill, and Durst, as reported by Philip (1970). 

Estimates of the Lagrangian time scale were computed from equation 28 

written for the longitudinal direction at the water surface as 

= 
£ 

XS 

u2 

The surface turbulent diffusion coefficients, £ , from the particl e 
XS 

(I! 

experiments were divided by the surface turbulent intensity extrapolal 

from figure 12. This assumes that Lagrangian and Eulerian velocity 

fluctuations are the same as discussed -above. The Eulerian time scale 

values were obtained from the autocorrelation functions of the longi· 

tudinal turbulence intensity records at the channe 1 centerline. Since 

no definite variation of TE with depth could be found, a depth average 

value was used. The agreement with Philip's relation is quite good. 

The maximum deviation from the line is 30 percent. It might be noted 

that Philip's relation appears to be somewhat too steep. If a least· 

squares straight line were fitted through the data points a more 

accurate fit of the data could be obtained. This would be important 

when using the relation to predict longitudinal turbulent transfer 

coefficients as described further on. Some of the inaccuracy is 

probably due to the fact that turbulence at the water surface is 
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approximately homogeneous but anisotropic. Thus ~ is not exactly 

equal to the "intensity of turbulence" which Philip used. 

Extension of Philip's concept to Eulerian-Lagrangian relations 

within the flow field is a much more complex problem, both experi-

mentally and theoretically. First, turbulence in an open channel, 

except near boundaries, is homogeneous but anisotropic in the x-z plane 

and both nonhomogeneous and anisotropic in the x-y plane. Second, no 

direct means of obtaining either the Eulerian velocity or the scale 

in the y and z directions is available. The root-mean-square values of 

the velocity fluctuations, ~and ~, could be approximated as fixed 

percentages of ~on existing experimental grounds, but no theory 

exists for a lateral or vertical Eulerian time scale. Thus even if a 

theoretical relation between the vertical or lateral velocity fluctua­

tions ~and ~ and the ratio of the time scales TL jTE and TL /TE 
y y z z 

could be found it would be technically infeasible to check. Justifica-

tion is needed for relating vertical and lateral time scales and 

diffusion processes to the readily measurable longitudinal Eulerian 

properties of the flow. 

In order to make such a justification we must look at the effect 

of anisotropy and inhomogeneity on the flow field. Anisotropy of a 

homogeneous turbulence field means that the time average velocity 

fluctuations are no longer equal, that is ~ -f /;;2 -f /;:2 , but maintain 

some constant ratio. That is, 1;2 = K1 /;:2 , and v;:;2 = K2 /:;2 . This 

being true it is not unreasonable to expect some constant relation 

between the correlation functions and time scales in the three direc-

tions. If such a constant relation exists, then whatever connection 

exists between T j T and r=f or T jT and .;=;f must differ at most 
Ly Ey v Lz Ez w 
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by some constant from the relation between TL / TE or TL I TE and 
y y z z 

~ . Since with the exception of the region near the sidewalls open 

channel flow is approximately homogeneous but anisotropic in the x-z 

plane we might expect a dependence of TL I TE on /;;2 similar in form 
z z 

to that proposed by Philip for isotropic turbulence. Such a relation 

is not measurable, however, since neither TL 
z 

or TE are measurable. 
z 

TL could be approximated by dividing £z by Kz 
z 

u2 , analogous to equa-

tion 58, but the value for K2 is not known for an open channel. How-

ever, by defining a new time scale, TA as 
z 

= (591 

we bypass the problem. If the above assumptions are correct, this new 

time scale should differ at most by some constant from the actual 

lateral Lagrangian time scale, TL . It seems reasonable that the ratio 
z 

of this new time scale to the longitudinal Eulerian time scale, 

TA / TE might show a dependence on ;:2 . 
z 

The effect of inhomogeneity is difficult to approach theoretically 

When inhomogeneities are present no fixed relation exists between the 

velocity fluctuations in the three coordinate directions. Thus there i! 

no a priori reason to expect a dependence on the Eulerian-Lagrangian 

time scale ratio in the vertical direction, TL IT E on /;:2 . To 
y y 

bypass this problem we must resort to heuristic arguments. Once again 

there is no way of directly measuring a value for the Lagrangian time 

scale or the Eulerian time scale in the y direction. It seems plau-

sible, then, to resort to a time scale based on the longitudinal 
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intensity and the y-direction diffusion coefficient. This time scale is 

defined as follows: 

where E is the depth average turbulent diffusion coefficient and u2 
y 

(60) 

is a depth-averaged value of the turbulent velocity fluctuations. By 

depth averaging, the effect of inhomogeneity in the y direction is 

removed since the velocity and turbulence structure do not vary from 

station to station in a steady, uniform open-channel flow. We might 

now expect a variation of this depth average time scale with depth-

averaged intensity of turbulence. Experimental evidence from this 

study will now be presented to show that relations such as equations 59 

and 60 do produce workable results. 

The first application of the analysis based on the new time scales 

is to lateral diffusion at the water surface. Shown in figure 39 is 

the ratio of the lateral integral time scale to the longitudinal 

Eulerian integral time scale TA / TE versus the inverse of the longi­
z 

tudinal turbulent intensity at the water surface, 1/~ . Also shown 

is a line with the same slope as Philip's relation. The data are 

within ±20 percent of a straight line with Philip's slope and once 

again a line of less slope would produce a better fit to the data. 

A similar analysis was next made on the depth-averaged diffusion 

coefficients obtained from the jet-diffusion studies and the velocity-

concentration covariance measurements. They and z coefficients are 

the mean value of the 12 obtained for each boundary condition for the 

3 nozzles at 4 discharges. The reason a simple average was used is 
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discussed in the "Jet diffusion" section. In general the depth -

averaged values of the turbulent diffusion coefficients, Ei ' tended to 

be somewhat higher than the surface values, E •• For the smooth 
1-8 

boundary (Sl), E exceeded E by 8. 7 percent and E exceeded E by 
Z ZS X XS 

28.7 percent. For the 6-inch cobble boundary (RBI), E exceeded E by 
z zs 

7.2 percent and E exceeded E by 5.8 percent. Figure 40 shows the 
X XS 

relation between TAY jT E' TAz/ TE' or TLx/ TE' and the depth-average 

value of 1/~ . The time scale ratios were obtained from equation 62 

with the centerline value of ~averaged at 9 dimensionless depths, 

0.1 to 0.9. It should be remembered that TE is still a ·value obtained 

from longitudinal velocity correlations. 

The closeness of the horizontal and vertical data to straight 

lines is quite good. The maximum deviation is 23 percent low for the 

smooth boundary heat data in the y direction. In fact, most of the 

deviation is due to the fact that with a single exception the salt 

solution diffused faster than the heated water. On the average (both 

y and z direction) E. for salt exceeded E. for heat by 15.1 percent. 
1- '!-

This fact has significance on its own since it is sometimes reported 

(Forstall and Shapiro, 1950) that E. for heat and mass are equal. 
'!-

For the longitudinal direction the TLx/ T E versus the depth 

average of 1/~ relation is less satisfactory. Because the points 

were obtained from the average E values in the velocity-concentration 
X 

covariance measurements, this is not surprising. The experimental error 

in the measurements is not small. These errors will be discussed 

further in the next section. 

By now the reader may legitimately ask, "What is all this good 

for?" The importance of this analysis is that diffusion coefficients 
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can be obtained from readily made Eulerian turbulence characteristics 

by reversing the process used to generate figures 38, 39, and 40. 

First, the longitudinal turbulence intensity is measured at the desired 

location in the flow, or at sufficient points to obtain a depth-average 

value of ~ . Next the Eulerian time scale, TE , is determined from 

the autocorrelation of the turbulence signal (depth average for depth-

average coefficients). Next the proper figure, 38 through 40, is 

entered to determine TL· or TA· over TE . 
'!, '!, 

From this ratio, TL· or TA· 
'!, '!, 

is determined from the relation 

or (61) 

Figures 38-40, particularly figure 38, are substantiated by 

considerable experimental evidence in addition to that from this study. 

Turbulent diffusion coefficients in the atmosphere as well as in open 

channels could be predicted (at least in the longitudinal direction) 

from such relations since both types of data are shown (Durst's data 

are large scale meteorological and Mickelsen's are small scale wind 

tunnel). This technique makes possible the prediction of diffusion 

coefficients at field sites or in models from turbulence measurements 

rather than by empirical formulas. Turbulence measurements for use in 

predicting transfer coefficients should be somewhat less involved than 

making actual tracer measurements to determine rates of spread. Appli-

cations might include design of sewer or powerplant outfalls along 

rivers. Field application to atmospheric diffusion processes will 

require more readily usable turbulence measuring techniques than are 

now available. Prediction of wind tunnel transfer coefficients for use 

in modeling atmospheric processes should currently be practical. 
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Space-time velocity correlations 

The purpose of the space-time velocity correlation measurements 

was to determine to what degree of approximation they could be used as 

a substitute for Lagrangian correlation measurements. This comparison 

is made by checking the Lagrangian time scales, TL , obtained through 
X 

the diffusion measurements and equation 58 against the time scale 

values obtained from integrating the envelope curves in figures 21 

through 26 in Chapter IV. Because of the similarity in roughness and 

turbulence characteristics the 3/4 inch rock boundary Lagrangian time 

scale was estimated from the 1 1/2 - inch rock boundary data. The results 

are shown in table 13. For the smooth boundary (Sl) the Lagrangian time 

scale of 13.52 seconds exceeds the average space-time integral scale of 

5.03 seconds by a factor of 2.7. For the 3/4- inch rock boundary (TRI) 

the Lagrangian time scale of 7.68 seconds exceeds the average space-time 

integral scale of 3.80 seconds by a factor of 2.02. Had these values 

been used to predict the longitudinal diffusion coefficient from equation 

63 the results would have been low by the same factors. This is in 

direct contrast to the results of Baldwin and Mickelsen (1963) whose 

results were overpredicted by roughly the same amount. 

Baldwin and Mickelsen's results can be explained by considering 

the Eulerian-Lagrangian relation of Philip. From the properties of the 

space-time correlation it can be seen that the space-time integral 

scale is always greater than or equal to the Eulerian integral scale, 

This is because the R (O,T) space-time correlation curve is the u 

autocorrelation curve and hence contains the same area as R(T), that is 

TE. Also for any small finite probe spacing, ~ 1 , Ru(~ 1 ,TJ will have 

some finite area unless the turbulence were to decay in zero time. 



Table 13. Space-time and Lagrangian time aaaZ.ea 

Longitudinal space-time integral time scale 

Boundary (sees) 

condition 0.15 ft 0 . 45 ft o. 75 ft 
Below water surface Below water surface Below water surface 

Sl 5. 30 5.10 4. 70 

TRl 3.50 4.30 3.60 

----- ·-

Lagrangian 
time scale 

TL 
X 

(sees) 

13.52 

7.68 

'-1 
(,1 
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Thus an envelope curve of R (F;, T) must have a greater area contained 
u 

within it than the autocorrelation and hence a bigger time scale. Now, 

by considering figure 38 it can be seen that for flows where the 

reciprocal of the turbulent intensity, 1/~ is less than 2.1 that 

Thus TL is less than TE and must therefore 
X 

be less than the space-time integral scale also. How this might be 

true physically is difficult to visualize, but the result is consistent 

with experimental results. 

Longitudinal diffusion and the velocity-concentration covariance 

As stated in Chapter II, considerable simplification can be made 

in the Eulerian diffusion equation by assuming that the principal axes 

of the diffusion coefficient tensor coincide with the axes of the flow 

field. This assumption about the principal axes is valid as long as 

the eddies in the flow field have no preferred orientation. It might 

be reasonable to argue that the orientation of the principal axes is a 

random variable in the same sense that the orientation of any paTticu-

lar eddy is random. Then the off-diagonal terms would not necessarily 

equal zero, except perhaps in an average sense at points in the flow 

field where the orientation of the principal axes of diffusion averaged 

over many eddies happens to coincide with the axes of the flow field. 

At points in the flow where the preferred orientation is skewed, the 

off-diagonal terms in the diffusion tensor would not be zero, even in 

an average sense (personal communication, Sayre, 1969). At any rate, 

by maki ng this simplification it becomes possible to evaluate the 

turbulent diffusion coefficients directly from the relation 
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-u.a 
'Z. 

e:. = ---
'Z. ac;ax. 

'Z. 

providing u.a can be measured. 
'Z. 

(62) 

Using the technique described in Chapter III it is now possible to 

evaluate the longitudinal velocity-concentration covariance. This 

allows direct evaluation of e: from equation 62. By comparing the 
X 

results with values of e: obtained from the floating particle studies 
X8 

it becomes possible to qualitatively examine the validity of the 

Boussinesq-type mass transfer coefficient. Figures 41, 42, and 43 show 

the results of such an analysis for runs Sl, Rl, and RBl. Plotted in 

the figures are the longitudinal turbulent diffusion coeffi cient, e: , 
X 

obtained from ua versus the station below the injector nozzle (data in 

tables 9, 10, and 11, Chapter IV). Also shown is the surface value of 

e: xs 

For the smooth boundary, figure 41, 10 of the 12 data points lie 

within ±25 percent of the surface value of e: • The longitudinal xs 

diffusion coefficient within the flow is somewhat greater than e: , the xs 

mean value being 0.0118 compared to 0.00916. For the 1~-inch rock 

boundary, figure 42, 10 of the 13 data points lie within ±25 percent 

of the surface value of e: 
XS 

Again the trend for the values obtained 

from the velocity - concentration covariance is greater than the e: 
XB 

values, the mean value being 0.0366 compared to 0.0335. For the 6- inch 

cobble boundary, figure 43, 5 of the 6 data points lie within ±30 

percent of the surface values of e: xs 

The scatter of the results could be due to a number of causes. 

Most obvious is experimental accuracy. Measurements of the longitudinal 
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turbulent intensity are considered good to ±15 percent under ideal 

conditions. Such measurements require accurate calibration of the hot­

film and operation in clean water at constant temperatures. The 

turbulence level must be such that U, the local mean velocity exceeds 

~, the fluctuating component by approximately an order of magnitude. 

All of these criteria are met by this study and indicate that the 

turbulence portion of the covariance is as good as is technically 

feasible. The conductivity probe was conservatively designed in terms 

of frequency response and was considerably more streamlined than the 

hot-film probe. As a technical instrument it was at least as good as 

the hot-film for the job it was intended to do. The clean water and 

constant temperature criteria applied also to the accurate operation of 

the conductivity probe. The error encountered in the concentration 

fluctuation measurements should be less than or equal to the error in 

the velocity fluctuation measurements. As indicated in the experi­

mental apparatus section, no significant blockage or heat transfer 

effects could be detected when the probes were operated together. If 

the spacing of the probes was not greater than the smallest scale eddies 

responsible for mixing then the covariance measurements should be 

accurate to ±20 percent. 

With error of this magnitude it would be desirable to have an 

independent check on the quality of the covariance measurements. Such 

a check is available through basic theory and the results from the 

"Diffusion of turbulent jets" section which follows this by several 

pages. In the turbulent jet section it is shown that the concentration 

along the axis of a diffusing plume decays as a power law function of 

the distance below the injector nozzle. The exponent of the power law 
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is a function of the channel shear velocity. This means that the con-

centration gradient along the plume axis can also be expressed as a 

power law function of the distance as follows: 

ac 
max = A b x(b-1) 
ax 

where A is a constant and b is the decay exponent. Because all the 

(63) 

covariance measurements were made along the axis of a diffusing plume, 

ac /ax may be substituted for ac;ax in equation 62 written for the max 

longitudinal direction to give the following expression: 

(64) 

Sayre (1968) states that there is no reason to expect a variation of 

£ in the longitudinal direction at a given level in the flow. Thus 
X 

by replacing A b £ by a constant, k3, we find the following expression 
X 

for ua as a function of x 

ua = k 
(b-1) 

3 X (65) 

This means that a log-log plot of ua versus x should be a straight line 

with slope of b-1. The values of the exponent b are well established by 

24 independent graphs for each of the three boundary conditions. The 

behavior of ua as indicated by equation 65 and the established 

exponents would thus substantiate the covariance measurements and the 

Boussinesq-type transfer coefficient. In addition, the behavior of ua 

along the axis of a plume would then be coupled to a measurable mean 

flow parameter because the exponent b is shown to be a linear function 

of the shear velocity, u., in the "Diffusion of turbulent jets" 

section. Shown in figure 44 is a log-log plot of ua versus x for runs 
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Sl, Rl, and RBl. Also shown are lines with slopes of -2.04, -2.46, and 

-2.705, the (b-1) values for the three rtms. The closeness of the data 

to the lines is remarkably good. The average deviation of the points 

from the lines is ±2 1. 6 percent. The "worst" point is the 1- foot 

station for rtm Sl which misses the line by a factor of 3. These 

results support the ±20 percent value for accuracy of the covariance 

measurements. 

While experimental technique is certainly a major source of 

uncertainty, it would not seem to accotmt for all the scatter in the 

results. We must then look at the assumptions leading ~o equation 64. 

If the axes of the diffusion coefficient tensor do not align with the 

axis of the flow, then the off-diagonal turbulent diffusion coeffi-

cients are not zero and equation 62 is not valid, or at best is only 

an approximation. The increasing scatter of the data as the boundary 

roughness is increased may indicate that the axis-alignment assumption 

becomes less and less valid for flows with increasing turbulence levels. 

-
When considering this question it is important to remember that all the 

covariance measurements were made on the axis of a diffusing plume. 

The larger scatter in the results at higher roughness may be due to 

meandering of the plume axis. In fact, it is conceivable that 

equation 62 would give much worse results elsewhere in the flow field. 

With the above discussion in mind, only two things may be safely 

concluded at this time. First, the single-electrode/hot-film technique 

is a valid and useful new tool for the study of turbulent mass transfer. 

Second, under the restrictions of this study, that is, along the axis 

of a plume diffusing at mid-depth of a steady, uniform open-channel 

flow, the Boussinesq-type mass transfer coefficient is valid. The 
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small number of measurements and the restrictive conditions precludes 

broad generalization on the behavior of the velocity-concentration 

covariance with rou&hness, velocity, or other mean flow parameters. 

The results must still be considered significant, however. The diffi-

culty in evaluating £ from such an experiment is analogous to evalua­x 

tion of the coefficient of viscosity with precision from the equation 

(

au. 
T. •: ~ ~ + 
1,J oX. 

J 

(66) 

in a non-uniform laminar flow. 

It is hoped that this study will encourage others to use this 

technique to study the turbulent mass transfer term in more detail. A 

first series of experiments should include measurement of ua throughout 

the flow field to determine where the Boussinesq-type transfer coeffi-

cient is valid. The variation of ua with roughness could then be 

undertaken. The next step would be the study of the vertical and 

lateral covariance terms va and wa . Measurement techniques for 

direct recording of v and w are currently being developed. The combina·· 

tion with the single-electrode probe should prove to be relatively easy. 

Such measurements would enable a comprehensive study of the behavior of 

the diffusion tensor. 

Dispersion 

The data from this study afford a unique opportunity to study the 

effect of longitudinal diffusion on dispersion. It has been accepted 

for some time that the dominant mechanism in dispersion is the varia-

tion of the mean velocity within a cross section, both vertical and 

lateral. The role of the longitudinal turbulent velocity fluctuations 



80 

is assumed to be small. The turbulent transfer coefficient, E , is 
X 

approximated by the depth-average value of the vertical transfer 

coefficient, E • 
y 

Using this approximation, E is approximately 
X 

1 percent of D , the dispersion coefficient (Sayre and Chang, 1968) . 
X 

Using values from table 8, Chapter IV, and the results of the 

velocity-concentration covariance study, it will be seen that th i s is 

a poor approximation. For runs Sl and 52 the surface diffusion 

coefficients were 4.1 percent and 5 . 7 percent of D, respectively. For 
X 

runs Rl and R2 the surface diffusion coefficients were 12.2 percent and 

10 percent of D , respectively. For runs RBl and RB2 the surf ace 
X 

diffusion coefficients were 3 . 52 percent and 3.53 percent of D , 
X 

respectively. The depth-average values, Ex' obtained from the uc study 

are even higher percentages of D, being 5.23 percent, 13.13 percent, 
X 

and 3.73 percent for runs Sl, Rl, and RBl, respectively. Thus, while 

neglecting or minimizing the effect of E on dispersion may not cause 
X 

large errors, the effect is greater than previously thought. 

A second interesting analysis of the dispersion data involves 

compari son of the coefficients to the classic prediction formulas 

i nvolving a product of the shear velocity, u., the normal depth, YN, 

and a constant (Elder, 1959; Sayre and Chang, 1968). Shown in figure 

44 is a plot of Dx for the seven runs in this study versus YN u.. Also 

shown are two lines with slopes 5.3 and 7.2, approximately the range of 

values of the constant in the prediction equation. For 5 of the 7 runs, 

Sl, 52 , TRl, Rl, and R2, the predicted value lies within ±40 percent of 

the measured values. For the two 6-inch cobble runs, RBI, and RB2, the 

error is between 30 percent and 50 percent. One cause for this dis-

crepancy is lateral velocity variations. A second possibility is the 
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large amount of dispersant which becomes entrapped in the pore spaces 

and dead zones of the higher boundary roughnesses. This entrapped 

material slowly diffuses into the flow producing long "tails" on the 

C versus t curves. These "tails" greatly increase the variances of 

the curves and result in large values for D . Over extremely rough :r: 

boundaries the simple prediction formulas are approximations at best. 

More sophisticated analysis such as that of Fischer (1966) is required. 

Miller (personal communication, 1971) studied mixing over a wide range 

of roughness in a 2-foot wide flume and reached similar conclusions. 

Diffusion of turbulent jets 

In addition to the long-time turbulent diffusion coefficients used 

in the Philip's hypothesis section, the jet studies offer useful insight 

into the behavior of a diffusing plume at stations close to the nozzle. 

The first area looked at was the effect of jet strength (ratio of 

injection to mean stream velocity, U. t/U ) on mixing. To determine 
Je :r:s 

the effect the depth- averaged diffusion coefficients in the y and z 

directions were plotted against jet strength. The results are 

illustrated in figures 45 and 46. From the figures it can be seen that 

within ±10 percent the jet strength has no effect on the diffusion 

coefficients in either the y or z direction. Once again the tendency 

for the salt solution to diffuse 15 percent faster than the heated 

water can be seen. The writer could find no satisfactory explanation 

for this difference. Density effects were not considered because the 

maximum measured plume rise for a heated water jet was 0.05 feet 

(5 percent of the normal flow depth). This was at the farthest station 

from the injector nozzle used in the diffusion coefficient calculations. 

This would seem to indicate that the turbulent Prandtl number (ratio 
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of heat transfer coefficient to momentum transfer coefficient) is less 

than the turbulent Schmidt number (ratio of mass transfer coefficient 

to momentum transfer coefficient). It has sometimes been indicated 

that the two are equal (Forstall and Shapiro, 1950). 

A second useful result of the jet studies is the effect of channel 

roughness (changes in ambient turbulence level) on the decay rate of 

centerline temperature or concentration in a diffusing plume. It has 

been known for some time that the maximum temperature excess or 

concentration versus dimensionless distance below the nozzle can be 

plotted as a straight line on log-log paper as was done · in Chapter IV 

(Albertson and others, 1948; Forstall and Shapiro, 1950; and others ) . 

This indicates that the decay is some power law of the form 

Cmax or Tma.x = A(~t (6 7) 

where A and b are constants. The exponent b is the slope of the log -

log plot. Apparently because most previous studies have been conducted 

using air as a medium (for example, Bradbury and Riley, 1967), no one 

has studied the effect of roughness (increased ambient turbulence level) 

on the exponent b. To determine this effect, the exponent for runs Sl, 

TRl, and RBI is plotted as a function of the shear velocity in figure 

47 . Within 3 percent the data fall on a straight line through the 

origin. While the data are not numerous enough to state flatly that 

this i s a universal relation, the result is encouraging. Further 

information such as this would be useful in the design of jet type 

outfalls for sewage or power plant coolants. By determining the shear 

velocity of the dispersing stream, it would be possible to predict the 

rate of decay of the plume-axis concentration or temperature. It is 
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interesting to note that the decay exponent can be related to a simple 

mean-flow parameter such as the shear velocity when a similar analysis 

for the dispersion process (that is, Dx versus YN u.) produced such 

poor results. 

A final result which may be extracted from the data is a check on 

Forstall and Shapiro's prediction of the length of the core region of 

a jet (equation 36) . This is the distance from the nozzle to the 

point where the axis temperature or concentration is no longer equal 

on the average to the injection value. Equation 36 suggests that the 

core length divided by the nozzle diameter is a linear function of the 

jet strength. Shown in figure 48 is the result of plotting the log of 

x !d versus the log of the jet strength for runs Sl, TRl, and RBI. 
c 

The data points were obtained by extrapolating relations such as 

figures 35 through 37 back to the injection temperature and reading the 

x/d value. The data for all three boundary roughnesses fall on 

straight lines. This indicates that x !d is related to the jet c 

strength by a power function of the form 

:r: u. 

( )

0 

-f = B u~:t 

where 0 and Bare constants depending on the boundary roughness. 

(68) 

The 

0 values for these experiments are 0.607, 0 . 493, and 0.482 for runs Sl, 

TRl, and RBI, respectively. This type of relation would seem to make 

better sense than Forstall and Shapiro's on the grounds that the core 

length increases with increasing jet strength rather than decreasing. 

The core length also decreases more rapidly with jet strength over a 

rougher boundary. 
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A short summary of the implications of the results of the jet 

studies is now in order. First, since the turbulent transfer coeffi­

cients in both the lateral and vertical direction appear to be inde­

pendent of jet strength, nothing appears to be gained by designing 

jet-type fluid mixers which inject at higher than stream velocity. 

Second, the dependence of the axis temperature or concentration decay 

rate of a jet on the shear velocity of an open channel may prove useful 

in the design of jet-type outfalls for sewers or powerplants. The 

power law relation between the jet strength and the core length may 

also be useful in such designs. By predicting the axis · temperature or 

concentration decay rate from equation 67, the core length of the jet 

from equation 68, and the remainder of the temperature or concentration 

field by methods such as Albertson and others' or Forstall and Shapiro's, 

it should be possible to predict with reasonable accuracy the diffusion 

pattern in an open channel. 
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Chapter VI 

SUMMARY AND CONCLUSIONS 

Diffusion and Philip's hypothesis 

The results of this study verify Philip's (1967) concept relating 

the ratio of Eulerian to estimated Lagrangian time scales in the longi­

tudinal direction and the reciprocal of the longitudinal turbulent 

intensity. The relation appears to be somewhat steeper in slope than 

actual data. It may be used to predict with ±30 percent accuracy 

longitudinal turbulent diffusion coefficients at the water surface and 

in the flow field. 

A similar concept is developed using an integral time scale based 

on the longitudinal turbulent intensity which may be used to predict 

both surface and depth-averaged turbulent diffusion coefficients in 

the vertical, lateral, and longitudinal directions for floating par­

ticles and heated water and salt-solution jets within ±25 percent 

accuracy. The concept developed appears to apply to both open channels 

and the atmosphere. Data indicate no scale effect in the relations 

which should thus be good for both model and prototype predictions of 

turbulent transfer coefficients. 

Space-time velocity correlations 

Space-time velocity correlation measurements in the longitudinal 

direction were made over the smooth and 3/4-inch rock roughnesses. 

Time scale values obtained from these measurements were 200 to 250 

percent low compared to the Lagrangian time scales estimated from 

diffusion measurements. This is in contrast to the results of Baldwin 

and Mickelsen whose results were approximately the same amount high. 
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The Eulerian-Lagrangian relation of Philip suggests a dependence of 

the Lagrangian and space-time scales on the longitudinal turbulence 

intensity which would result in such a discrepancy. 

Longitudinal diffusion and the velocity-concentration covariance 

A procedure was developed for measuring the longitudinal velocity ­

concentration covariance using a bridge unit and single-electrode 

conductivity probe and a hot-film anemometer and parabolic sensor. 

Comparison of the behavior of the covariance term along the axis of a 

diffusing jet with a theoretical model indicates a ±20 percent accuracy 

for the measurement technique. The theoretical model also provides an 

indirect connection between the covariance term and the channel shear 

velociry. The longitudinal turbulent diffusion coefficient was com­

puted at a number of points along the axis of a diffusing salt-solution 

plume using a Boussinesq-type formula. Comparison of the results with 

surface diffusion coefficients indicate that within ±25 percent 

uncertainty, the Boussinesq model is adequate to describe scalar 

transport along the axis of a diffusing plume. The limited amount of 

data did not allow great generalization on the behavior of the 

longitudinal velocity-concentration covariance in an open channel. 

Suggested future research includes measurement of the covariance 

throughout the flow field in a diffusing plume and the extension of the 

measurement technique to the lateral and vertical covariance terms. 

The single-electrode probe/hot-film sensor technique offers a valid 

and useful new tool for the study of turbulent mass transfer. 
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Dispersion 

Comparison of the longitudinal turbulent diffusion coefficient to 

the one-dimensional dispersion coefficient indicates that turbulent 

diffusion may account for as much as 13 percent of the dispersion 

process. The data indicate that predicting the dispersion coefficient 

from classic formulas such as Dz = 5.3 YN u. may result in values as 

much as SO percent low over the roughest boundary. This discrepancy may 

be attributed to secondary flow and storage and release of dispersant in 

dead zones in the rough surface. More accurate analysis techni ques such 

as that of Fischer (1966) should be used for determining D in r ough 
X 

channels. 

Diffusion of turbulent jets 

Within an accuracy of ±10 percent the jet strength (ratio of jet 

velocity to free stream velocity) was found to have no influence on the 

diffusion coefficients for jets of heated water and salt solution. Jet 

strengths ranged from 0.5 to 9.0. The results indicate that nothing is 

gained by designing jet-type outfalls which inject at greater than 

stream velocity. Salt solution diffuses approximately 15 percent faster 

than heated water. The decay of temperature excess or concentration 

along the axis of a diffusing plume was found to follow a power law of 

b the form C or T = A(x/d) . The exponent b is a linear funct i on max max 

of the shear velocity, u. . The length of the core region of the jet 

was found to be a power law function of the jet strength of the form 

n x !d = B(U. t/U ) . The exponent n is a function of the boundary 
a Je m 

conditions and varied from 0.48 to 0.61 for the range of roughnesses 

used. By using these two relations in conjunction with the results of 

other experimenters such as Albertson and other, or Forstall and 



88 

Shapiro, it should be possible to predict with reasonable accuracy the 

core length, temperature excess or concentration decay rate, and 

complete diffusion pattern in an open-channel flow. 

Future studies 

Two distinct areas for future research are suggested by this study. 

The first, and more practically-oriented area, would be the extension 

of average-time-scale analysis to field studies of mixing in rivers and 

in the atmosphere. Simultaneous measurements of turbulence character­

istics and diffusion coefficients under field conditions would allow 

better definition of the relation between the time-scale ratio and the 

turbulent intensity. Such studies could also be used to extend know­

ledge on the relation between turbulence and mean flow parameters such 

as velocity and roughness . Such information could be of great value in 

the prediction of dispersion processes in real-world situations. 

The second, and more theoretically-oriented area, would be a 

detailed study of the covariance terms in the Reynolds-averaged 

Eulerian diffusion equation using the hot-film single-electrode probe 

technique. A first series of measurements should include measurement 

of the longitudinal covariance term throughout the flow field to 

determine where the Boussinesq-type transfer coefficient is valid. The 

variation of the covariance terms with roughness might then be under­

taken. More sophisticated anemometry equipment is available which 

allows measurement of all three velocity components. By combining this 

with the single-electrode probe, simultaneous measurements of all three 

covariance terms could be made. Such measurements would allow a 

comprehensive study of the behavior of the diffusion tensor. 
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APPENDIX I - FIGURES 
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Figure l. 4-foot wide flume and instrument carriage. 



Figure 2. Close-up photograph of 3/4-inch rock roughness. 



95 

Figure 3. Close-up photograph of 1 ~-inch rock roughness. 
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Figure 4. Close-up photograph of 6-inch cobble roughness. 
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Figure 5. Photograph of 1.882 centimeter nozzle and support 
system over 6-inch cobble roughness. 
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Figure 6. Hot water heater. 
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Figure 7. Thermostatic mixing valve. 
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Figure 8. 500-gallon salt s.olution storage tank. 
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