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INTRODUCTION

Subprogram NLSOL is a general interface routine written
for the VAX-11/780 system wusing a comprehensive adaptive
nonlinear least-squares algorithm published by Dennis and
others (1979)*., The intent of this interface is to provide
a uniform calling approach for any nonlinear function, and
to extend Dennis’s unconstrained minimization algorithm,
external to the original (unchanged) code, with the
following additional options:

(1) To perform either unconstrained or constrained adaptive
nonlinear regression for arbitrary nonlinear
least-squares problems. This includes defining partial
or full (lower,higher) parameter bounds and parameter
scaling during the regression analysis.

(2) To hold certain parameters fixed (i.e., assigned as
constants) during the nonlinear least-squares
regression. (This amounts to another form of
constraining solution space.)

(3) To provide for a weighted least-squares fit.

(4) To control reading the obse;ved data matrix wusing any

object (run—-time) format.

* It is suggested that the reader obtain a copy of Dennis
and others (1979) before proceeding. We will not repeat

details of this algorithm in the present paper,
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(5) To include many I/0-options (beyond those already
provided by Dennis and others, 1979), such as the
parameter correlation matrix, standard (linear) error
estimates of the parameter solutions, root-mean-square
(RMS) error, and a complete printout of the observed,
calculated, residual, and the data matrix row for each
observation.

(6) To wuse either estimated partial derivatives or
analytical coded ©partial derivatives to evaluate the
Jacobian matrix.

(7) Plus, a duplicate print—-type output file for use in any

subsequent processing (e.g., for plot routines, etc.).

Another important goal of the NLSOL interface routine was
to provide compatibility with several previously wused
general least=-squares algorithms. Specifically, these are
subprograms MARQRT (as used by Anderson, 1980a) and IMSLMQ
(as used by Anderson, 1980b). In addition to using the same
parameter names, subprograms NLSOL, MARQRT, and IMSLMQ use
the same parameter file (containing a title, SPARMS,
object-time format, and $INIT parameters) and observed data
matrix file. Hence, one may easily switch (if desired)
between different algorithms at run time (using the same
parameters and data). However, it is anticipated that NLSOL
will be more widely used in the future due to its generality
and ability to <converge to a solution where the other
algorithms sometimes fail. [At this point, the reader
should read the introduction portion of Dennis and others

(1979, pol)n]
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SUMMARY OF CALCULATIONS

The complete mathematical details in Dennis and others
(1979, p.2-23) describe the 1logic used by the adaptive
nonlinear least-squares algorithm, including some results
run from a variety of test problems found in the literature.
[The reader should become familiar with the notation and
terminology wused in Dennis and others (1979), which will be

adopted in the remainder of this report.]

The NLSOL interface, after reading and checking the
nondefault parameters (see $PARMS below), will switch to
either Dennis’s analytic derivative routine NL2ITR (if
IDER=0) or to the finite-difference routine NL2SNO (if
IDER=1). However, the user’s code to evaluate the residual
vector R(X) and/or the analytical Jacobian matrix J(X) do
not follow the prescription given in Dennis and others
(1979, p.27-30). The interface routine NLSOL has a slightly
different calling sequence, which is defined in Appendix 3
(e.g., see wuser code requirements for MAIN, FCODE, PCODE,

SUBZ, and SUBEND).

In order to modify an unconstrained optimization algorithm
to handle simple parameter bounds, such as inequality
constraints, a set of parameter transformations (and inverse
transformations) can bé defined. We could also use more

elaborate techniques, such as "gradient projection" methods

(e.g., see Bard, 1974, p.l46); however, this method would
require significant changes to the basic unconstrained

algorithm. For program flexibility, it is advantageous to
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include any special opefational changes external to the
original algorithm. Thus various parameter transformations
for constrained minimization was included in the interface
subroutine NLSOL and associated subprograms, and did not
require any modifications to Dennis’s original unconstrained

algorithm.

A summary of the parameter transformation options (via

parameter SP) is given in Table 1.

Table l1.-- NLSOL constrained solution options

SP Minimization Desired Unconstrained Routine Xj Mapping

Type* B-Range Transform (-esKXj<ee); and Inverse

0 wunconstrained -o&KBj<eo Xj=Bj, j=1,...,K; Bj=Xj
unscaled

1 partial 0<Bj<ee Xj=ALOG(Bj); Bj=EXP(Xj)
constrained,
scaled

2 unconstrained -®<Bj<ee Xj=ASINH(Bj); Bj=SINH(X])
scaled

3 full BLj<Bj  Xj=ARCSIN[SQRT Bj=BLj+
constrained, <BHj ((Bj=-BL3j)/(BHj-BLj)) (BHj-BLj)*
scaled 13 SIN(Xj)**2

4 full BLj<Bj X j=ERFINV[2% Bj=BLj+0.5%
constrained,  <BHj ((Bj-BLj)/(BHj=-BLj)) (BHj-BLj)*
scaled -1]; (1+ERF Xj)

* For all SP, any Bj may be held fixed (see $PARMS IP, IB).

The unconstrained algorithm always wuses the mapped or
unconstrained parameters Xj (for any value of SP). However,
the user’s function subprogram (FCODE) must return the
nonlinear function evaluation wusing only the constrained
parameters Bj. This forward and inverse transformation is

performed automatically within the NLSOL interface, and

e e e = T = P ——— A " =P f———y oy W e em = s .
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therefore, may be ignored by the user.

In addition to the optional transformations given in Table
1, the NLSOL interface routine must calculate the
appropriate partial derivative transformations wusing the
derivative chain-rule when analytic derivatives are selected
(IDER=0). This is summarized as follows:

SP=0, G=F(Bj), 9G/dBj = JF/dBj (j=1,2,...,K).
SP=1, G=F(Xj), OG/dBj = Bj dF/dBj.
SP=2, G=F(Xj), 3G/dBj = Pj dF/dBj, where

P = {[Bi+(Bi**2+1)'%* 1+ 1/[Bj+(Bj**2+1)] "/ }/2.
SP=3, G=F(Xj), ©¥G/dBj = Sj dF/dBj, where

sj = 2[(B3-BLJ) (BH3-B3) /> .
SP=4, G=F(Xj), 03G/dBj = Tj dF/dBj, where

Tj = (BHj-BLj)EXP{-[ERFINv(z[Bj-BLj]/[BHj-BLj]-l)]‘}fn”/’.

For a full (inequality parameter bounds) constrained
least=-squares, SP=4 may have slightly better "probability
qualities" than SP=3, as reported in the IMSL documentation
(IMSL, 1979, p. 2-3 and p. Z-4). However, from a practical
point of view, SP=3 performs somewhat faster than SP=4, and
usually converges to a constrained solution as well as SP=4

in most cases.

The residual vector R(X) required by the original adaptive
algorithm (Dennis and others, 1979, p.27) can be expressed

as a sum of "weighted residuals" by writing,
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N N '
2£(X)=2 Wi Ri(Xj)**2= 3 [Wi
1>1 \

/% Ri(Xj)]1**2, where

Ri(Xj)=Yi-F is the i-th observed-calculated residual,
Wi=1/Si**2 is the weight for observation i, and
Si= the standard deviation of observation i (Si**2 is also

called the variance).

Note that if any Wi is not wunity (assumed by> default),
then the partial derivative must be scaled as
. /2 .
2 3f/3Xj = -Wj dF/3Xj; otherwise,

2 0f/dXj = =-3F/3Xj.

-

The method used in NLSOL to incorporate amnalytical coded
partial -derivatives requires a user coded subprogram (see
PCODE in Appendix 3). In addition to maintaining
compatibility with previous codes used by Anderson (1980a,
1980b), this approach, coupled with the adaptive algorithm,
can be easily merged wusing the '"reverse communication"
option, called NL2ITR (Dennis and others, 1979, p.38). The
reverse communication method requires less storage than the
original NL2SOL procedure, but also insures that PCODE (when
required) will always be called immediately after a call to
FCODE. Since some existing inverse programs used values
passed in COMMON between FCODE and PCODE at each
observation, the reverse technique required no changes to
the users 1logic while using the NLSOL interface (which was

one of the goals).
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If the user does not have (nor desires to write) a correct

PCODE subprogram to evaluate 3F/dBj, then NLSOL can still be
used with only the FCODE subprogram by taking the estimated
derivative option, IDER=l. In this case, PCODE is a dummy
name (and is never called) in the NLSOL interface, which in
turn calls the adaptive algorithm using finite-difference
Jacobians via NL2SNO (see Dennis and others, 1979, p.35-36).
The finite-~difference step is controlled by parameters
Vv(31), V(34), and V(35) as described in Dennis and others
(1979, p.33-34), and when $PARMS parameter IDER=1 is set.
In most cases, the default values supplied are generally
sufficient, assuming single-precision arithmetic is used in
FCODE, and of course, FCODE is correctly written for the

given nonlinear function.

PARAMETERS AND DATA REQUIRED

Parameters required by subprogram NLSOL are read wusing a
FORTRAN NAMELIST simulator on the VAX (currently, VAX
FORTRAN=-77 Version 2.3 does not contain NAMELIST 1I/0; see
subroutine NAMELIST in Appendix 3 for more details). The
namelist names used are $PARMS and $INIT (the latter is an
optional NAMELIST that may be used in subroutine SUBZ as
described in Appendix 3). Default values are assumed
whenever any $PARMS parameter is omitted, except as noted
otherwise. Precgding the $PARMS statement is an

80~character title.

i e mie m s st b e e e e = e w—— — ay e em e e -
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The general input order read by subprogram NLSOL is as
follows:

1. Title record (always required, maximum of
80~characters).

2. S$PARMS --nondefault parameters~-—-$END. Note that §PARMS
may begin in column 1 but cannot exceed column 72;
parameters may be continued on successive records until
the final § or SEND is encountered (the "END" in $ﬁND is
optional).

3. An object (run-time) format statement defining the
format of the input data matrix, where the object format
begins in column 1, and ends before column 73. The
object format is delimited by left- and
right-parentheses; e.g., (2F10.0)

4, Optionally, the data matrix read under the object format
may be inserted here if the alternate data file is not
used (i.e., if parameter IALT=5 is specified).

5. SINIT --nondefault optional parameters--$END. This step
is <controlled by subroutine SUBZ (see Appendix 3), and
may be omitted in some cases.

6. Optionally, subsequent runs using the same data matrix,
but with <changed $PARMS and $INIT parameters, may be
made by repeating steps 1-3, and step 5, provided

parameters ISTOP=0 and IALT is not 5.

The above general input order is required whether the job
is being run in time-sharing or batch modes (see VAX

operating instructions below).
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FOROOS5:

FOROO06:

FORO10:

FORO16:

The

PROGRAM FILES

Title, $PARMS input parameters, and object-time
format (defining the input format of the data
matrix read on unit IALT).

Outpuw? on-line terminal file (see parameter IOUT
options).

Input data matrix file (default IALT=10) read under
the object-time format given in FOROOS5, step 3
above. Parameter IALT may be changed to any file
number other than 04,06,13, or 16. Note that
IALT=5 means that the data matrix must be included
immediately after the object-time format statement
on FOROO5, step 4 above.

Output duplicate (master) print-type disk file,
containing all of FOR006, plus other detailed

output (unless parameter IOUT=0 is set).

DETAILED PARAMETER DEFINITIONS

$PARMS parameters described below are for any

nonlinear least-squares problem of the general form,

R(F)= SUM[I=1 to N] {WT(I)*(Y(I)-F)**2}, where

R(F)= Residual function of F to be minimized;

WT(I)= Weight of observation I, WT(I)= 1/Si**2,

Si= St'andard deviation of observation I;

Y(I)= Observed dependent variable at observation I;
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F= F[{X(I,L),L=1,2,..,M; B(J),J=1,2,...,K)] is any
twice~continuously differentiable nonlinear
function of unknown parameters B(J);
X(I,L)= Observed independent variables (L=1,2,.,,M)
at observation I;
B(J)= Unknown (nonlinear) parameters in F;
N= Number of observations;
M= Number of independent variables; and

K= Number of unknown parameters in F.

Appropriate changes in terminology for some $PARMS may be
needed in programs that call NLSOL, insofar as the
particular problem definitions are <concerned (e.g., see

Anderson, 1980a, 1980b).

SPARMS parameters (nondefault parameters must be given):

N= Number of observed dependent real values Y(I),
I=1,2,...,N, where NS500%.

M= Number of observed independent real variables X
given in the input data matrix:
((y(1),%(1,L),L=1,M),I=1,N), where 1<M<4%*., [Also
see the use of X(I,M+1) when using IWT>0 below.]

K= Total number of real parameters in the nonlinear
function F(X;B(J),J=1,2,...,K), where 1<{K<20%* and
K{N. (Note that K<KN is normal 'for least=squares

problems.)

* The maximum limits set for N,M, and K are arbitrary, and
can be easily changed in the FORTRAN-77 code (see the
PARAMETER statements in Appendix 3 and comment (9) in
Appendix 1). .
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B()=

IP=

IB()=

IALT=

ISTOP=1

Array of initial (estimated) parameters in the

nonlinear function F, given in ascending order
B(J),J=1,2,++.,K.e (The initial B=-array must be
supplied by the wuser-—and should be a reasonable
estimate.)

Number of parameters held fixed (if any) as
constants 1in F, and as specified by index values
given in array-IB (see below), where IP<KK and
N>K-IP. Note that N-(K-IP) is the number of
degrees of freedom in the problem. (The default is
IP=0, which means that no parameters are held
fixed.)

Array of IP-indicies (in any order, 1 up go K)
corresponding to any parameter B(J) to hold fixed
at its input value. For example, IP=2, IB=3,5 will
hold fixed B(3), B(5) in F during execution of
NLSOL. If the default IP=0 is assumed, then
array-IB is not required.

Logical unit number (default 10) . for reading the
input data matrix under an object (run—-time) format
defined in file FOR005. The value of IALT can be
any value the operating system supports, but it
cannot be 4,6,13,0r 16. If IALT=5 1is wused, then
the data matrix ((Y(I),X(I,J),J=1,M),I=1,N) will
immediately follow the object format on FORQO5 (see
EXAMPLES OF INPUT PARAMETERS below).

(default) to stop the run after completion of the

current problem.
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ISTOP=0

IWT=0

IWT=1

IWT=2

to continue processing after completion of the
current problem (i.e., a total restart) with the
same data matrix, but using on FORO005 a new title,
$PARMS, object format, and an optional $INIT input
as possibly read by the wusers initialization
subroutine SUBZ (see Appendix 3). Note that
ISTOP=0 can only be used whenever IALT is not 5.
(This 1is ©because file IALT is rewound and read
again=-possibly with a different object format,
etc.). Also, note that all $PARMS and SINIT
parameters previously used will be assumed, and the
user only needs to supply "override" parameters for
each succeeding problem. The very last $PARMS on
FORO05 should set ISTOP=1; however, an end-of-file
condition on FOROO5 will also terminate the run.
(default) for indicating an unweighted
least-squares solution 1is desired; however, in
this case, NLSOL will weight all N observations
with a value of unity (i.e., with assumed standard
deviations 1.0 and WI(I)=1.0 for all I=1,2,...,N).
to indicate a weighted 1least-squares solution 1is
desired, where WT(I)=1.0/X(I,M+1)**2 and X(I,M+1)
is the standard deviation> augmented to the data
ﬁatrix. Internally inm NLSOL, WTI(I) is stored in
X(I,5) since M<4. If any X(I,M+1)=0.0 when IWT=i,
then WI(I)=1.0 is used to avoid division by O.

to indicate a weighted least-gquares solution 1is

desired, where WT(I)=1.0/ABS(X(I,M+1)) and X(I,M+1)



Subprogram NLSOL Page 15
VAX Documentation

IDER=0

IDER=1

IPRT=0

IPRT=~1

IPRT=~2

IPRT=1

is the variance augmented to the data wmatrix.
Internally in NLSOL, WT(I) is stored in X(I,5)
since M<{4. If any X(I,M+1)=0.0 when IWT=2, then
WT(I)=1.0 1is wused to avoid division by 0. Note
that choosing IWT=2, along with X(I,M+1)=Y(I), 1is
equivalent to wusing a "statistical weight" of
1.0/ABS(Y(1)); this may be useful when an
"instrumental weight"™ (as with IWT=1) is unknown,
or the data set Y(I),I=l,...,N contains 1large
variations.

(default) to use analytic partial derivatives 1in
NLSOL, which requires both the wuser’s forward
function subroutine (FCODE) and analytic derivative
subroutine (PCODE). See Appendix 3 for the proper
calling sequences as assumed by NLSOL.

to use estimated partial derivatives im NLSOL,
which only calls the wuser’s forward function
subroutine (FCODE).

(default) for minimal printout on FOR006 (but more
complete output on FOROl6, provided IQOUT=l--see
below).

gives moderate output on FORO0O6 (but complete
output on FORO1l6), less the data matrix input and
output residual vector.

same as IPRT=-1, but also gives the data matrix
input and output residual vector on FOR006 (and
complete output on FORO1l6).

same as IPRT=-1, but gives more (and longer) detail
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I0UT=1

I10UT=0

NITER=10

lines from the adaptive algorithm on both FORO0OO06
and FORO1l6.

(default) to obtain both FOR006 and FOROl6 output
(print-type) files. “Normally, FOROO06 is the VAX
terminal output, and FOROl6 is a VAX disk file (see
VAX operating instruction below).

to obtain only FOR0O06 print output file. [Note
that it may be convenient to use file FOROl6 as
deferred printer output, and also it may be used as
an 1input file to other programs (e.g., an X-Y plot
program, etc.).]

(default) 1is the maximum number of iterations
allowed in NLSOL before terminating the adaptive
algorithm, if one-of-four types of convergence is
not obtained (see Dennis and others, 1979,
p.11-14); 1if no convergence occurred after NITER,
then all output (except covariance and correlation
matrices, aﬁd parameter relative errors) will be
given, including the last solution vector B
obtained. In many cases (e.g., good initial B
estimates and data matrix), NITERK1O may suffice.
Qf course, NITER>>10 will allow the adaptive
algorithm to generally converge to a relative
minimum R vector; however, a large NITER may be
time—-consuming for some problems. Obviously, one
may restart NLSOL with the last solution vector to
continue in smaller 4 (pseudo-interactive)

NITER-increments. Note that the users termination
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SP=0

SP=i

BL()=

BH( )=

subprogram SUBEND in Appendix 3 could also create a

"restart" $PARMS file to automatically contain the
last B~vector.

(default) to specify an unconstrained (and
unscaled) minimization least-squares solution;
i.e., the NLSOL interface is essentially identical
to the original adaptive algorithm.

(1i<4) will select various constrained (and
scaled) minimization types as indicated in Table 1.
When SP=3 or 4, then the corresponding lower and
higher parameter bounds are required in arrays BL()
and BH(), respectively (see below).

Array of lower parameter bounds required when SP=3
or 4, where BL(J)SB(J), J=1,2,...,K. If array-BL
is not given when SP>2, them an error message may
occur wunless B(J)>0.0 for all J=1,K (mote BL(J)
defaults to 0.0 for J=1,2,...,K).

Array of higher parameter bounds required when SP=3
or 4, where B(J)SBH(J), J=1,2,...,K. 1If array-BH
is not given when SP>2, then an error message may
occur unless B(J)<0.0 for all J=1,K (note BH(J)

defaults to 0.0 for J=1,2,...,K).

Notes on BL,BH: If a very small (or wunrealistic)
parameter range 1is defined by BL(J)SB(J)XBH(J),
then the adaptive 1least=squares algorithm may
produce one or more solution B(J)’s equal to the

corresponding BL(J) or BH(J). Care should be
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()=

Iv(l5)=

IV(18)=

IV(19)=

exercised in choosing meaningful ©bounds and an
initial estimate to avoid this situation; also,
note that any parameter may be held fixed (using
IP, IB) for any value of SP>0, which may be
required if a particular parameter cannot be
resolved for the given data and/or model function
used.,

Integer array (dimension 80--but only the first 24
are input) defining the control parameters and
options wused 1in the adaptive algorithm NL2ITR
(IDER=0) or NL2SNO (IDER=1). For most cases, the
standard default values for array-IV are adequate
as supplied by subprogram DFAULT (see Dennis and
others, 1979, p.31-32). However, a few IV values

are automatically overridden by the NLSOL interface

routine; these are as follows:

3 to select the non-Hessian form of computing
covariance matrices. This was chosen to conform to
methods previously used by Anderson (1980a, 1980b)
to compute correlation matrices and standard
errors. Of course, other 1IV(l15) values can be
supplied, if desired.

NITER (unless IV(l) is not 10) simply sets the
maximum iterations to NITER (default is 10, instead
of 150 as given by DFAULT).

-1 1if =3<IPRTIK1 (default IPRT=0); otherwise,
IV(19)=IPRT (i.e., when IPRT>0). Note that long

summary lines are printed if IPRT>0, and short
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lines if IPRTKO.

IV(21)= 16 if I0UT=1 (default). This is the primary output
unit for the adaptive algorithm. 1In order for all
IPRT options to work properly, file FORO1l6 1is
reused in NLSOL (and/or appended) to produce
specific output on FOROO6. Therefore, it is
recommended that IV(21)=16 and IOUT=1 are always
assumed.

IV(21l)= 6 if I0UT=0. This will ignore any IPRT optionmns,
since only FOR006 is "on-line", and is usually a
terminal output file.

V()= Real array (dimension 2906--but only the first 42
are of primary interest as input) defining other
control parameters and options used in the adaptive
algorithm NL2ITR (IDER=0) or NL2SNO (IDER=1). For
most cases, the standard default values for array-v
are adequate as supplied by subprogram DFAULT (see
Dennis and others, 1979, p.33=-35). For the
VAX-11/780 system, the constants MACHEP=
5.960464E~-8, ETA= 2.939E-39, and BIG= 1.7E+38 are
the machine-dependent values assumed (see Dennis

and others, 1979, p.33-38).

SEND [end of S$PARMS parameters; the "END" in $END may

be omitted, if desired.]
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DISCUSSION OF IV, V PARAMETERS
For many simple problems, arrays IV and V may be ignored;

i.e., the assumed defaults are generally adequate., However,

for some long and/or complex problems, computer time can

often be conserved (at least initially while looking for a
best model, etc.) if using some of the suggestions given in

Table 2.

Table 2.-- Some tuning parameters of interest

Default Optional Purpose of optional $PARMS; see
SPARMS SPARMS Dennis and others on given page
IV(l4)=1, IV(14)=0, To suppress an attempt to compute
IV(15)=3 IV(15)=0 and print a covariance matrix.

: (p.31: COVPRT, COVREQ)

IV(17)=200 1IV(17)<200 To limit the maximum number
of function calls, not including
covariance matrix calls, if any.
(p.31l: MXFCAL)

vV(24)=.1 0<V(24)<.5 To control function reduction to
"decrease" the trust region radius.
(p.39: TUNERIL)

V(25)=10 v(25)>1 To control function reduction to
"increase" the trust region radius.
(p.39: TUNER2)

v(26)=.75 .001<V(26) To control function reduction to

v(26)<1 "increase" the trust region radius.
(p.40: TUNER3)

v(28)= v(28)> To relax the "X-convergence

5.96E=5 6.E-5 tolerance (p.35: XCONCR)

v(29)= v(29)> To relax the "cosine convergence"

5.96E-5 6.E-5 tolerance (p.33: CCONCR)

V(36)=.001 V(36)=0 Will set the scale vector D=1.0,
which usually gives good performance
on well-scaled problems (p.34: DO).

v(39)=100 V(39)<100° To limit (or increase) the maximum

or 2-norm step length on the first
v(39)>100 iteration (p.34-35, p.36: LMAXO).
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V(40)= V(40)> To relax the "residual convergence"
1.E-9 1.E-9 tolerance (p.35: RCONCR).
V(42)= v(42)> To relax the "variability conver-
1.E=-4 | 1.E-4 ence tolerance (p.35: VCONCR).

For example, to vrelax all 4-types of convergence

tolerances, one could use the nondefault values:

$PARMS V(28)=.001,V(29)=.001,V(40)=.001,V(42)=.005,...

The adaptive algorithm NL2ITR or NL2SNO will only print
the nondefault values as overridden in array V, but will not
print any nondefault IV values. All IV and V definitions,
and assumed default values (except as noted in $PARMS IV()

above), are given in Dennis and others (1979, p.31-40).

EXAMPLES OF INPUT PARAMETERS

The following example uses the general input file ordering

described in the section PARAMETERS and DATA REQUIRED:

EXAMPLE TITLE WITH OBJECT DATA ON FOR005 (IALT=5)
$PARMS N=30,M=1,K=3,IP=1,IB=2,

IALT=5,IPRT=-1, SP=3,IWT=l,

BL=2%1,10,

B=10,1,100,

BH=100,1,1000, V(36)=0$

(3F10.0)
1. - «25 .05
1.5 .3 .08

-=-=<{etc. for 28 more observations)>=---

Note that in this example, IWT=1 and M=1; therefore,
three columns are required in the data matrix row:
Y(1),(X(I,L),L=1,M+1). Any desired FORTRAN object-time

format can be used to read one observation row of the data
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matrix, which we define as the sequence of ordered rows:

(Y(1),(X(1,L),L=1,M*),I=1,N),
where M*=M if IWT=0 (default), or M*=M+1 if IWT=1 or 2.
When IWT>0, the last column X(I,M+1l) is the standard
deviation (IWT=1) or variance (IWT=2) augumented to the data

matrix row.

Refer to Appendix 2 for another example where TIALT=10
(default) and the data matrix 1is separated from the
parameter file--which is recommended so that ISTOP=0 can be

used (if desired).

VAX OPERATING INSTRUCTIONS

Assuming subprogram NLSOL (and all associated subprograms)
was previously compiled and linked wusing the VAX/VMS
operating system, along with a user written MAIN program and
subprograms FCODE, PCODE, SUBZ, and SUBEND (as required--see
Appendix 3 for details), the following steps are general
execution guidelines (note that many variations are possible

using VMS in either time-sharing or batch modes):

l. Either assign (via $ASSIGN command) an input parameter
file name to the 1logical name FORO05, or let FOROOS
default to the wusers terminal input (if 1logged-in
on-line). The order of the parameters on FOR0O05 must be
given exactly as defined in the section PARAMETERS and
DATA REQUIRED above--and also in Appendix 3. To assign

FOR005, use the DCL command:
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SASSIGN parameterfilename FOROOS

2, If IALT=10 (default), then assign the data matrix file

name to FORO10 using the DCL command:

SASSIGN datamatrixfilename FORO10

[If IALT=5 (and the data matrix is included in

FOR005), then this step should be skipped.]

3. The MAIN program (called "main") may be executed with

the DCL command:

SRUN main

The above execution steps could also be submitted (via a
$SUBMIT command) to be run in batch mode. For this reason,
it was convenient to exclude any prompting messages and user
responses in subprogram NLSOL; also, VAX system~-dependent
commands and calls have been minimized in NLSOL for ease of
program conversion to other systems (see Appendix 1 for

information on conversion problems).

Because prompt messages are not given in step 3 on FORO0O6
(terminal output), it is recommended that FOROO5 always be
assigned in step 1 (otherwise, the user must remember the
complete parameter order to type on-line). Also, in case of

parameter errors (see ERROR MESSAGES below), it is easier to
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edit the parameter file and return to step 3.

Note that FOROl6 is a duplicate (print) disk file
(normally called FORO1l6.DAT, unless assigned otherwise), and
file FORO06 is usually the on-line terminal print file (or

LOG file if S$SSUBMIT was used).

ERROR MESSAGES

Most $PARMS syntactical errors are flagged and printed on
files TFOROO6 and FORO1l6 by the VAX-NAMELIST simulator
subroutine (see Appendix 3), and the job is aborted. If
FOROOS5 was assigned to a disk parameter file, then correct
the parameter file using any VAX editor and rerun the job
(e.g., use $RUN or $SUBMIT). Other parameter errors (or

omissions) are also flagged and the job is terminated.

A VAX-system overflow condition will terminate the run.
Usually, when SP<3, an overflow condition can result from a
very poor initial parameter estimate in array B, or the
given data mwmatrix is incomplete (or inaccurate) for the
particular nonlinear model chosen. One can sometimes obtain
a solution using SP>2 and supply reasonable parameter bounds
in arrays BL and BH; however, some parameters may still not
be resolvable (i.e., large percen; errors) by using

incomplete or inaccurate data and (or) an inappropriate

model.
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We would like to quote a paragraph from Bard (1974)

concerning nonlinear parameter estimation problems and
errors:

"The reader should realize that the state of the art of
nonlinear optimization is such that one cannot as yet
write a computer program that will produce the <correct
answer to every parameter estimation problem in a single
computer run. All too often, the first run produces
unacceptable results. By studying these results one can
perhaps obtain better starting guesses; one can choose to
impose bounds or a prior distribution on the variables, or
to relax previously imposed bounds; one can search for
errors 1in the <coding of the model equations or their
derivatives. By careful coaxing, the computer may be made
to yield acceptable results in subsequent runs. An
interactive computer system can be particularly useful for
this purpose."”

PRINTED OUTPUT

Results are printed on files FORO0O6 and FOROl6 (if
I0UT=1). Refer to Appendix 2 for a sample output listing of

file FOROOG6.

The following list defines additional names (or terms)
used in the printed output £files, other than $PARMS as

previously defined:

NAMES/TERMS PRINTED OUTPUT DEFINITIONS

FMT The object (run-time) format used to read the
data matrix row.

INITIAL X(I) The unconstrained X=-vector (i.e., the
transformed initial B-vector via Table 1) as
used in NLSOL with respect to the parameter
SP option.

D(I) The initial (or final) scale vector D; see
Dennis and others (1979, p.34, and p.36).

IT,NF,F,DF,.. The iteration count (IT), number of function
evaluations (NF), current function value (F=
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—— - . = ————— . - —

- s e - ———— - - -

-—— - ————— - - -

- = - — -

- — . —— - —————

- - — - - ———— - ——

PARM.SOL

—— . —— - ———— - —

STD.ERROR*

- - ——- ——— ———

half the weighted residual sum—-of-squares),
difference between previous and current
function values (DF),.. etc. The complete
short or long print 1lines used by the
adaptive algorithm is described in Dennis and
others (1979, p.36-37).

. - —— S - — S = D . - - T S R SIS IR G GES GEN N N S D R GED GEM GH G GWR SN N M S R M GED G . - -

The gradient vector G (Dennis and others,
1979, p.33) corresponding to the final
X(1),D(I) vectors.

- ————— S S S WS WS - — S = S - = D G . G GMD . . . . . - - G E S G . WS M . . GO G . - - -

The observed dependent variable Y(I), for
I=1,2,...,N.

The calculated function F corresponding to
¥(1), 1=1,2,...,N.

The residual defined as [Y(I)-F],
I=1,2,...,N.

The ©percent residual error defined as
100*RES/CAL for I=1,2,...,N.

- e . - —- =" ——— - D . S M R W GES WM W N GES GEM N GES GEE W M M R MO W GW N R G R R G R W e -

The observed independent variables X(I,L),
le,z,l..,M; I=1’2,...’N.

- - - S IS S SR R R MO R T R GED T TR A TR GLO TR MO W S MO GG R ER R GMO Ne GO GAO R R R R R R R R WA W e e .

The weight of observation I (see $PARMS IWT
formula used).

- - —— - —— S = - LD O IS M e S . D R R W G GES S I R S G GES ER GAS GEN GER ER G R R R W G .-

The root—mean-square error defined as
RMSERR=SQRT(SUMRES#**2/(N-K+IP)), where SUMRES
is the sum-of-squares of the residual vector.

- . .- - S N T M NS GO GER R NS WM GAD GAS N N ES GRS R GAS SN RO N GV G NS W GAS GES GRS N GES R GEE R GEO G GNS wm W ew

The FINAL X(I) solution vector, after an
inverse transform if SP>0, and excluding any
parameters held fixed (via IP, 1IB); the
solution vector B 1is always passed to the
users termination subroutine SUBEND (see
Appendix 3), complete with any parameters
held fixed, and whether or not convergence
was obtained in the adaptive algorithm.

- - - —— - S wn . - - S . e MO e MO MO b MG GMS e R TR GMS R GMO MG L R S R e R R A W W R e e . —

The parameter standard error derived as the
square~-root of the <corresponding diagonal
element of the covariance matrix (if
computed) defined by eq.(6.6)-(6.8) in Dennis
and others (1979, p.l4, p.31).

- e P S e - G S S S IS I D R R TR R R e e MO M e G R D LS R TR UM W TR WM TR N R e e e e . W

The parameter relative error defined as
STD.ERROR/PARM.SOL.
The parameter percent error defined as

100*REL.ERROR.

- — - - - - . . D T S GED T W GEM R G R R G N R ER GER . S T M G G G W S NS R E T - —-— - -
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* These values are given only if a covariance matrix was

computed, and if it 1is positive-definite. Note that all
statistics assume a linear model in the neighborhood of the
nonlinear function minimum. (See Bard, 1974, for a
discussion of statistical inference of nonlinear mwmodel

solutions.) .
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Appendix l.-- Conversion to other systems

This subprogram (and associated subprograms) was written
in ANSI-standard FORTRAN-77 for the VAX-11/780 system.
Conversion to systems without an ANSI-FORTRAN-77 compiler
would necessitate extensive changes, particularly for all

CHARACTER~-type variables, IF-THEN-ELSE phrases, etc.

Since the FORTRAN-77 ANSI-standard presently does not
provide for a NAMELIST I/0 capability, a VAX-11 NAMELIST
simulator subprogram is included in this program package.
For most large main-frame systems (e.g., IBM/370, CYBER,
etc.), a NAMELIST READ/WRITE is usually available; in this
case, the VAX NAMELIST subprogram and associated routines
(DECODEIX, DECODEX) can be eliminated; also, appropriate
changes can be made where COMMON/NAME LIST/ and CALL

NAMELIST is used in the source program.

Other changes for non-VAX systems might include some (or

all) of the following:

(1) Variables with more than 6-characters.

(2) Use of the underscore character or dollar character in
some variables and/or COMMON names.

(3) Character strings delimited by single—-quote characters
(e.g., ‘STRING’); also, character string concatination
(e.g., ‘STRING1’//’STRING2’).

(4) Passing variable-length character strings in subroutine
calls; e.g., CHARACTER*(*) passed length character

arguments.

e et -t v mem = e aw = A en m e s im e e mpam o sel ez e 4 e e
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(5)

(6)

(7)

(8)

(9)

Need to suppress arithmetic or exponential wunderflow
messages (note that a VAX-11 result is automatically set
to 0.0 after any underflow--which is assumed for this
program package); if the target system does not set
underflows to 0.0 (and suppress warning messages), then
a suitable conversion procedure must be used for proper
operation of this program package.

Replacement of any special VAX-dependent CALLS or
statements (e.g., CALL LIBSINDEX, ACCEPT, TYPE, CALL
SYS$anyname, etc.--note that we have minimized
machine-dependent calls, where possible).

Hexidecimal constants (e.g., “4A’X) if used in any DATA
statements.

Virtual-sized arrays, if any (i.e, DIMENSION statements
greater than physical memory).

To increase the default dimensions in NLSOL (defined 1in
Appendix 3 as NDIM=500, MDIM=5, and KDIM=20), change the
PARAMETER statements in each subprogram: NLSOL, NLITR,
INTRAN, CALCR, and NAMELIST. However, in most cases,
the default limits are anticipated to be sufficient and
would not require any changes, unless of course the

target machine does not support PARAMETER statements.
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Appendix 2.~- Test problem code example

A simple 7-parameter nonlinear least—-squares test problem
(defined below) was run on a VAX system using several NLSOL

options as described in this report.

The MAIN program (called TINLSOL) wused the following
nonlinear function (F) and corresponding analytic partial

derivatives Pj= JF/3Bj (j=1,2,404,7):

F=B1l+B2*t+B3*t**2+B4*SIN(B5*t)+B6*EXP(~-(B7*t)),

Pl=1,

P2=t,

P3=t*¢t,
P4=SIN(B5*t),
P5=B4*t*COS(B5*t),
P6=EXP(-B7*¢t),
P7=-B6*t*P6,

where t is the independent variable, and Bj (j=1,2,..¢,7)

are the unknown model parameters.

The following code example follows the requirements given

in Appendix 3 (to be linked with NLSOL):

C {TINLSOL}: TEST1 FOR NLSOL USING A 7-PARAMETER PROBLEM
C

EXTERNAL T1FCODE,T1PCODE,T1SUBZ,T1SUBEND

CALL NLSOL(TlFCODE,T1PCODE,T1SUBZ,T1SUBEND)

CALL EXIT

END

SUBROUTINE T1FCODE(Y,X,B,PASS,F,IN,IDER)
C--FUNCTION EVALUATION FOR 7-PARAMETER PROBLEM

DIMENSION ¥(1l),X(500,5),B(l),PASS(S5)

PASS(1)=X(IN,1)

T=PASS(1)

F=B(1)+B(2)*T+B(3)*T**2+B(4)*SIN(B(5)*T)+B(6)*

1 EXP(=B(7)*T)

RETURN

END

SUBROUTINE T1PCODE(P,X,B,PASS,F,IN,IP,IB)
C-—ANALYTIC DERIVATIVES FOR 7-PARAMETER PROBLEM

DIMENSION P(l),X(500,5),B(l),PASS(5),IB(l)
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T=PASS(1)
P(1)=1.0
P(2)=T
P(3)=T*%*2
P(4)=SIN(B(5)*T)
P(5)=B(4)*T*COS(B(5)*T)
P(6)=EXP(-B(7)*T)
P(7)==B(6)*T*P(6)
IF(IP.EQ.0) RETURN
DO 10 I=1,IP
DO 10 J=1,7
IF(IB(I).NE.J) GO TO 10
P(J)=0.0
10 CONTINUE
RETURN
END
SUBROUTINE T1SUBZ(Y,X,B,PASS,NPASS,N,TITLE,IOUT)
C--INITIALIZATION FOR 7-PARAMETER PROBLEM
C (SINIT INPUT NOT NEEDED IN THIS EXAMPLE)
DIMENSION Y(1),X(500,5),B(1l),PASS(5)
CHARACTER*80 TITLE
NPASS=1
IF(IOUT.EQ.l) WRITE(16,10) TITLE
10 FORMAT(’O{T1NLSOL}:’,5X,A)
RETURN
END
SUBROUTINE T1SUBEND(Y,X,B,K,N,TITLE,IOQOUT)
C--TERMINATION FOR 7-PARAMETER PROBLEM
DIMENSION Y(1),X(500,5),B(1l)
CHARACTER*80 TITLE
WRITE(6,10)
10 FORMAT(/’ *%kkkkk*k E N D *hkkkkkk*x’/
1’ ** FINAL SOLUTION VECTOR:’/)
IF(IOUT.EQ.1) WRITE(16,10)
DO 30 I=1,K
WRITE(6,20) I,B(I)

20 FORMAT(2X,I3,E16.8)
IF(IOUT.EQ.l) WRITE(16,20) I,B(I)
30 CONTINUE
RETURN

END
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Test problem input/output

The following input files (FOR0O0S5, FORO10) were wused to
run the test program TINLSOL (and subprogram NLSOL) on a VAX
system. The corresponding output file (FOR006) 1is given

following file FORO1O0.

FOROOS

A 7-PARAMETER PROBLEM

$PARMS N=21,K=7,M=1,IPRT=-2,
NITER=50,

IP=2,1IB=3,1,

SP=3,

BL=1,.5,-.5,3*1,.1,
BH=1,5,-.5,3%10,10, !
B=1,.75,-.5,4.5,1.8, 5.5,.87S$

(2F10.0)
FORO10
7.000000 0.000000
7.809257 0.250000
8.380069 0.500000
8.292930 0.750000
7.344467 1.000000
5.581667 1.250000
3.278261 1.500000
0.858261 1.750000
-1.215198 2.000000
-2.558975 2.250000
-2.968187 2.500000
-2.469844 2.750000
-1.318940 3.000000
0.061875 3.250000
1.184131 3.500000
1.611856 3.750000
1.067327 4.000000
-0.501716 4.250000
-2.909872 4.500000
=-5.779944 4.750000
-8.635657 5.000000
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{NLSOL}: A 7-PARAMETER PROBLEM

Ne 21 K= 7 1p= 2 M= 1
1sToP= 1 INT= 0 IDER= 0 IPRT= -2
10UT= 1 Sp= 3

PARAMETERS HELD FIXED: IB= 3 |

FMT=(2F10.0)

PARAMETER LOWER B8OUNDS: 8L=

0.10000000E+0! 0.50000000E+00 -0.50000000E+00 0.10000000E+01

0.10000000E+0! 0.10000000E+00

INITIAL PARAMETERS: 8=

0.10000000E+0! 0.75000000E+00 -0.50000000E+00 0.45000000E+01

0.55000000E+01 0.87000000E+00

PARAMETER HIGHER BOUNDS: BH=

0.10000000E+0! 0.50000000E+01 -0.50000000E+00 0.10000000E+02

0.10000000E+02 0.10000000E+02

PARAMETER INOEX: 1| 2 3 4 5 6 7
REORDERED AS...: 2 & 5 6 7

REORDERED PARAMETERS:

0.75000000E+00 0.450000002+01 O0.18000000E+0! 0.55000000E+0!

*#* NLITR (IDER=0) OR NL2SNO (IDER=1) CALLED: 1 #**
I INITIAL X(1) (1)
1 0.237941E+00 0.276E+02
2 0.673352E+00 0.254E+02
3 0.302746E+00 0.213E+03
4 U.755398E+00 0.152E+02
5 0.282635E+00 0.338E+02
IT NF F DF COSMAX VAR
o 1 0.341E+02 0.894E+00
1 2 0.247E+01 0.317E+02 0.774E+00 0.158E+02
2 3 0.394E-01 0.243E+0! 0.739E+00 0.160E+02
3 4 0.236E-05 0.394E-01 O0.818E+00 0.160E+02
4 5 0.346E-10 0.236E-05 O0.8%90E+00 0.160E+02
5 6 0.306E-10 O0.397E-11 0.922E+00 0.14%9E+02
6 7 0.3U6E-10 -0.255E~10 0.922E+00 0.154E+02
kaNkE X-CONVERGENCE *##ae
FUNCTION 0.30U6103D~10 VARIABILITY 0.153756E+02
FUNC. EVALS 7 GRAD. EVALS 6
GRAD. NORM 0.16656UE-02 CUSMAX 0.922324E400
1 FINAL X(1) o(I) G(1)
1 0.339S837E400 0.379€+02 0,144F=03

2

0.h1S4RDE+OQ 0.26%E+02 ~G.h4TE=-04

IALT= 10
NITER= 50

0.10000000E+0!

0.18000000E+01

0.10000000E+02

0.87000000E+00

Page 33
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3 0.339837E+00 0.230E+03 -0.166E-02
4 0.841069E+00 0.143E+02 -0.439E-06
5 0.306277E+00 0.341E+02 -0.167E-06
1 08S.Y(I) CAL RES IRES.ERR x(1,1)
1 0.700000E+01 0.700000E+01 -Q.477E-06 -0.681196E~05 0.000000E+00
2 0.780926E+01 0.780926E+01 O0.0CCE+00 0.000000E+00 0.250000E+00
J 0.838007E+01 0.838007e+01 0.9354E-06 O0.113803E~04 0.500000E+00C
4 0.829293E+01 0.829293E+01 0.954E~06 O0.114998E~04 0.750000E+00
5 0.734447E+401 0.734447E+401 O0.954E-06 0.129849E~04 0.100000E+0!
6 0.558167E+01 0.558167E+01 -0.954E~06 -0.170858E~06 0.125000E+01
7 0.327826E+01 0.327826E+01 -0.954E-06 -0.290909E-04 0.150000E+01
8 0.858261E+00 0.858262E+00 -0.954E-06 -0.111117E~03 0.175000E+01
9 =0.121520E+01 ~0.121520E+01 -0.107E-05 -0.382889E-04 0.200000E+01
10 -0.2558978+01 -0.2535897E+0! -0.1192-05 -0.465848E-04 0.225000E+01
11 -0.296819E+01 -0.296819E+01 -0.238E-06 -0.8032472~05 0.250000E+01
12 -0.246984E+01 -0.246984E+01 O0.7158-06 0.28959SE-04 0.275000E+01
13 =0.131894E+01 -0.131894E+0L 0.834E-06 0.632678E-04 0.300000E+01
l4 0.618750E-01 0.618736E-01 0.1458-05 0.233608E-02 0.325000E+01
15 0.118413E+01 0.11841J8+01 0.1798-05 0.15!1009E-0) (0.350000E+01
16 0.161186E+01 0.161186E+01 0.596E-06 0.369789E-04 0.375000E+01
17 0.1067338+01 0.106733E+01 O0.238E-06 0.223379E-04 0.400000E+01}
18 -0.501716E+00 -0.501714E+00 -0.203E~05 -0.403927E-03 0.425000E+01
19 -0.290987E+01 -0.2909878+01 -0.358E-05 -0.122902E~-03 0.450000E+01
20 -0.577994E+01! -0.577994E+01 -0.381E~05 -0.6599898-04 0.475000E+01
21 -0.863566E+01 -0.863565E+01 -0.381E~05 -0.4417388~04 0.500000E+01L
4* RMSERR= 0.19560896E-05
COVARIANCE MATRIX
2 0.446SE-14
4 -0.5830E-15 0.6153E~1s
5 0.2111£-15 -0.4422E-16 0.8302E-16
6 0.29928-14 -0.3627E-14 0.1135E-15 0.3401E-I3
7 0.317SE-14 -0.1904E~15 0.9849E-16 0.9812E-14 0.7589E-14
CORRELATION MATRIX
2 0.1000E+01
4 -0.1112E+00 0.1000E+01
5 0.3468E+00 -0.6186E-01 0.1000E+01
6 0.2428E+00 -0.2508E+00 O0.6754E-01 0.1000E+01
7 0.S454E+00 -0.2786E-01 O0.1241E+00 0.6107E+00 0.1000E+01
**PARM_SOL. STD_ERROR REL_ERROR Z ERROR **
2 0.1000E+0! 0.6682E-07 0.6682E~07 0.6682E-05
4 0.4000E+0! 0.7844E-07 0.1961E-07 0.1961;-05
5 0.2000E+01 O0.9112E-08 O0.4556E~08 0.4556E-06
6 0.6000E+01 O0.1844E-06 0.3074E~Q7 0.3074E-0S
7 0.lo00E+0F O0.8712E-07 0.8712E~07 0.8712E-0S5

ARRRRRAR

END

thhARARE

*#* FINAL SOLUTION VECTOR:

1
2
k)
4
5
3
7

0.10000000E+01
0.10000001E+01L
~0.50000000E+00
0.39999993E+01
0.19999999E+01
0.60000005E+01
0.1000000LE+01

X(1,2)
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+0C
0.000000E¥JB
0.000000E+00
0.000000E+00
0.000000E+00
0.00000CE+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00

X(I1,3)
0.000000E+0C
0.000000E+Q0C
0.000000E+00
0.000000E+00
¢.C00000E+CC
0.000000E+00C
0.000000E+00
0.000000E+00C
0.000000E+00
0.000000E+00C
0.000000E+00
0.000000E+0C
0.000000E+0C
0.000000E+0Q0C
0.000000E+0C
0.0000008+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00
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X(1,64)
0.000000E+00
0.000000E+0C
0.000000E+00
0.000000E+00
0.000CC0E+00
0.000000E+00
0.0000008+00
0.000000E+00C
0.000000E+00C
0.C00C0CE+00
0.000C00E+00
0.000000E+0C
0.000000E+00
0.000000E+00
0.0000CCE+CO
0.000000E+00
0.000000E+Q0
0.000000E+00
0.000000E+00
0.000000E+00
0.000000E+00C

WT(I)
0.100000E+01
0.100000E+01
0.100000E+01L
0.100000E+01
0.100000E+01
0.100000E+01
0.100000E+01
0.100000E+01
0.100000E+01L
0.1000008+01
0.100000E+01
0.100000E+0 !
0.100000E+01
0.100000E+01
0.100000E+01}
0.100000E+01
0.100000E+01
0.100000E+01
0.100000E+01
0.100000£+01
0.100000E+01
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Appendix 3.-- Source code availability and listing

Source Code Availability

The current version of the source code may be obtained by
writing directly to the author*. A magnetic tape copy can
be sent to requestors to be <copied and returned. This
method of releasing the source code was selected in order to
satisfy requests for the latest (e.g., possibly wupdated)
version. [The attached 1isting does not 1include the
adaptive nonlinear least-squares algorithm (Dennis and
others, 1979) due to its 1length; however, the complete

<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>