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SUMMARY AND HIGHLIGHTS OF THE
WORKSHOP ON PROBABILISTIC EARTHQUAKE HAZARDS ASSESSMENTS

By
Walter W. Hays
U.S. Geological Survey
Reston, Virginia 22092

INTRODUCTION

The U.S. Geological Survey (USGS) and the U.S. Nuclear Regulatory Commission
(NRC) sponsored a 3-day workshop in San Francisco, California, on November 25-
27, 1985. The objectives were: 1) to review the methodologies currently used
to assess earthquake hazards probabilistically, especially in the Eastern
United States, and 2) to identify practical and innovative ways to improve the
overall state—of-knowledge and to foster the implementation of this knowledge

in the siting of nuclear power reactors and other applications.

This workshop, the thirty-fourth in a series of conferences and workshops
sponsored since 1977 by USGS in cooperation with other Federal Agencies since
1977, was attended by 45 scientists and engineers representing industry,
academia, architectural and engineering firms, national laboratories, and the
Federal Government. Representatives of agencies of three foreign governments,
Spain, Italy, and Chile, were included. The participants, listed below and in
Appendix A, represent a large percentage of those who are actively involved in
research on probabilistic earthquake hazards assessments, and the application

of the research results throughout the United States.
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This workshop is the fifth conference jointly sponsored by the USGS and NRC.

The prior workshops and the references for their proceedings are listed below:

1) Conference XVI, The Dynamic Characteristics of Faulting Inferred from

Recordings of Strong Ground Motion, October 21-23, 1981.

(Reference:

82-591.)

Boatwright, 1982, U.S. Geological Survey Open-File Report

2) Conference XX, The 1886 Charleston, South Carolina Earthquake and Its
Implications for Today, May 23-26, 1983. (Reference: Hays and Gori,
1983, U.S. Geological Survey Open-File Report 83-843.)

3) Conference XXII, Site-Specific Effects of Soil and Rock on Ground

Motion and the Implications for Earthquake-Resistant Design, July 25-

27, 1983.
Report 83-845.)

(Reference: Hays, 1983, U.S. Geological Survey Open-File
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4) Conference XXXII, Earthquake Hazards in the Puget Sound, Washington,
Area, October 29-31, 1985. (Reference: Hays and Gori, 1986, U.S.
Geological Survey Open-File Report 86-93.)

BACKGROUND

The ongoing research and technical assistance programs of the USGS and the NRC
have dedicated significant resources to emphazing of both assessment of
earthquake hazards, deterministically and probabilistically. The objective of
the USGS is to conduct fundamental research and to prepare maps and other
documents éhowing the broad variation of seismic hazards and risk throughout
the Nation (Executive Office of the President, 1978). The broad objective of
the NRC research program is to focus on fundamental issues in earthquake
hazards created by the need to develop techniques to deal in a regulatory
environment with the uncertainties associated with: 1) seismic source zones,
2) propagation of seismic energy, and 3) site-specific ground-motion response,
including soil amplification (U.S. Nuclear Regulatory Commission, 1985).

NRC's technical assistance program focuses on specific regulatory issues

related to individual or groups of nuclear power plants.

Research related to earthquake hazards is also being performed by other
organizations within the United States. For example, the National Science
Foundation (NSF) and the Department of Energy (DOI) through its national
laboratories (such as the Lawrence Livermore National Laboratory (LLNL) have
significant programs. A private organization, the Electric Power Research
Institute (EPRI) also has a strong program. Many individuals in academia and
in industry are involved in the research on earthquake hazards under the USGS,

NRC, NSF, DOE, LLNL, and EPRI programs.

THE FIELD OF PROBABILISTIC EARTHQUAKE ASSESSMENTS

Since 1968 when Cornell published one of the classic papers in the emerging
scientific field of probabilistic earthquake hazards assessments, rapid
advances have occurred in: the technical methodologies, and computer and

analytical modeling capabilities. The number of applications and researchers has
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grown substantially since 1968 and many important and insightful contributions
have been made to the technical literature. A few references are cited below to
illustrate the broad diversity of these contributions (note: a comprehensive

review of the literature is beyond the scope of this report):
1) Methodology (Cornell, 1968; Algermissen and Perkins, 1976; Woodward Clyde
Consultants, 1982; Bender, 1984; Electric Power Research Institute,

1985a).

2) Technical Issues (Chung and Bernreuter, 1981; McGuire and Barnhard, 1981;

McGuire and Shedlock, 1981; Hays, 1984; Electric Power Research
Institute, 1985b; Campbell, 1985).

3) Applications (TERA, 1980; Algermissen and others, 1982; Bernreuter and
others, 1984; Budnitz and others, 1985; Thenhaus and others, 1985; Shieh
and others, 1985; Boissonnade and Shah, 1985; Cummings, 1985).

Figure 1 illustrates schematically the types of hazards that can occur in an
earthquake. Almost all of them are now being modeled probabilistically. Damage

losses are also being modeled probabilistically.
As the field of probabilistic earthquake hazards assessments has evolved, to
facilitate communication, a glossary of technical terms is included as Appendix

B. Standard usage of terms is very important.

WORKSHOP PROCEDURES .

The procedures followed in the workshop were designed to increase the interaction
and communication between participants. Each participant was encouraged to join
in the articulation and debate of the technical issues, maintaining a broad
collegiate point of view on both the definition of the technical issues and their
proposed solutions (Figures 2 and 3). The emphasis was placed on innovation, not
confrontation. The goal was to seek ways to eliminate or reduce the controversy

associated with various topical subjects.
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Y
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Figure l.--Schematic illustration of the types of physical phenomena (hazards)
that can occur in an earthquake and cause damage and losses. Almost all

of these hazards as well as damage and losses are now being assessed
probabistically.
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SEISMICITY TECTONIC
SETTING

EARTHQUAKE
HAZARDS MODEL

Figure 2.--Schematic illustration of the earthquake hazards model and the two
main sources of data that are used to define the key parameters. The
process of defining the parameters of the model forces researchers to
deal with technical issues associated with seismotectonics, seismogenic
zones, earthquake recurrence, magnitudes, and complexities of the
earthquake rupture process. Questions such as the following must be
addressed: 1) Where have earthquake occurred in the past. 2) Where are
they occurring now? 3) Why are they occurring? 4) How often do they
recur? 5) How big have they been? 6) How big can they be? 7) How
severe have the physical effects been? and 8) How severe can the physical
effects be in the future? Inability to produce explicit answers can lead
to controversy and hinder applications.
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EARTHQUAKE HAZARDS

EARTHQUAKE
OCCURENCE
FAULT
MECHANICS soiL ] [STRUC
TURAL
ggg"("m% STRUCTURE | |  RESPONSE
NTERACTION |  AND

REGIONAL HAZARD DAMAGE

ATTENUATION

LOCAL GROUND
RESPONSE

SURFACE FAULT
RUPTURE

TECTONIC
DEFORMATION

GROUND
FAILURE

Figure 3.--Schematic illustration of the key elements in probabilistical
assessments of the ground-shaking hazard. The hazard is typically
expressed in terms of three parameters: 1) ground motion (for example,
peak bedrock acceleration), an exposure time (for example, 50 years), and
a probability of nonexceedance (for example, 90 percent). The
application usually drives the selection of these three parameters. Each
box represents a broad category of typical research studies, each of
which has unresolved technical issues. The extent to which the technical
issues are resolved determines in large measures the degree of

controversy affects believability and applicability of the ground shaking
hazards products.
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Seven procedures were followed throughout the workshop. They are summarized

below for completeness:

Procedure 1: The participants were provided with a broad overview of the range
of technical issues in probabilistic earthquake hazards assessments. This

activity provided a broad framework for discussion throughout the meeting.

Procedure 2: Twelve researchers gave 20-30 minute presentations on selected

topical subjects, focusing on the technical issues and ways to resolve them.

Procedure 3: Two discussion stimulators, along with the moderator, initiated the
group discussion after each topical presentation. The goal was to focus on the
technical issues to seek to draw out opinions from the participants about the
extent to which each technical issue had (or had not) been resolved. The time
allocated for free wheeling discussion was approximately equal to the time

allocated for presentation.

Procedure 4: Two teams of researchers representing Lawrence Livermore National
Laboratory and Electric Power Research Institute described the procedures each

organization used to make probabilistic earthquake hazards assessments.

Procedure 5: Two discussion stimulators, along with the moderator, initiated a
group discussion of each organization's methodology and results, focusing on the
extent to which technical issues had been resolved and suggesting ways

improvements might be made.

Procedure 6: Two researchers gave their perspectives on fruitful directions that
the field of probabilistic earthquake hazards assessments might take in the near

future,

Procedure 7: A panel of six individuals representing EPRI, LLNL, NRC, and USGS
presented ideas and suggestions for the most appropriate next steps to foster the
continued development and application of probabilistic earthquake hazards

assessments methodologies.

8 187 0%



Following the workshop, another procedure was used to create the proceedings; a

permanent record of the workshop.

Procedure 8:

All speakers were requested to provide a manuscript for the

conference proceedings. Each speaker had a period of sixty days after the

workshop to

finalize the manuscripts for the proceedings.

WORKSHOP THEMES AND OBJECTIVES

The themes,

objectives, speakers, and panelists for each session of the workshop

are described below. The papers contained in this report contain detailed

information on each session

SESSION 1:

OVERVIEW OF TECHNICAL ISSUES

Objective:
Speaker:

SESSION 2:

To provide a framework for discussion throughout the workshop.
Ted Algermissen, U.S. Geological Survey

DISCUSSION OF IMPORTANT TOPICS IN PROBABILISTIC EARTHQUAKE HAZARDS

ASSESSMENTS

Objective:

Topics and
Speakers:

By means of a series of topical presentations provide a broad range
of perspectives about critical technical issues. Through interactive
discussion, determine the extent to which each technical issue has
(or has not) been resolved and the related controversy, if any.

Seismotectonics (Relations between earthquake and earth

structure, seismogenic zones)
—--Paul Thenhaus, U.S. Geological Survey

Characterization and Representation of Future Seismicity (Balance

between geologic and historical indicators of seismic activity,
representation of historical seismicity and allocation of regional
seismicity to constituent seismogenic zones).

--Daniele Veneziano, Massachusetts Institute of Technology
——Kenneth Campbell, U.S. Geological Survey

—--David Perkins, U.S. Geological Survey

Earthquake Recurrence Models (Time-independent (Poissonian) versus

time-dependent (Weibull, others) models for time occurrence;
Gutenberg-Richter relation, segmented Gutenberg—Richter relation, and
characteristic earthquake models for magnitude distribution).

--Allin Cornell, Stanford University

——Kevin Coppersmith, Geomatrix Consultants
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Earthquake Magnitudes (Maximum and minimum magnitudes)
—--Burton Slemmons, University of Nevada

Modeling Earthquake Sources (Point, line, and plane ruptures; complex
ground motions; directivity; uncertainty)
—-Armen Der Kiureghian, University of California, Berkeley

Seismic Wave Attenuation (Functional models, near- and far-field
characteristics, directivity, stress—drop variability, path effects
variability).

——-Robin McGuire Risk Engineering Inc.

——Kenneth Campbell, U.S. Geological Survey

Local Site Effects (Site geologic models, frequency- and strain-
dependent effects, empirical data, variability).

Applications (Considerations of regional versus site-specific
applications, short versus long return periods, short versus long
exposure times).

Discussion:

——Christian Mortgat, TERA Corp;

—--Paul Pomeroy, Rondout Stimulators Associates
--Haresh Shah, Stanford University

SESSION III: REVIEW OF METHODOLOGIES FOR PROBABILISTIC EARTHQUAKE HAZARDS
ASSESSMENTS

Objective: A general review and discussion of methodologies

Topics and Overview and results of recent studies conducted by Lawrence
Speakers Livermore National Laboratory
--Don Burneuter, Lawrence Livermore National Laboratory
—-Richard Mensing, Lawrence Livermore National Laboratory
—-Jean Savy, Lawrence Livermore National Laboratory

Overview and results of recent studies sponsored by Electric Power

Research Institute

--Carl Stepp, Electric Power Research Institute

—--Kevin Coppersmith, Geomatrix Consultants

——Robert Youngs, Geomatrix Consultants (Note: although unable to
attend the workshop, his paper is included in the proceedings.

—-Daniele Veneziano, Massachusetts Institute of Technology

—-—Robin McGuire, Risk Engineering Inc.

Discussion Stimulators:
Maurice Power, Geomatrix Consultants

Kenneth Campbell, U.S. Geological Survey

SESSION IV: DISCUSSION OF FUTURE STEPS

Objective: To identify strenghts and weaknesses in the present state-of-
knowledge and state-of-practice and to suggest innovative ways to
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PREFACE

The field of probabilistic earthquake hazards assessments has evolved
rapidly in the past two decades. Many organizations and many individuals are
now using probabilistic methods routinely for a wide variety of applications
that include:

1) Construction of national and regional ground-shaking hazard maps.
2) Construction of regional ground-failure hazard maps.

3) Construction of regional surface-faulting hazard maps.

4) Construction of regional tsunami hazard maps.

5) Construction of macro- and microzoning maps.

6) Making decisions about the siting of critical facilities (dams,
hospitals, nuclear power reactors, etcs).

7) Establishing criteria for earthquake-resistant design.
8) Preparation of PRA's.

9) Construction of fragility curves for various types of structures,
facilities, and lifelines.

In spite of the large increase in applications, much work remains to be
done. Technical issues need to be resolved through focused research. Common
usage of technical terminology needs to be encouraged. Basic publications
need to be developed and widely disseminated to geologists, geophysicists,
seismologists, and engineers.

This workshop was organized to bring together many of the people who are
actively working on the leading edge of the field of probabilistic earthquake
hazards assessments. The goal of this publication, the third in a new series
on knowledge utilization, is to foster improved communication and utilization
of fundamental knowledge in the field. The challenge is for the technical
community to make innovative advances in theory, models, methodology, and
applications, eliminating, or at least minimizing, controversy associated with
technical elements of the problem. This publication will be a success if it
stimulates improvements and progress in the field of probabilistic earthquake
hazards assessments.

Walter W. Hays

IB% L,owg U.S. Geological Survey
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Speakers:

Panelists:

advance them through improvements in theory, models, methodology, and
applications.

—-Allin Cornell, Stanford University
—-Haresh Shah, Stanford University

——Keitti Aki, University of Southern California

—-Robin McGuire, Risk Engineering Inc.

-—-Carl Stepp, Electric Power Research Institute

—-Don Bernreuter, Lawrence Livermore National Laboratory
—-Leon Reiter, U.S. Nuclear Regulatory Commission
—-David Perkins, U.S. Geological Survey

SUMMARY OF TECHNICAL ISSUES

A number of technical issues have been identified in probabilistic earthquake

hazards assessments. Unless these issues are resolved by improved or new data,

increased understanding of the physics and analysis procedures, controversy

occurs. Controversy affects the credibility and acceptability of various

applications of the methodology. Some of the most important technical issues

discussed at the workshop are summarized below; the papers contained in the

report identify additional technical issues:

1) Lack of knowledge about seismogenic sources

a.
b.

What are the preferred tectonic models? Why?

How can critical seismotectonic data be acquired either to eliminate
or to validate specific tectonic models?

How is historical seismicity best used in the selection of the final
tectonic model that will be used in ground-shaking hazard
assessments?

How are tectonic data best used in the selection of the final
tectonic model that will be used in ground-shaking hazard

assessments.

2) Utilization of existing seismicity data

ae.

How should historical seismicity data be used in modeling

seismogenic sources in both space and time?

2s) Wl
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3)

4)

5)

How should historical seismicity data be distributed in a
seismogenic source?

What weight should be given to historical seismicity data? Geologic
data?

How should they be combined, if at all?

How should the maximum and minimum magnitudes of a seismogenic
source be determined?

How should the maximum and minimum magnitudes be allowed to vary

within and between seismogenic sources?

Limited data on seismic wave attenuation

b.

Ce

Are intensity data useful or useless for modeling attenuation? How
can the usefulness of these data be extended?

What is the best form for an attenmuation law?

How can realistic frequency-dependent attenuation laws be derived for

the East in light of limited data?

Limited data or site geology and its effects

ae.

What is the best way to incorporate the frequency-dependent effects
of local site geology in probabilistic earthquake hazards

assessments?

Applicability of analytical modeling techniques

Do earthquakes correspond best with the memoryless Poisson occurrence
model having memory? What are the strengths and weaknesses of each
analytical model?

How significant are the ways that boundaries of seismogenic sources
are modeled?

How do they affect the level of the ground shaking hazard

How significant are the assumptions made in modeling fault rupture
lengths?

How do they affect the level of the ground-shaking hazard?

12 285 VMS



6)

7)

8)

Utilization of expert opinion

ae

What are the strengths and weaknesses, biases, and pitfalls in the
use of expert opinion? How can strengths of the procedures be

improved and weaknesses be eliminated?

ae.

b.

Quantification of uncertainty and parameter sensitivity

a. How precisely do we know the median values of important parameters?
How precisely do we need to know them?

b. Which results of the ground-shaking hazard most sensitive to small
changes in values of the physical parameters?

c. What types of surprises have occurred in past earthquakes? (For
example, the 1976 Tangshan, China earthquake and the 1985 Mexico
earthquake).

Surprises

What types of surprises have occurred in past earthquakes? Why?
Will these and other surprises occur in the future? How do we
minimize the probability of surprises occurring that will have a
negative impact on the current efforts in probabilistic earthquake

hazards assessments?

CONCLUSIONS AND RECOMMENDATIONS

The participants concluded that although significant progress has been made in

the past decade, great care must be taken at this stage to ensure that certain

goals are met. These goals include:

1) A concentrated effort to eliminate or resolve critically important

2)

technical issues that now contribute substantially to the present

controversy associated with the ground-shaking hazard.

Wise use of probabilistic models.
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3) Cross-education of geologists, geophysicists, seismologists, and

engineers.

4) 1Increased understanding of the physics of the earthquake generation

process.
5) Incorporation of more physics and mechanics into the analytical models.
If these goals are not attempted and achieved the field of probabilistic
earthquake hazards assessments could suffer a setback. At the present time, the

basic criticisms and perceptions include (rightly or wrongly):

1) The capability to create statistical and analytical models is far ahead

of the data required to validate the models.
2) Basic understanding of the physics of the earthquake process in the
Eastern United States is weak in spite of large expenditures for research

and data acquisition.

3) Applications to many engineering problems are still controversial.

4) The benefit/cost ratio is not always clear. e

These criticisms and perceptions must be dealt with through accelerated and
focused research. Research results must be carefully documented and widely

communicated.
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WHERE DO WE GO FROM HERE TO INCREASE THE STATE OF KNOWLEDGE ?
by

C. Allin Cornell
Stanford University

Stanford, California 94305

I don't pretend to have any unexpected answers to the questions in the title
that was assigned to me. Like the rest of you, I am here to find out where we
are today as a first step in deciding what to do tomorrow. The subject of
seismic hazard analysis is advancing very rapidly. My own experience with the
EPRI project, for example, has been that it was absorbing, developing and
using ideas as fast as those involved in it could come with them. I simply
take advantage of the space offered me to make a few comments hopefully

relevant to the title.
A CAUTION

Although we may speak of increasing the state of knowledge in seismic hazard
analysis, we should all recognize that probabilistic models of nature do not
in themselves increase our information. At best they help us organize our
knowledge in a useful way. That use may be to help us apply the information,
for example, to an engineering decision or to help stimulate the search for
more knowledge. Unfortunately, at their worst, probabilistic models may tend
to force our knowledge into an ill-fitting mold that distorts or obscures our

state of knowledge.

Let me give some positive and negative examples. When it was developed nearly
20 years ago, the "classical"™ model of seismic hazard analysis was created to

meet engineering needs.

Relevant knowledge could at that time be expressed in the form of physical
features such as faults, frequency data in the form of Gutenberg-Richter
diagrams, and ground motion prediction as crude attenuation laws. Using a

"minimalist principle”, these elements were fashioned into the simplest
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possible model. The model was apparently successful in meeting engineers
demand for probabilistic statements about the earthquake hazard. It permitted
them to compare these threats with other hazards, both natural phenomena and
accidents and to fit the information in a uniform way into structural codes
and engineering risk assessments. Further, the model probably stimulated us
to look for deviations from the simple exponential distribution of magnitudes
and deviations from the Poisson law. More broadly, generalized versions of
seismic hazard analysis have provided a framework into which to place more
elegant models of space-time behavior of earthquakes and their effects;
examples include clustering models, spatial migration, new physically-based
ground motion prediction, etc. On the other hand, it is easy to point to
examples of situations where the elements of the simple model are still
applied without critical examination. In many cases, there is no questioning
of the exponential magnitude assumption or the stationary, memoryless Poisson
model. 1In contrast, Bob Wallace has argued for jumping of the seismicity from
region to region. Others have argued that at the feature-specific level
seismicity may occur in an on-and-off pattern. Admitting such representations
of seismicity may change not only our probabilistic predictions but the entire

way we formulate our professional assessments and inferences.

I do not believe that the question at any such professional scientific-
engineering meeting should be: are probabilistic methods acceptable? Rather,
it should be: how do we make best use of all of the tools available to the
scientific and engineering profession, where those tools include mechanics,
photography, probability, Indian folk tales, animal behavior or whatever else
may be on the agenda. 1In short, I would like to encourage the widest and
wisest possible use of probabilistic models and uncertainty treatment to

insure that they enhance rather than inhibit the state of knowledge.

CROSS EDUCATION

I certainly need not tell the geoscientists in the audience how ignorant we
engineers are of their field. I would not recognize a mafic pluton if it were
not crawling across my sleeve. At the risk of being patronizing, however, I
would like to express my concern with what I perceive to be a rather

widespread lack of education in the seismological community at large in the
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fundamentals of statistics and probability. Elementary statistics are used
frequently in the science and application of seismology. Much of the science
has, particularly in the past, been empirical. To illustrate my point, I only
need cite the recent experience in the profession with the unfortunate
misunderstandings about which way to conduct a regression analysis when
studying magnitude and rupture lengths. Seismic hazard analysis requires, in
addition to statistics, an acquaintance with probability theory and the
interested scientist's education must be broaden still further. A clear
example of geoscientists' difficulty with probability can be found in the
experience the first Lawrence Livermore Study Team had in trying to
communicate to their geoscience experts the meaning of the maximum magnitude
as a truncation point on a distribution function. My recent experience is
that many seismologists are learning these tools very rapidly. They already
represent a much larger percentage of their profession than do the engineers
knowledgeable in probability. But this is as it should be for few engineers
are asked to use statistics and probability on a day-to-day basis in their

profession.

My concern becomes deeper when we observe that the methodology groups in the
large projects on seismic hazard analysis that we have reviewed these past
days are predominantly populated by engineers not geoscientists. It concerns
me, because as modelers we may be much too naive. We may not know enough to
create other than simple models, unknowingly excluding options that these
models should include. We may be guilty of producing the bad mold discussed
above. We badly need informed, experienced, controlled guidance and critique
by geoscientists trained and experienced in applied probability theory.
Clearly then, a major need in order that the state of knowledge of seismic
hazard analysis be increased is that the geoscientists and engineers (or more
generally the probabilistic modelers) educate one another more thoroughly in
their respective fields. Let me turn next to a few individual specific topics

in seismic hazard analysis.

UNCERTAINTY TREATMENT

Certainly the major change in the last few years in the way seismic hazard

analysis is typically treated is the explicit uncertainty assessment and
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propagation. It aids in the reporting, in the tracking, and in the assignment
of responsibility in the analysis process. It has made it easier for a
scientist to assign numbers to parameters or hypotheses for which he may have
been reluctant to make simple unqualified point estimates. The important
question here is whether our current techniques of dealing with uncertainty
treatment, and more particularly the use of multiple expert opinions, are
properly capturing the community's level of knowledge about seismic hazard
estimation. The LLNL projects were the first to address the multiple-expert
question head on. The later EPRI project has tried to structure these
assessment and opinion aggregation issues even more carefully. One of the
project reviewers, Dr. Peter Morris, has stated that this may be the most
elaborate and successful attempt in the scientific-technology-public-policy
arena to encode and express multiple expert opinion. Nonetheless, there is
clearly room for improvement in the procedures and the wide airing of the

issues involved in the opinion aggregation.

GROUND MOTION ATTENUATION

This subject remains the single largest concern especially in the eastern U.S.
assessments. If I had some good ideas about how to solve this problem, I
would not be standing here speaking I would be out exercising them. Certainly
the derivatives seem to be correct, that is, away from Modified Mercalli
Intensity and toward theory and data. 1In the west, the major changes we have
seen recently include the increased use of theoretical and numerical modeling
coupled with empirical data. The need here is to develop techniques for using

the modeling predictively rather than descriptively.

EARTHQUAKE RECURRENCE MODELS

Non-trivial (i.e., non-Poisson-exponential) models have been available for
many years, pioneered by scientists such as Aki, Vere-Jones, Toksoz, Knopoff,
and others. Few of these models, however, have had a major impact on
practice. I believe seismic hazard analysis provides the formulation into
which those models can be inserted with effective results. This development
is moving fast in the western U.S. where feature-specific applications have

been conducted. Nonetheless, the models are probably already outstripping the
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data available. The pressing need is for more physical, mechanistic models to
permit some kind of generalization that might be extended to the eastern U.S.
as well. Given the complexity of the physical process, however, it may be
much too naive to believe that the same or similar models apply to all or even
most physical situations. Some short-term gain appears to be possible but
confirmed, specific models for any specific feature appear to be a long way

off.

STATISTICAL METHODS OF CATALOGUE TREATMENT

Again the use of advanced statistical methods is not new to seismology. I
think, for example, of the pattern-recognition work of Keilis-Borok and
others. Nonetheless, it appears that Dr. Veneziano's recent contributions to
this area will be particularly effective because they have been inserted
within the larger framework of seismic hazard analysis. The EPRI project has,
after seriously re-investigating many alternatives, reconfirmed the important
role of seismicity in the eastern U.S. hazard assessment. I agree with Dr.
Reiter that we are, therefore, obliged to dig into this historical seismicity
information and get as much out of it as is possible. Veneziano's new methods
should facilitate the process. Again, I would suggest that the burden is upon
the seismologists to prepare themselves to critique and understand these
methods well. The door is open to exploit spatial-temporal statistical

techniques and to implement them immediately in seismic hazard assessment.

SOURCE IDENTIFICATION

The recent EPRI project has made a much needed step, going backward from the
rather loosely defined areal source zones in customary eastern U.S. seismic
hazard analysis models to a feature-by-feature interpretation. They have been
successful in bringing a much larger fraction of the geoscience community
face-to-face with seismic hazard analysis. The project has, I believe, given
everyone the satisfaction of having gone back to first principles and to the
causative mechanisms of eastern U.S. earthquakes before the application of
seismic hazard analysis. This process should induce a much greater stability
over time in the interpretation of the seismic threat in the eastern U.S. by

reducing the impact of new theories and local events. The advances in
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knowledge in this area will come from the geoscientist community, for example,
through paleo-seismicity or from new interpretations of the physics of the
failure process. These advances will not come quickly but seismic hazard
analysis per se will probably not have an impact upon the rate at which this

knowledge is gained.

THE APPLICATION INTERFACE

From past experience we can anticipate that many of the demands for new
knowledge in seismic hazard analysis will come from the users. For example,
the engineers have demanded that hazard assessments be in terms of spectral
velocity rather than simply PGA, and other users, policy makers, have asked
that our results communicate the degree of uncertainty in our hazard

assessments.

In the future we can anticipate that the engineers will ask for perhaps still
better scala measures of ground motion for their use in conventional design,
e.g., Dr. Kennedy's "effectiveness" measure. Similarly, they may ask for more
sophisticated multi-parameter measures for use in design margin assessments or
in probabilistic risk assessments. Fortunately, it is the engineering user
who will settle such current arguments as to what the lower bound magnitude
value should be used in seismic hazard computations. Policy makers who
utilize the results of seismic hazard analysis also will create questions that
need to be addressed in future seismic hazard analysis development. These
users find themselves making comparative evaluations, acceptable risk
decisions, and expected cost computationms. It is from such applications that
resolution of issues such as whether the hazard analyst should compute means
or medians, how he should display the uncertainty and how he should aggregate

the opinion of multiple experts will arise.

2 287 008



PROBABILISTIC EARTHQUAKE HAZARDS ASSESSMENT--WHERE DO WE GO FROM HERE?

by

H. C. Shah and
W. M. Dong
Stanford University
Stanford, California 94305

During the last 15 years, methods for evaluating seismic hazards have reached
a certain level of maturity. There has been an evolution of methodology from
deterministic to probabilistic procedures. Researchers have realized that
there is a great deal of uncertainty involved in each step of hazard

analysis. Faced with such uncertainties, deterministic methods adopt
conservative values for all factors involved in hazard analysis, such as
maximum magnitude, shortest distance etc. to cover uncertain adverse
situations, resulting in extremely large design requirements. For most
structures, even critical facilities, these highly conservative design values
cannot be justified economically for use. It was thus reasonable to develop a
probabilistic approach which takes into account the uncertainties in the size,
location, and attenuation of seismic events. Use of probabilistic seismic
hazard and risk analysis has been widely accepted by engineers, planners, and
regulatory bodies. With this acceptance has come the wider use of such models
in developing load and design criteria for facilities in seismic regions.

This is indeed a positive development which will and should continue in this

direction to refine models and methodologies.

With the increasing use of probabilistic methods have come the problems of
misuse, overuse, and, sometimes, over-reliance and faith in the results. We
have to be aware of the weaknesses in our current technology. The authors of
this review paper have just come back from China where our Chinese colleagues
shared some interesting statistics. Out of the 11 major earthquakes in the
last ten years or so, seven occurred in regions which were estimated to be low
seismic zones. These seven events resulted in 81% of the overall economic and

human losses.

Of course, these numbers do not suggest that our hazard analysis was wrong

because there is not sufficient data to refute our original hypothesis.
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However, we should remember that many of our hypotheses are based upon
insufficient data. Thus, it is also not strong evidence to support our

hypotheses.

Uncertainty is caused not only by randomness but also by ignorance. In the
probabilistic setting, we need a distribution to work with. If we know the
distribution, then we can say that the uncertainty is only related with
randomness. However, we know neither the exact distribution nor a reliable
frequency distribution due to scarcity of data. Lack of knowledge about
distribution has a limited place in the formal probability theory, because the
result we get is a single probability value. In this regard, Dampster and
Shafer's evidence theory (Ref.l) would be appropriate to reflect randomness
and ignorance by providing the bound estimation (called plausibility and
credibility). The essence of evidence theory is to distinguish between
disbelief and lack of belief which seems more appropriate regarding our state

of knowledge.

On the other hand, because of lack of data we can not get sufficient
statistical information. We might use our experience and meta-knowledge for
reasoning from evidence to reach a hypothesis. This is a kind of knowledge
engineering. Experience is a loosely structured knowledge which is usually
summarized in the "if-then” form with natural language statements, e.g. "if
the epicenter is far away, then the predominant frequency at the site would be
low"”. Note that in these inference rules, we seldom use numbers but words,
so—-called linguistic values. Often, these are fuzzy, imprecise statements
without crisp boundaries. Some natural phenomenon are so complex that perhaps
only vague assertion might be justified simply because these assertions are
compatible with the broad range of observed facts. Also the association of
if-then might not be uncertain; sometimes the associations exist, sometimes
not. This is a new frontier in our research efforts, a real challenge which

convolve the following four disciplines (See Fig. 1).

o Earthquake Engineering
o Artificial Intelligence
o Probability Theory

o Fuzzy Theory
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Engineering
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Fig. 1 Expert system for earthquake engineering (Ref. 2).
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From our point of view, until such time as we have sufficient data,the best
solution is to combine the statistical data with our experience, subjective
judgment, and knowledge. This is our general feeling. More specifically, we
will mention about our suggestions for future research at each step of a

hazard analysis.

SOURCE MODELING

In the regions where seismic sources are relatively well defined along the
plate boundaries or faults, the active fault approach is used for seismic
hazard evaluation. Seismic sources could be modeled as point, line, or area
source. In this case, the seismicity is usually relatively high and the
source-to-site distance is reasonably well defined. However, for many
intraplate regions, such as the eastern United States, the seismicity is
diffused over a large area without any identifiable faults. In these regions,
the tectonic province approach is used to delineate different provinces as
area sources. Each province is assumed to have a homogeneous seismicity,
resulting in large uncertainty. Due to lack of sufficient historical and
geological evidence, there is no unique and consistent way to delineate the
provinces. Considering the successful development of pattern recognition in
many fields, the authors presume that the clustering analysis combining with
fuzzy information from the experts can be used in order to reduce the
arbitrariness and uncertainty (Ref. 3). For example, in delineating basically
"round"” provinces, the clustering analysis can be conducted by minimizing the

objective functional

JW(U,V) = )

[ e B o)

2
G, el w

where U 1is the ensemble of the provinces,
¢ 1is the number of provinces,
Eiis the ith province,

vijis the center vector of province i,

X
_kis the vector of historical epicenter,
wiis the weight of each epicenter, considering the magnitude and the

confidence of the data.
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For other shapes of provinces, the appropriate clustering criterion has to be
used to get a rational delineation (such as single-linkage criterion for

strip-type provinces).

Recent research of association seismicity with tectonic features from expert's
subjective evaluation is in the right direction (Ref. 4). Usually the expert
opinion is very vague, mostly using language descriptions. For example, when
determining the activity of a feature, one has to investigate the ground
surface features which are described by visual inspection, imagery technique,
drilling, and trenching, etc. The information obtained from these methods is
usually very imprecise and not well defined. Hence fuzzy logic is needed to
infer the activity from that information. Also such a logic can help to

combine opinions of different experts in a consistent manner.

SOURCE SEISMICITY

The assessment of source seismicity has mostly depended on the recorded
events, but the database on a given source is often incomplete and
nonhomogeneous in time. In the past, due to low population density and lack
of interest in earthquake activity, only large events were recorded. With
increasing instrumental coverage, intermediate and small earthquakes have been
recorded with more frequency, producing an apparent increase in seismicity
with time which biases the statistics from the catalog of data. A data

adjustment is usually necessary to get a reliable hazard analysis.

For the occurrence of earthquakes, there are two kinds of models: time-
independent and time-dependent models. Traditionally, the homogeneous Poisson
model has been used to describe the occurrence of earthquakes. The common
Gutenberg & Richter (GR) relationship 1n N(m) = a+ b m implies the
exponential distribution of magnitude with unlimited maximum magnitude. The
fact that the magnitude in a specific region has an upper bound leads to a
modified GR relationship by truncating the magnitudes at the maximum possible
magnitude (Ref. 5). This truncated model has good agreement with world-wide
data as well as with data for smaller regions. However, for some regions

where the historical data are usually scarce, one would not expect a reliable

29 36¢% 200§



prediction based only on the data, especially for large events. As an
example, estimation of seismic hazard in the San Francisco Bay Area from data
obtained between 1907 and 1983 will underestimate the hazard. On the other
hand, data from 1900 to 1983 may overestimate the hazard if the mean return
period for large events is more than 200 years. In such cases, it would be
prudent to use geological and/or geophysical information to anchor the rate of

occurrence of large events.

There are three methods by which geological and geophysical information about
the occurrence of large earthquakes can be used. One way is to use the
average seismic moment to "anchor” the values of Mmax’a" and b (Ref. 6). The
geophysical data are assumed to have no uncertainty. This method does not
consistently combine the short-range historical data with long-range
geological and geophysical data. The second method uses the concept of

modified maximum entropy. Based on the information on M ax and its average

X
return period, the probability distribution function for magnitudes is
obtained. This distribution has the property that it is minimally biased and
is consistent with the type and level of information (Ref. 7). The third
method considers the uncertainty in the geological/geophysical information.
Combination of such data with historical data is done by incorporating
relative "weights"” through Bayes' model (Ref. 8). Any one of these methods
achieves one objective and that is to use all the available information. This

gets us away from relying too much on short historical data.

All the models discussed above assume that earthquakes (small, medium, or
large) are independent events. The elastic rebound theory and the available
evidence suggest that the assumption of independence may be practical but not
realistic. To get around this problem, researchers have suggested time-

dependent models (Refs. 9, 10, 11, 12).

All time-dependent models under investigation seem to be more realistic than
the time-independent models currently used. However, we have to be careful in
our unconditional adoption of these models. They require estimation of many
constants and parameters that are currently either not known or the database
is so small that they cannot be estimated with any reasonable reliability or

confidence. Thus estimation of hazards from such "realistic” models may still
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be full of assumptions and uncertainty. Perhaps, the best conclusion we can
get a the qualitative statement such as: the longer the holding time, the
bigger the event due to a constant rate of increase of stress. We need tools

to handle such fuzzy information.

ATTENUATION OF GROUND MOTION

The type and amount of attenuation of seismic ground motion depends on many
factors such as the size of the event, the type of fault mechanism,
transmission path, distance and local soil condition of the site. The
commonly used empirical attenuation relationship incorporates some of these
parameters but generally leaves out important variables such as the azimuth
between the source and the site, and the parameters that identify the fault

rupture mechanisme Equation 2 shows the commonly used empirical attenuation

function
PGA = f(M, R, by, b2, b3, c) (2)

where PGA = Peak Ground Acceleration

M = magnitude,

R = distance from the source to the site,

bl’b ,b3 = regression constants, which depend on the type of data,
site condition, transmission path, etc.,
C = saturation effect, depending on magnitude

The uncertainty in explaining the "load effect” at a site due to an earthquake
using such crude empirical equations is considerable. Large error terms are
common, indicating that attempts to quantify the site severity parameter are
at best crude. The problems in using Eq. 2 are two-fold. First, the ground
motion severity cannot be truly represented by a single parameter such as the
PGA. Second, the equation leaves out important contributing factors such as
the azimuth, stress drop, velocity of rupture, etc. In recent years, attempts
have been made to rectify this but without much success due to lack of
reliable data. Generating ground motion severity parameters by using
geophysical models such as the normal mode analysis (Ref. 13) may provide one

bit of additional input to our database. Such analytically generated values,
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which would be functions of distance, magnitude, azimuth and geophysical
properties of fault rupture may be helpful in refining and improving our
attenuation relationships. Some recent work on the use of pattern recognition
may also provide a better tool in processing the data from various diverse

sources.
CONCLUSION

It is often of great concern when we see users of the current probabilistic
risk analysis models put unreasonable confidence in the numbers they get.
Often, we see engineers, planners, regulators, and public officials argue
about the level of peak ground acceleration one would get for, say, a 100-year
return period. A 10-207% variation from the estimated value is sometimes
argued between the various parties as if the analyst had the ability to "fine-

tune” the numbers. This "overreliance” or "faith" in the results seems to be
inversely proportional to the level of understanding one has about the

uncertainty in each step of the hazard analysis.

In practice, researchers and engineers have used models which did not
necessarily fit the phenomenon but which were available at the time of
analysis. Thus, deterministic models were used to describe highly
probabilistic and uncertain events. Similarly, some researchers insist on
using statistical and probabilistic models for problems which are based on
qualitative and fuzzy information. This is synonymous with the case of a
person looking for his key near a lamp post even though he has dropped his key
somewhere else where there was darkness. Just because deterministic and
probabilistic models are highly developed and are available, does not mean
that we have to use them, no matter what the information base and the physical

problems are.

There is also a trend among users and developers of probabilistic hazard
analysis procedures to “get more out” of the data than the data can provide.
This is especially true in source modeling and in attenuation studies. There
seem to be as many attenuation relationships as there are researchers in
seismic hazard analysis. They all use the same data and they all come out

with conceptually similar empirical models with minute differences in
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constants or the numerical procedures. We seem to be all trying to squeeze
water out of stones. In our opinion, the time has come when we should look at
the available information from an entirely fresh perspective instead of
redoing everything with an "episilon” type of variation, just to get a method
or an equation which is given the name of the researcher. Use of pattern
recognition in sorting past intensity data and in combining recurrence
information from historical and geologic databases is one such fresh

approach. Use of fuzzy set theory may not provide the ultimate in combining
expert opinion, but it will provide a new and fresh look at the way we do
things. Only through such innovative and imaginative tools will we be able to

improve our ability to reduce uncertainty in seismic hazard estimation.
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SOME PROBLEMS IN SEISMIC HAZARD ASSESSMENT
by

S. T. Algermiseen
U.S. Geological Survey
Golden, Colorado

ABSTRACT

A preliminary examination of Modified Mercalli intensity data in the central
and southeastern United States suggests ground motion levels in some areas
that are quite different than those given by conventional, regional
probabilistic ground motion assessments. In these areas, variations in ground
motion resulting from regional or subregional variations in attenuation or
site response may be as important as the ground motion generated by the

seismicity associated with the seismic source zones.

Variations in techniques used to model seismic source zone boundaries in
probabilistic ground motion assessment may result in significant differences
in expected ground motions near source zone boundaries. Variations in
techniques used to model fault rupture lengths may also result in significant

differences in expected ground motion at selected locations.

Modeling of viable tectonic hypotheses with limited observational data is
recognized as a major problem in several parts of the country. For example,
assessment of probabilistic ground motion in the Puget Sound area is highly
uncertain because two of the three suggested sources of large earthquakes
(large or great offshore plate boundary shocks and large onshore shallow
shocks) cannot be adequately modeled with the available data. Earthquakes
with magnitudes in the range 6.5 < Mg < 7.5 at depths of 40-70 km can be
adequately modeled but the spatial distribution of these shocks is uncertain.
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INTRODUCTION

Many users are unaware of the substantial effects alternative modeling
techniques can have on estimated ground motions in probabilistic seismic
hazard analysis. Viable alternative models arise from uncertainties in both
data and knowledge. This paper discusses several modeling aspects of
earthquake hazard assessment that may significantly affect ground motion

estimates.

The following problems in hazard assessment are discussed: (1) the
significance of persistent geographical areas of anomalous Modified Mercalli
(MM) intensity in the central and southeastern United States; (2) modeling of
seismic source zone boundaries; (3) modeling of fault ruptures; and (4)
difficulties in modeling viable seismotectonic hypotheses with minimal
observational data. Only a qualitative discussion of these problems is
attempted here, but it is believed that all of these aspects of seismic hazard

assessment deserve additional, extensive research and quantification.

ATTENUATION AND SITE RESPONSE--CENTRAL AND EASTERN UNITED STATES

Probable ground shaking assessed on a regional basis is routinely referenced
to a standard bedrock (Algermissen and Perkins, 1976; Applied Technology
council, 1978; Algermissen and others, 1982). For example, "rock" as used by
Algermissen and Perkins (1976) means: "....material having a shear wave
velocity of between 0.75 and 0.90 km/sec...." However, even a cursory
examination of Modified Mercalli (MM) intensity data shows that regional
ground motion estimates based on "rock" do not account for a variety of
observed intensities. 1In the eastern and central United States the problem is
difficult to resolve since not many recordings of strong ground motion are
available and the geotechnical properties of sites are often not well known.
Modified Mercalli intensity observations from reasonably well observed shocks
provide some clues as to the extent and amplitude of attenuation variation and
site response, at least on a subregional basis (over areas on the order of 10
to 1000 kmz). A qualitative examination of the relevance of intensity data is
attempted here using intensity observations and maps for the eight earthquakes
listed in table 1.
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For each earthquake listed in table 1, the area shaken at each intensity level

was computed. A least squares regression equation of the form
I = A+ BA + ClogA (1)

was used to compute the intensity I, given the average outer radius (A) for

each intensity level. In (1), A is the radius of a circular isoseismal with
an area equivalent to the average area shaken at intensity IC and greater; A,
B and C are constants. The difference between the observed intensity IOB and

IC, called here the residual intensity IR was computed using

IOB was obtained by estimating intensities at points at intervals of 0.5° of
latitude and 0.65° of longitude. The points at which actual intensity data
was observed and the isoseismal maps for each earthquake were used to estimate
IOB' Intensities were estimated on the same grid of points for each
earthquake to facilitate averaging the residual intensities IR for several

earthquakes.

Figures 1, 2, and 3 show some of the results of these analyses. 1In figure 1,
contours of residual (or anomalous) intensity were obtained by averaging the
residual intensities among the three largest earthquakes in the central and
southeastern United States since 1812 at each grid point. Figure 2 shows the
results of a similar analysis for all eight earthquakes and figure 3 compares
the results shown in figure 1 with those on figure 2. Figure 3 indicates that
there is quite reasonable correlation between the residual intensities
obtained for the three largest earthquakes (1843, 1886, and 1895) and the
total sample of eight earthquakes considered. The source of the residual
intensities is not known. Interestingly, however, some anomaly patterns (fig.
1) lie astride or closely parallel the southern margin of Pleistocene glacial
drift (P. C.Thenhaus, oral commun., 1986).

The basic intensity observations (or isoseismals) from which the residual

(intensity anomaly) maps have been constructed have at least two sources of

uncertainty. First, there is the uncertainty resulting from the
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Figure 1.--Anomalous intensity in the central and southeastern United States
based on the analysis of the three largest earthquakes in these areas since
1812. Contours separate areas having differences in Modified Mercalli

intensities of one or more unit of intensity. Stippling shows the southern
-extent of Pleistocene glacial drift.
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Figure 2.--Anomalous intensity in the central and southeastern United States
based on the analysis of eight selected earthquakes in these areas since
1812. Contours separate areas having differences in Modified Mercalli
intensities of one or more unit of intensity.
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Figure 3.--Comparison of the areas of anomalous intensity in the central and
southeastern United States based on studies of eight selected earthquakes
and the three largest earthquakes in these areas since 1812. Contours
separate areas having differences in Modified Mercalli intensities of one or

more unit of intensity.
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interpretation of the available data by various investigators and, second,
there is uncertainty with regard to the area represented by the intensity
assignment. 1Is the intensity assignment based on observed damage to a single
or small group of buildings located in a small area or has the intensity
assignment been averaged over a considerable area? These uncertainties are
difficult to resolve and in many cases, it may not be possible to resolve
unambiguously the areal extent of a particular intensity assignment in the
literature because of lack of precision in the historical data. Despite the
difficulties with the historical intensity data, an interesting result is that
there appears to be correlation of the various anomalous intensity areas when

they are averaged over several earthquakes.

What is the significance of these anomalous areas of intensity to seismic
hazard analysis? Figure Y4 shows the expected ground velocity in a 50-year
period with a 90-percent probability of not being exceeded taken from
Algermissen and Perkins (1976) and Algermissen and others (1982). This map
does not contain parameter uncertainty although the effects of parameter
uncertainty are discussed by Algermissen and others (1982). 1Inclusion of
parameter uncertainty would increase the velocities shown in figure 4 by a
factor in the range of about 1.5 to 2.0. Thus, as examples, the velocities
(with uncertainty) in South Carolina would be approximately 10-14 cm/sec, in
St. Louis, Missouri to about 9-12 cm/sec, and in northern Kentucky and central

Ohio, about 3-8 cm/sec with parameter uncertainty included.

If the residual intensities shown in figure 1 for the three example areas are
combined with the velocities (with parameter uncertainty) estimated from
figure 4, velocities in the three example areas increase to approximately 20

cm/sec, 16 cm/sec and 6-24 cm/sec, respectively. The approximation

_ log 1hv

Tog 2 (3)

of Rosenbeuth (1964), where I is intensity and v is velocity in cm/sec has

been used to convert the residual intensities to velocities.
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Figure 4.--Probabilistic ground velocity (em/sec) in rock in the central and
eastern United States for a 50-year exposure time and a 90-percent
probability of not being exceeded (from Algermissen and others, 1982).
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Some regions not within important earthquake source zones (such as, St. Louis,
Missouri, and northern Kentucky - central Ohio) would have appreciably
increased expected velocities. Velocities within the important South Carolina
source zone (fig. 5) are approximately doubled. This analysis of intensity
data seems to indicate that the ground motion associated with subregional or
local site response in the central and southeastern United States is about the
same order of magnitude as the ground motion obtained in a conventional
probabilistic ground motion assessment in which ground motions are reduced to
a reference bedrock material. The analysis of the intensity data undertaken
here was aimed at ascertaining whether or not intensity anomalies in the
central and southeastern United States might affect expected ground motion
assessments. A more quantitative review and analysis including a larger
ensemble of intensity data will be necessary to more accurately detail both

the areas of abnormal ground response and that amplitude of the response.

An important issue is whether the intensity anomalies represent reasonably
large areas or essentially point sources. As previously noted, the areal
extent of the intensity anomaly is difficult to resolve because of lack of
precision of many historical intensity observations. A further generalization
is introduced since intensity anomalies were obtained by estimating the
observed intensities from isoseismals rather than at discrete observation

points. However, estimation of residual intensities at points where intensity

observations exist indicate that at a minimum some locations show intensity

residuals of at least two intensity degrees.

SEISMIC SQURCE ZONE BOUNDARIES

Conventional regional probabilistic hazard analysis (Algermissen and Perkins,
1976; Algermissen and others, 1982) makes use of seismic source zones (see
fig. 5) that (1) are assigned discrete boundaries; and, (2) have a uniform
rate of earthquake activity throughout the source zone. 1In many cases
adjoining source zones are assigned very different rates of seismic

activity. When probabilistic ground motion maps are prepared using zones of
this type, quite often there are sharp changes in ground motion from one zone
to another along the conterminous zone boundary. These sharp changes in

ground motion associated with seismic source zone boundaries are, in many
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Figure 5.--Seismic source zones used by Algermissen and others (1982) in the
eastern United States.
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instances, artificial, and may strongly affect sites located near or on the
seismic source zone boundaries. In reality, most (but not all) seismic source
zone boundaries are transition zones between seismic areas. This transitive
nature of the boundary is not generally accurately depicted in conventional
regional probabilistic hazard maps. Bender (1986) has recently discussed a
technique for dealing with the problem of seismic source boundaries by
assuming that the seismicity originally associated with each point in a source

zone is normally distributed with standard deviation of ¢ about each point.

The technique suggested by Bender (1986) modifies source zone boundaries in an
effective and generally realistic manner. It serves to remove the areas of
large artificial changes in ground motion that frequently occur at zone
boundaries. It will probably be necessary to develop additional techniques for
modifying seismic source zone boundaries since earthquake location uncertainty
is not the only kind of uncertainty contributing to the arbitrariness of zone
boundaries., Difference in seismotectonic hypotheses also contribute to
uncertainty. At any rate, it will probably be necessary to develop additional
techniques for modeling seismicity consistent with advances in our

understanding of seismotectonic models.

Modeling of Faults

For regional probabilistic ground motion assessment, earthquakes with
magnitudes greater than about Ms=6.5 should be modeled as two-dimensional
seismic sources rather than point sources in order to properly account for the
spatial distribution of ground shaking. Important differences in expected
ground motion occur depending upon the modeling technique used and the
seismotectonic assumptions adopted. Modeling techniques differ substantially
but have not been much discussed in papers on hazard analysis. For example,
the fault modeling technique used by Algermissen and others (1982) assumes
that no earthquake within a seismic source zone will rupture outside of the
source zone. The source zones must be designed to accommodate this
assumption. Some other techniques allow modeled faults to rupture to length
specified only by a relationship of the form log L=f(M) where L is the length
of the fault and M is the magnitude. Other modeling techniques use sequences

of point sources to approximate two-dimensional rupture. Fault modeling
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techniques must be used very carefully so that they correctly represent the
seismotectonic model preferred. Conversely, different seismotectonic
assumptions regarding the spatial distribution of faults may also
substantially affect the resulting ground motion, Some examples of these

kinds of effects are given in Algermissen and others (1982).

Seismotectonic Hypothese--Minimal Data: Puget Sound Area

Recently, Heaton and Kanamori (1984) have suggested the possibility of very
large, shallow subduction zone earthquakes at the Juan de Fuca-America plate
boundary. No historical large plate boundary earthquakes are known in this
region. Historically, all of the recent damaging earthquakes (1939, 1946,
1949, 1965) are believed to have occurred at depths of 40-70 km either within
the region of bending of the subducted Juan de Fuca plate or near the plate

interface.

In the Pacific Northwest, very little attention has been given to the
possibility of a large MS=7.0, shallow earthquake, even though one is known to
have occurred and there is other evidence of recent significant shallow
activity. Evidence of the occurrence of an earthquake in 1872 with a
magnitude of approximately 7.0 MS has been extensively reviewed by a number of
investigators, most recently by Hopper and others (1982) who believe that the
earthquake was located near Lake Chelan, Washington and had a shallow focus
(fig. 6). Other recent significant shallow activity has occurred in the Elk
Lake (Grant and others, 1984) and Goat Rocks (Zollweg and Crosson, 1981) areas
of Washington, and there is evidence of Holocene faulting west of the Hood
Canal (Gower, 1978). A more conservative modeling of earthquake occurrence in
the Puget Sound area with regard to shallow earthquakes was taken by
Algermissen and others (1982) than by Algermissen and Perkins (1976). For the
national ground motion maps developed in 1982, 25 percent of the earthquakes
with MS magnitudes greater than 6.5 were assumed to occur at shallow depth.
The choice of 25 percent was, however, very arbitrary. All large shocks were
assumed to occur at depths of 60 km in the development of the 1976 national
map. Neither the 1982 maps or the 1976 map considered the possibility of a
large plate boundary earthquake west of Puget Sound. Thus, there are large

uncertainties in probabilistic ground motion assessment in the Puget Sound
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'area, because little progress has been made in the development of a viable
Examination of table 2 shows that only large (Ms=7.0) earthquakes at depths of
40-70 km can be reasonably well modeled with the presently available data
although it is difficult to restrict their spatial distribution. The two
other postulated sources of potentially large ground motion in the Puget Sound
area can only be modeled with very great uncertainty due to the lack of
observational data in the region, both seismological and geological, that

would serve to constrain the loci of potential large-earthquake sources.

Table 2.--Uncertainties in ground motion hazard

assessment in the Puget Sound area

Hypothesis Evidence
Very large plate boundary No known historical or paleoseismic evidence.
earthquakes Mw=9.o might Conflicting views regarding the rate of
ocecur. subduction of the Juan de Fuca plate and the

accumulation of strain. No adequate ground
motion attenuation relationships for such an

earthquake.
Large, shallow (Ms=7.0) Evidence of an M_=7.0 shock near Lake Chelan in
earthquakes might occur 1872 but location and magnitude very uncertain
onshore. (Hopper and others, 1982). Evidence of

Holocene faulting west of the Hood Canal
(Gower, 1978). Very limited available seismo-
tectonic or seismological data to identify
possible source areas of large shallow shocks.

Large (MS=7.0) earth- Well-documented historical shocks, but the
quakes occur at depths possible spatial distribution is uncertain.
of 40-70 km.

DISCUSSION

All of the sources of uncertainty discussed can produce order of magnitude
changes in regional and national ground motion maps over areas of a few square
kilometers up to areas as large as western Washington state. They are
discussed here because they are considered important problems in earthquake

hazard analysis. Considering the magnitude of the changes in estimated ground
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motion associated with the sources of uncertainty discussed here, they have
received relatively little attention in the geophysical and engineering

literature.
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SEISMIC SOURCE ZONES IN PROBABILISTIC ESTIMATION
OF THE EARTHQUAKE GROUND-MOTION HAZARD:
A CLASSIFICATION WITH KEY ISSUES

by
Paul C. Thenhaus

U.S. Geological Survey

Denver, Colorado

INTRODUCTION

A fundamental initial step in probabilistic earthquake hazard analysis is
delineation of seismic source zones and identification of seismically active
faults. Seismic source zones define areas that share common seismologic,
tectonic, and (or) geologic attributes under the assumption that these areas
also share similar seismotectonic origins of seismicity that can be described
by a unique magnitude-frequency relation. The map thus defines (1) the
historical earthquake data base to be uséd in statistical analyses of
earthquake recurrences, (2) the particular geographical distribution of
expected future earthquakes and, in so doing, (3) the probable future

distribution of earthquake ground motions.

Recent efforts to define seismic source zones for regional hazard assessment
reflect an increasingly heavy reliance on available tectonic and paleoseismic
data to establish the location of source zone boundaries (Thenhaus, 1983;
Algermissen and others, 1982); the equivocal association of historicél
earthquakes with geologic structure and lack of insight into recently active
structures and neotectonic processes throughout much of the United States
preclude reliance on verifiable seismotectonic models. Empirical approaches
based primarily on qualitative spatial association prédominate and, hence, the
definition of particular seismic source zones admits to a wide range of

possible interpretations.
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PREMISE OF SOURCE ZONE TYPES

The purpose of defining seismic source zones for hazard analysis is to model
likely contrasts in the future distribution of seismicity. The model may be
regional or local in scope and may or may not include diséinctions in maximum
magnitude earthquakes among zones although rates of activity may vary
significantly. The degree to which available seismologic, geologic, and
geophysical ihformation can be effectively applied to this task is extremely
variable due in large part to differences in both the long-term seismotectonic
research effort expended and the relative ease with which a region yields
seismotectonic insights. The integrated results of these two factors among a
variety of tectonic setﬁings is a broad range of certainty with which
earthquakes can be associated with causal faults or geologic structures.
Figure 1 schematically illustrates four types of seismic source zones ih terms
of deveioping seismotectonic knowledge for various regions of the United
States. The body of knowledge relating to any of the types of source zones is
divided into a seismic history and a structural geologic history. The degree
to which these two histories are completely known not only constitutes the
certainty with which causal geologic structures can be associated with
seismicity, but also determines the primary methodologies by which earthquake
recurrences and estimated maximum magnitudes are determined. Critical gaps in

these histories impose assumptions on any hazard evaluation.

IDENTIFYING ISSUES AMONG ZONE TYPES

Key issues among source zone types in probabilistic ground-motion hazard
analysis relate in a complex manner to (1) the map scale of the hazard
investigation (that can range from largeAmap-scale, site specific to small
map-scale, regional studies), (2) the desired probability level of the ground-
motion estimate (annual exceedance probability), and (3) the rate of
earthquake activity in the region of concern. Study of the consequences on
estimated ground motion of statistical variability in estimated seismicity
parameters and ground-motion attenuation models is the purpose of hazard
sensitivity studies that explicitly investigate methodological procedures and
parameter assumptions (for example, Bender, 1983; 1984a,b). These studies

reveal that (1) while the consequences due to issue-related decisions may vary
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among methodological procedures, these issues remain important regardless of
methodology, and (2) not all geological issues impact ground-motion hazard
estimates significantly in all hazard applications. For example, concerning
maximum estimated magnitudes, Bender (1984a) stateé, "Because high
accelerations can result from high magﬁitude earthquakes, the selection of
Mrax has been of considerable interest in seismic hazard analysis. When a
single acceleration is associated with earthquakes of a given magﬁitﬁde and
distance, a maximum acceleration a

ma
calculated at a site. This maximum acceleration is produced only by ruptures

X from earthquakes along the fault will be

of magnitude My ax earthquakes that include the point on the fault nearest the
sitef If the maximum magnitude is increased to Mpax (new)* occurrences of
accelerations near dpax Mmay be greatly increased, and higher accelerations
will be possiblet However, for accelerations considerably below Amax’ Mmax
Wwill have a much smaller effect. Earthquakes at lower magnitudes will produce

a high fraction of the lower acéelerations, and changes in My ax will have a

smaller effect as the acceleration decreases." The size of tie effect is
dependent upon the attenuation function used; Nonetheless, for source zones
having a relatively low rate of seismic activity, high exceedance probability
ground-motion estimates (for example, 1 in 500) are not critically sensitive
to choice of maximum magnitude. Convefsely, maximum magnitude can become a
critical factor in the hazard estimate at low exceedance probabilities (for
example, 1 in 5,000) depending, of course, on the rate of activity in the

source zone.

In the following section that describes the source zone types, issues
impacting ground-motion hazard estimates order themselves around the current
state of knowledge concerning seismotectonic processes among regions. The
issues among the source zone types range from unknown earthquake causal faults
(a virtual lack of knowledge) to choices among predictive hazard models (the
best available knowledge). The classification implicitly includes a
qualitative measure of raﬁe-of-seismic-activity and, therefore, aids the
identification of issues relative to changing exceedance probabilities. It
further defines primary methodologies that are currently available for-dealing
with seismic parameter estimation. As in any classification, examples can be
(and are) cited that fall into "gray areas," not fitting well into any defined

slot. This is not troublesome as it merely indicates our growing knowledge

56 Y7 VM%



regarding the presently operating seismotectonic processes in the area of
concern. Considerable statistical illustration could have been added showing
the chahge of ground-motion values with changing seismicity parameters,
different source zones, different attenuation functions, different hazard
models and methodologies, etc., as in the study area of sensitivity

analysis. However, that would obscure a primary objective of the paper which
is to prévide a general geological context precisely for those types of

studies.

In the general outline of methods and key issues that follows, "reliable"
means that a particular method with its inherent uncertainties (whether
measurable or not) is dependable in predicting activity rates and maximum
magnitudes. "Important" means that the issue can influence the hazard results
to a moderate degree relative to the stated conditions of rate-of-activity and
exceedance probability level. "Critical" means that the issue can influence
the hazard results to a greaﬁ degree relative to the stated conditions of the

rate-of-activity and exceedance probability level.

CHARACTERISTICS AND ISSUES OF ZONE TYPES

Seismotectonic Zones

A seismotectonic zone is a seismic source zone in which a causal relationship
has been established between a geologic structure (usually a fault) and
earthquakes. Processes of earthquake mechanism and generation can be studied
from both a‘structural geologic aspect and a seismological aspect. There is
continuity between the seismic and structural histories of the zoﬁe and
knowledge of these histories is developing simultaneously (fig. 1). The main
task in the hazard analysis is to characterize the future tempérélland spatial
occurrence of earthquakes on the known structures(s). Recently, Lindh (1983)
and Sykes and Nishenko (1984) calculated probabilitiés of the near—futuré
occurrence of large eartﬁquakes on the San Andreas fault and selected other
faults of the San Andreas fault system (conditional probabilities for large,
fault-rupturing earthquakes ranging in size from Mw 6.0 to M, 7.9 for future
time periods of interest). Their procedures incofporéted a fauit segmentation

model based primarily upoh rupture extents of historic earthquakes but also
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incorporated (1) distinctions in geologically and geodetically determined slip
rates along the faults, (2) estimates of repeat times of the fault-rupturing
events described by a Gaussian distribution with standard deviation 0.33 about
the mean, and (3) the date of the last large earthquake. Estimates of the
ground motion that would accompany large, fault-rupturihg events have the same
probability of occurrence as the events themselves. However, because such
estimates are discreetly associated with a single éarthquake event on a single
fault segment, they obviously do not describe the full amplitude-frequency
distribution of possible ground motions at a site and, hence, are not
probabilistic ground-motion estimates. Needed for a standard probabilistic
representation of ground-motion hazard are: (1) a magnitude-frequency
relation for earthquakes smaller than segment-bupturing events, if such
earthquakes cannot be ruled out; (2) an upperbound magnitude that is possible
on each fault segment (this would be derived from a scenario of multiple
segments rupturing in a single event); (3) a magnitude-frequency relation (or
probability distribution) relating the upperbound events to the segment-
breaking events; (4) a fault rupture length-magnitude relation (using moment
magnitudes); (5) representation and magnitude-frequency characterization of
all geologic structures within some radius of the site that could contribute

damaging ground motions (however defined) at the site.

Bender (1984a) has shown that ground motion at sites near the terminous of
modeled faults are highly sensitive to fault-model assumptions. With respect
to a fault consisting of a single segment located on the x-axié ahd extending
from 0<x<L, she states, "As the site location (X,P) is moved parallel to the
fault from the center of the fault to the end, the acceleration with a fixed
return period may decrease by 50 percent. Much of the decrease occurs as the
site moves to within 10 or 20 km of the énd-of the fault. Moving the site
past the end of the féult another 10 km parallel to the éxtended fault line
may result in another 25-percent décrease in acceleration level. As P, the
perpendicular distance from the site to the fault, increases, aéceleration
values become less sensitive to the x coordinate of the site." The effects
Bender describes result from a fault-contained rupture model'but are analogous
to the situation where an inferred fault segment boundary juxtaposes two
segments having highly contrasting rates (or probabilities) of earthquake

occurrence. Inspection of the conditional probability maps of Sykes and
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Nishenko (1984) and Lindh (1983) indicate such a boundary located on the San
Francisco beninsula (boundaﬁy between segments 3-4 of Sykes and Nishenko, and
the San Francisco peninsula-San Juan Bautista boundary of Lindh). Significant
to ground-motion hazard estimates in the western San Francisco Béy region, the
location of that segment boundary, as well as the length of the high-potential
segment, differs between the two interpretations. The point is, that
locations of segment boundaries are interpretive'and not unique but are
potentially dominant influences on the distribution of ground motions for
areas located near boundaries that juxtapose segments of highly contrasting

rates (or probabilities).

Typically, seismotectonic zones are highly active and would be characterized
by high regional hazard even without geological investigations. However,
refined large map-scale hazard studies and predictive hazard méthodologies
have little basis without them. Benefits of geological investigations are:
(1) accurate determination of active fault locations,
(é) compilation of prehistoric fault-rupturing events,
(3) determination of age of last faulting event,
(4) determination of fault-slip rates,
(5) determination of changes in fault attitude or strike, which holds
potential for accurate determination of fault-segment ends (King and
Yielding, 1984; King and Nabelek, 1985).

Seismotectonic zones need not be confined to single, through-going faults as
the San Andreas. 1Indeed, much work in the Nevada Seismic Zone (Wallace, 1984;
Van Wormer and Ryall, 1980) illustrates the seismotectonic zone iype.

With-the seismoteotonié zone unequivocally identified, primary methods for

estimating maximum magnitude with currently available data are:

Method Comments
1. Historical record Reliable in high-rate 2zones.
2. Magnitude-on-fault length Generally reliable as data are from
' regressions. seismotectonic zones.

3. Analogous tectonic settings. Reliability unknown. What constitutes
"analogous"? ’
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4, Models from geodynamic and Reliability variable: 1. Models waiting
mechanical principles. for verification in future earthquake
‘ occurrence. 2. Models virtually
verified (for example, circum-Pacific
seismic gaps).

Primary methods for establishing recurrence with currently available data are:

Method Comments

1. Historical record. Reliable regional averages; inadequate
T ’ for fault-specific rates.

2. Paleoseismic faulting data. Reliable for large-earthquake fault-
specific rates.

3. Seismic moment. Reliability variable. How well are
) fault dimensions, slip rate, b-value
and maximum moment known?

Key hazard-model issues.--The following issues are considered critical because

these zones are typicaliy located in high-rate areas where ground-motion
values near active faults are highly sensitive to fault-model assumptions.

Modeling a linear fault source is assumed.
* Fault segmentation definitions and possible rupture between
adjacent segments.

* Maximum magnitude assessment for individual segment ruptures as
well as for potential multisegment ruptures.

* Stochastic recurrence model versus time-predictable versus slip-
predictable models for particular sizes of earthquakes and
incorporation into magnitude-frequency distributions of
moderate-to-large earthquakes (say, M, 5 to M, 8).

* Fault- and segment-end location uncertainty.

Paleoseismic Zones

Paleoseismic zones are those zones having an important Quaternary-Holocene
structural history that indicates they constitute a seismic threat in the
future. However, these zones lack a seismic history (fig. 1). Faults having
Holocehe displacements in the eastern Basin and Range, inclﬁding most of the

Wasatch fault, as well as faults in other regions such as the Meers fault of
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southern Oklahoma (Gilbert, 1985) fall into this category. The Lost River
fault, having Holocene displécement but no recorded seismic activity prior to
1983, just recently ruptured in the 1983, Mg-7.3 Borah Peak, Idaho, earthquake
kCrone and Machette, 1984; Scott and‘others, 1985). The zone thus could be
classed marginally asla seismotectonic zone. -The marginal classification is

due to the meager seismic history of the fault.

To motivate a key issue concerning treatment of paleoseismic data, consider a
simple model of the Wasatch fault given the fault segments and segment lengths
of Schwartz and Coppérsmith (1984) and their preferred average recurrence
interval of U444 years for large earthquakes along the fault. Assuming that
the six segments break their entire lengths independently aﬁd randomly in
earthquakes 6.75-T7.75 (MS) with uniformly distributed rates in that magnitude
range, calculated écoelération values (using the same attenuation function as
in Algermissen and others, 1982) at sites near the fault are consistently
lower than values in Algermissen and others (1982). At a 10-percent
exceedance probability for exposure times of iO and 50 years, acceleration
values are a factor of 10 less than values inAAlgermissen and others (1982).
At a 250-year exposure time, differences in values are less than 10 pefcent.
The point is, that although the geologic recurrence estimates of iarge
earthquakes along the Wasatch fault are an order of magnitude higher than
recurrences estimated from the historical catalog (Bucknam and Algermissen,
1984 ; Schwartz and Coppersmith, 1984), the seismic hazard for short-exposure
iimes is not necessarily increaséd above existing estimates. Depending on
assumptions applied, substantially lower hazard estimates céuld result.
Critical in this regard is the treatment of low-to-moderate magnitude
earthquakes in the recurrence relationship. The above illustration excludes
earthquakes 4.0<Ms<6.75; a literal interpretation of the contemporary
earthquake histofy along both the Wasatch and Lost River faults. It is
characterizing the recurrence of, br perhaps exclusion of, eartﬁquakes in this
range of magnitudes that will most significantly influence high-exceedance
probability hazard estimates. Unfortunately, recurrences of earthquakes of
this size along these faults'will be the most difficult to resolve
satisfactorily as there is no reason to expect unequivocal identification of

such events in fault-trenching studies, and historical and instrumental
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records indicate a dearth of such activity, except along the southernmost
segment of the Wasatch (Arabasz and others, 1980; Zoback, 1983).

Primary hazard-related issues for paleoseismic zones are those of
characterizing future recurrences of earthquakes based virtually upon geologic
history. The characteristic earthquake model (Shwartz and Coppersmith, 1984)
was derived from a need to reconcile the geologic history with the seismic
history of individual faults. However, for relatively high-exceedance
probabilities (say, 1 in 5005, ground-motion exceedance contributions are
dominated by the moré frequent low-to-moderate magnitude earthquakes. 1In
paleoseismic zones having no seismic history, the problem of charactérizing
the recurrence of events smaller than fault-rupturing earthquakes persists and
the paradox arises that low-probability exceedance ground motions can be

estimated more accurately than high-probability exceedance ground motions.

At least some geological data needs to be available to even identify a
paleoseismic zone. Primary methods for estimating maximum magnitudes with the

available data are:

Method Comments
1. Magnitude-on-fault Reliable if regression data is from the
length or displacement same structural province, otherwise
regressions. reliability unknown.
2. Analogous tectonic settings. Reliability unknown. What constitutes

"analogous"?

Primary methods for establishing recurrences with currently available data

are:
1. Paleoseismic faulting data. Reliable for large-earthquake, fault-
o specific rates.
2. Historical record. Reliable for average regional rates,

inadequate for fault-specific rates.

Key hazard-model issues.--Modeling a linear fault source is assumed.

* Maximum magnitude assessment. Important in all hazard
assessments. May be critical in low-exceedance probability
estimates depending on rate of activity and exceedance
probability.
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* Appropriate use of geologic recurrence estimates for the hazard
level being estimated. Recurrence models that fit geologic
data on large earthquakes do not necessarily result in
"conservative" ground-motion values at high-probability
exceedance estimates.

* Fault segmentation based on paleoseismic information alone: 1Is
the entire fault active if only one segment has Holocene
displacement? If so, how active is it? (Example: Meers
fault). Important for all hazard estlmates. Critical for
low-probability exceedance estimates.

* Fault domains: Should all faults of a fault domain (however
defined) be considered active if one has Holocene
displacement? If so, how active are they? (Example: Wichita
frontal fault zone.) Important for all hazard estimates.
Critical for low-probability exceedance estlmates.

* Fault- or segment-end location uncertainty. Important in all
hazard estimates at sites located near a fault or segment
terminous. May be critical for these sites in low-probability
exceedance estimates depending on rate of activity and
exceedance probability.

Seismogenic Zones

A seismogenic zone lacks development of a clear history relating contemporary
seismic activity to geologic structure (fig. 1). Critical gaps in the
Quaternary geologic history preclude direct.e§idence of active faulting and
may be due to a number of reasons:

(1) 1lack of geologic investigations aimed at identifying young fault

- movement,

(2) wunfavorable geologic conditions for preservation of evidence of

geologically young fault movement,

(3) 1lack of surface displacement from fault rupture at depth, etec.

Seismogenic zones are, by far, the most common type of source zone employed in
probabilistic hazard analyses. Commonly, seismogenic zones are area sources,
but the zone type applies alsé to inferred associations of seismicity with
individual faults. Probabilistic methodologies can subdivide the seismogenic-
zone type into a Variety of zone classifications to more explicitly describe
probabilistic treatments of possible causal structures. Seismogenic zones are

obviously nonunique. Their ubiquitous use stems from the oft-cited fact that
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seismotectonic processes and deep-crustal structure of large intraplate
regions are so poorly known that mere identification of earthquake-causal
structures is, at best, highly uncertain. Inferences relating earthquakes
with structure are, therefore, based on judgement which, in turn, is most
often based either implicitly or explicitly on analogy of geologic or tectonic
setting; the only guideline being not to grossly disrupt the historical
regional seismicity pattern. For example, in the west-central United States a
poor understanding of seismétectonics dictates that the spatial pattern of
Seismicity serve as the primary guide for the definition of seismic source
zones. However, a spatial correlation appears to exist between much of the
activity and high-basement features. This association has been noted by
others; in the Great Plains (Becker'and Zeltinger, 1983; Brill and Nuttli,
1983) and the Cincinnati arch of the east-central iﬁterior (Barstow and
6thers, 1981). Microseismicity has been noted along the Chadron-Cambridge
arch of éouéhérn.Nebraska, the central Kansas arch and Nemaha ridge (Steeples,
1978; Rothe and others, 1981; Steeples and others, 1979). Although some of
the activity in the west;cehtral region can be relaﬁed té 0il field pumping,
deeper events are thought to be tectonic. Boundaries of source zones in
Algermissen and others (1982) were extended along these basement features
where the basement strucﬁures could be associated with at least a number of
low-intensity earthquakes. Intervening areas between these zones show a
markedly lower frequency 6f earthquake occurrence. The area-normalized rate
of seismic activity of the high-basement zones is‘an order of magnitude higher
than the rate for intervening areas (excluding zones in the southern Illinois
basin and Mississippi Embayment). While the rates cannot be construed as
proof of tﬁe association, the aséociation is compelling because of its
regional persistence and therefore serves as a useful independent guide to
source zone boundaries. As there is no generally accepted seismotectonic
model accounting for tﬁe association, the issue remains whether all areas of
high-basement features should be included in the higher rate zones (i.e., even

those high-basement areas appearing aseismic historically).

Seismogenic zones are typical of most seismic source zones developed for the
Central and Eastern United States. However, the New Madrid seismic zone is
distinctive in that a sketchy Quaternary-Holocene structural history has been

developed for the area (Russ, 1979; 1982), and a structurally disturbed zone
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has recently been recognized along the length of the well-defined seismicity
trend (Crone and others, 1985). Such aspects approach those of a
seismotectonic zone; howe&er, fhe fact remains that the causal fault (or
faults) of the 1811-12 earthquake sequence has yet to be identified and the
overlap in the éeiémic and structural histories is still vague enough to
preclude a meaningful analysis of temporal and spatial seismicity

characteristics.

Primary methods of estimating maximum magnitudes with currently available data

are:

Method Comments

1. Historical record. Poor reliability due to short-time

T : period relative to recurrence time,
Subjective "conservative" estimates
predominate.

2. Analogous tectonic settings. Reliability unknown. What constitutes

"analogous"?

Primary methods of establishing recurrences with currently available data are:

1. Historical record. Reliable average regional rates.

Key hazard-model issues.--Seismogenic zones assume geologic associations and

typify areas of low-to-ﬁoderate earthquake activity. The following issues are
considered important for all hazard investigations.‘ Issues may become
critical for low-exceedance probability estimates depending on rate of
activity and exceedance probability. Issues are critical for such estimates

if local zones of high seismic actiQity are defined.

* Maximum magnitude assessment.

* Appropriate balance between circumstantial geologic arguments
and spatial distributions in the seismic history. To what
extent should speculative hypotheses be allowed to perturb the
historic spatial distribution of seismicity on (1) a regional
scale? (2) On a local scale?

* Lacking knowledge of definite earthquake-causal structures,
regional consistency in approach to seismogenic zone
delineation arises as one measure of the reasonableness of the
seismic source zone map. Does spatial association with one
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Seismicity Zones

distinet structural or tectonic feature imply seismic
potential of other similar features that have no spatially
associated seismicity? Does this judgement change when
several or more distinct features have spatially associated
seismicity (examples: high-basement features of the central
interior, mafic plutons along the eastern seaboard)?

In light of (1) the limited seismological data, (2) the limited
methods available for establishing maximum magnitudes and
recurrences, and (3) the likelihood that earthquake behavior of
individual seismic faults does not conform to a simple
exponential magnitude-frequency distribution, are seismogenic
fault-specific hazard estimates meaningful?

Boundary location uncertainty assuming geologic associations.

Discrete zone boundaries are only approximations. For
example, considering the broad basement arches of the central
interior, the question arises as to where the arch ends and
the basin begins with respect to the seismogenic zone
boundaries. Considering, for example, mafic plutons as
seismogenic¢ zones, it should not be the pluton itself that
defines the seismogenic zone boundaries, but rather, some
inferred area of stress amplification around the pluton in
which stresses decrease with distance from the pluton.

Seismicity zones are those seismic source zones that do not assume any

relations with geologic structure. They are defined solely on the spatial

distributions of the seismic history and their use and reasonableness can only

be judged relative to the intended use of the final hazard estimate. They

serve a legitimate purpose by providing useful hazard guidelines whén

available seismotectonic information is irreconcilable with accepted

seismologic and tectonic theory. In that respect, seismicity zones are no

better nor worse than seismogenic zones, the only distincting being that

seismogenic zones use guides independent of seismicity. Fundamental issues

involve the integrity of, and indiscriminate use of thé historical earthquake

catalog.

The identification of such zones could easily be biased by local,

temporary or long-term earthquake monitoring and historical variations in

population and settlement.

The "Charleston earthquake problem" of the eastern seaboard has been discussed

at great length (Hays and Gori, 1983; Dewey, 1985) and is the leading example

of difficulties involved with delineating seismicity zones. In conclusions

66 535 40008



drawn from a worldwide search for intraplate earthquakes that might provide
tectonic and seismologic insights to the Charleston earthquake, Dewey (1983)
states, "Data from the other midplate source regions suggest that the '
Charleston region is more likely to experience a strong earthquake in future
decades than a random midplate site, but that strong Eastern United States
earthquakes will also occur in the future at sites that have not previously
experienced strong earthquakes. Data from the other regions do not provide
conclusive seismological or geélogical guidelines for identifying sources of
future strong earthquakes in the absence of a historical record of strong
earthquakes.” The difficult and presently intractable question posed in the
delineation‘of seismic source zones is: What should be the relative balance
of hazard between the Charleston area and‘the large Mesozoic extensional
province in which it is located acknowledging the faét that large earthquake
occurrences cannot be ruled out provincewide, but available data does not
provide guidelines sufficient for identification of future large-earthquake

sources? The answer is judgemental.

A strict use of seismicity zones (i.e., no generalization of the seismic
history) results in localized high ﬁazard for sites that have historically
experienced a large earthquake and does not attempt to identify other areas
that may be susceptible to similar-sized events. Broad seismogenic zones
encompassing seismicity zones with all zones haQing the same maximum
magnitude, such as the eastern seaboard zones of Algermissen and others
(1982), is one attempt at addressing this problem. Nonetheless, area-
nbrmalized rates of activity are the dominant infiuence on the ground-motion

values and it is determined by the judgemental seismicity zones.

Primary methods of estimating maximum magnitudes and recurrences are the same

as for seismogenic zones.

Key hazard-model issues.--The following issues are considered critical. The

arbitrary nature of seiémicity zone delineation can lead to extreme contrasts
in area-normalized activity rates that can greatly influence the hazard

estimate.

* Maximum magnitude assessment in high-rate zones.
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* Appropriate use of seismicity zones relative to the intended
application of the hazard estimate.

SUMMARY

Issues concerning the delineation of seismic source zones can be subsumed
under a classification of four types of seismic zones. These types are: (1)
seismotectonic zones, (2) paleoseismic zones; (3) seiémogenic zones, and (MS
seishicity zones. Each is defined by a different levei of understanding
concérning seismic faulting and seismotectonic processes. Issues concerning
each source zoné type gain or lose importance relative tb the map scale of the
investigation, the desired probabilify level of the ground-motion estimates,

and the rate of earthquake activity.

The regions and faults discussed in the text are intended to be examples of
type localities of the different seismic source zones but are not intended to
be a comprehen51ve inventory. It shoﬁld not be assumed that only one type of
source zone persistently characterlzes each of the regions. The nature of
successful, multidisciplinary geologic investigations of earthquake hazards is
one of concehtrating efforts on a subregional, even local level. Hence, it is
not unusual for optimum use of available information to result in a regional

mix of source zone types.

REFERENCES CITED

Algermissen, S. T., Perkins, D. M., Thenhaus, P. C., Hanson, S. L., and
Bender, B. B., 1982, Probablllstlc estimates of acceleratlon and velocity
in the contlguous United States: U.S. Geological Survey Open-File Report
82- 1033, 99 p. 6 pl., scale 1:7,500,000.

Arabasz, w J., Smlth R. B., and Richins, w D., 1980, Earthquake studies
along the Wasatch Front Utah; network monltorlng, seismicity, and seismic
hazards: Selsmologlcal Society of America Bulletin, v. 7, p. 1479-1499,

Barstow, N. L., Brill, K. G., Jr., Nuttli, O. w., and Pomeroy, P. W., 1981 An
approach to seismic zonation for siting nuclear electric generatlon
facilities in the Eastern United States: U.S. Nuclear Regulatory
Commission Report Nureg/CR-1577, 143 p.

s 582 ol



Becker, D. J., and Zeltinger, J. M., 1983, Comment on Seismicity of the
Colorado lineament, by K. G. Brill, Jr., and O. W. Nuttli, 1983 (in
Geology, v. 11, p. 20-24: Geology, v. 11, p. 559;560. .

Bender, Bernice,-i983, Maximum likelihood eéiimation of b-values for magnitude
grouped data:< Seismologioal Society of America Bulletin, v. 73, p. 831-
851. | '

198Ma, Seismic hazard estimation using a finite fault rupture model:
Seismological Society of America Bulletin, v. 74, p. 1899-1923,

1984b, Incorporating acceleration variability into seismic hazard
anélysis: Seismological Society of America Bulletin, v. 74, p. 1451-1462,

Brill, K. G., Jr., and Nuttli, O. W., 1983, Reply to Comment on Seismicity of
the Colorado lineament by D. J. Becker and J. M. Zeltinger, 1983, (in
Geology, v. 11, p. 559-560): Geology, v. 11, p; 559-560. -

Bucknam, R. C., éﬁd Algermissen, S. T., 1984, A'comparison of geologically
determined rates of seismic activity'and historic seismicity data in the
Great Basin, western United States, in A collection of papers of the
International Symposium on continental seismicity and earthquake
prediction, September 8-14, 1982: Seismological Press, Bejing, China, p.
169-176. - |

Croné, A; J;, McKeown, F. A., Harding, S. T., Hamilton, R. M., Russ, D. P.,
and Zoback; M. D., 1985, Structure of the New Madrid seiémic source zone
in southeastern Miséouri and northeastern Arkahsas: Geology, v. 13, p.
547-550. ' R

Crone, A. J., and Machette, M. N., 1984, Surface faulting accompanying the
Borah Peak earthquake, central Idaho: Geology, v. 12, p. 664-66T.

Dewey, J. W., 1983, A global search of continental midpiate seismic regions
for scientific characteristics bearing on the 1886 Charleston, South
Carolina, earthquake, in Hays, W. W., and Gori; P. L., eds., Proceedings
of Conference XX, A workshop on-The 1886 Charleston, South‘Carolina,
earthquake and its implications for foday, May 23-26, 1983, Charleston,
South Carolina: U.S. Geological Survey Open-File Report 83-843, p. 391-
426. ' -

1985, A review of recent research on the seismotectonics of the
soﬁtheastern seaboard and an evaluation of hypotheses on the source of the
1886 Charleston, South Carolina, earthquake: U.S., Nuclear Regulatory
Commission Report NUREG/CR-4339, 44 p. ‘

s $B3 Yook



Gilbert, M. C., 1985, The Meers fault--Its nomenclature and structural setting
[abs.j: Earthquake Notes, v. 55, p..1..

Hays, W. W., and Gori, P. L., eds., 1983, Proceedings of Conference XX, A
workshep on The 1886 Charleston, South Carolina, earthquake and its
implications for'today, May 23-26, 1983, Charleston, South Carolina: U.S.
Geological Survey Open-File Report 83-843, 502 p.

King, Geoffrey, and Nabelek, John, 1985, Role of fault bends in the initiation
and termination of earthquake rupture: Science, v. 228, p. 984-987.

King, Geoffrey, and Yielding, Graham, 1984, The evolution of a thrust fault
system—-Processes of rupture initiation, propagation and termination in
the 1980 E1 Asnam (Algeria) earthquake: Geophysical Journal of the Royal
Astronomical Society, v. 77T, p. 915-933.

Lindh, A. G., 1983, Prellmlnary assessment of long-term probabilities for
large earthqukes along selected fault segments of the San Andreas fault
system in California: U.S. Geological Survey Open-File Report 83-63, 15
p. |

Rothe, G. H., Lui, C. Y., and Steeples, D. W., 1981, Recent seismicity on the
Chadron-Cambridge arch, south-central Nebraska'[abs.]: Earthquake Notes,
v. 52, p. 61.. |

Russ, D. P., 1979, Late Holocene faulting and earthquake recurrence in the
Reelfoot Lake area, northwestern Tennessee: Geological Society of America
Bulletin, v. 90, pt. 1, p. 1013-1018.

1982, Style and sighificance of surface deformation in the vicinity of
Ne& Madrid, Missouri, in McKeown, F. A., and Pakiser, L. C., eds.,
Investigations of the New Madrid, Missouri, earthquake region: U.S.
Geological Survey Professional Paper 1236, p. 95-114.

Schwartz, D. P., and Coppersmith, K. J., 198M Fault behav1or and
characteristic earthquakes——Examples from the Wasatch and San Andreas
fault zones: Journal of Geophysical Research, v. 89, p. 5681-5698.

Scott, W. E., Pierce, K. L., and Hait, M. H., Jr., 1985, Quaternary tectonic
setting of the 1983 Borah Peak earthquake, central Idaho: Seismological
Society of America Bulletin, v. 75, p. 1053-1066.

Steeples, D. W., 1978, Microearthquake netwerk ih Kahsas,_ig Andreas Vogel,
ed., Terrestrial and space techniques in earthquake prediction:

Braunschweig/Weisbaden Publishers, p. 115-130.

70 5s7 o0}



Steeples, d. W., DuBois, S. M., and Wilson, F. W., 1979, Seismicity faulting,
and geophysical anomalieé'in Neméha County,.Kanéas--Relationship to
regional structures: Geology, v. 7, p. 134-138.

Sykes, L. R., and Nishenko, S. P., 1984, Probabiiities of occurrence of large
plate rupturing earthquakes fothhe San Andreas, San Jacinto, and Imperial
faults, California: Journal of Geophysical Research, v. 89, p. 5905-5927.

Thenhaus, P. C., ed., 1983, Summary of workshops concerning regional seismic
source zones of pafts of the conterminous United States, convened by the
U.S. Geological Survey 1979-1980, Golden, Colorado: U.S. Geological
Survey Circular 898, 36;9.

Van Wormer, J. D., and Ryall,‘A. S., 1980, Sierra Nevada-Great Basin Boundary
Zone--Earthquake hazard related tb structure, active tectonic processes,
and anomalous patterns of earthquake occurrence: Seismological Society of
America Bulletin, v. 70, p. 1557-1572.

Wallace, R. E., 1984, Patterns and tibing of Late Quaternary faulting in the
Great Basin province and relation to some regional tectonic features:
Journal of Geophysical Research, v. 89, p. 5763-5769.

Zoback, M, L., 1983, Structure and Cenozoic tectonism along the Wasatch Fault
zone; Utéh,'ig Tectonic and stratigraphic studies in the easﬁern Great

Basin: Geological Society of America Memoir 157, p. 3-27.

. 533 o008



THE INTEGRATION OF GEOLOGICAL AND HISTORICAL DATA
IN THE PROBABILISTIC ESTIMATION OF
EXTREME EARTHQUAKE OCCURRENCES

oy

Kenneth W. Campbell
U.S. Geological Survey

Golden, Colorado

ABSTRACT

Bayesian probability theory in conjunction with the model of extremes is used
to develop a Bayesian distribution of extreme earthquake occurrences by
assuming that earthquakes represent a Poisson process with exponential
distribution of magnitudes. The Bayesian distribution represents the

probability that M the largest earthquake expected to occur within a

max?’
period of t years, will exceed some specified magnitude m, and may be computed

from the relationship,

ﬁ(Mmax>m|t)=1—( ¢ _ )
t" + t[1 — F (m)]

where n" and t" represent updated (posterior) Bayesian estimates of the number
of earthquakes and the time period of observation, respectively, and F(m) is
the Bayesian distribution of magnitudes, each updated from prior estimates of
seismicity using historical observations of earthquake occurrences. The
Bayesian extreme-value distribution of earthquake occurrences is tested and
applied to the estimation of seismic hazards for the San Jacinto fault zone of
southern California. Prior estimates of seismicity are developed from
seismotectonic data based on standard seismological relationships among
seismic moment, slip rate, earthquake recurrence rate, and magnitude. These
estimates are then updated using Bayes' theorem and historical estimates of

seismicity associated with the San Jacinto fault zone.

This paper is an integration of two papers previously published in the
BULLETIN OF THE SEISMOLOGICAL SOCIETY OF AMERICA, vol. 72, p. 1689-1705 and
vol. 73, p. 1099-1115, ‘
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INTRODUCTION

Bayesian probability theory contains two features that make it extremely
valuable in the estimation of seismic hazards. The first feature provides a
rigorous means of combining prior information on seismicity, whether it be
Jjudgmental, geological, or statistical, with historical observations of
earthquake occurrences. Such prior information may be used to supplement
seismicity data when they are incomplete, inaccurate, or cover too short a
period of time. In this way, emphasis may be placed on the seismic potential
of faults and small seismogenic zones that contribute most significantly to
the seismic hazards at a site, rather than on the relatively large source
regions that are required to obtain statistically significant samples of
earthquakes. This feature also imparts an important dynamic quality to the
analysis of seismic hazards by allowing one to incorporate new information on

earthquake occurrences directly as they become available.

The second feature provides a means of incorporating the statistical
uncertainty associated with the estimation of the parameters used to quantify
seismicity in addition to the probabilistic uncertainty associated with the
inherent randomness of earthquake occurrences. Both features provide for more
reliable estimates of seismic hazard than do conventional methods, when

applied by experienced professionals.

The basis of the first feature is Bayes' theorem. As applied to the
estimation of seismicity, this theorem states that the posterior probability,
f"(elz) or simply f"(8), that a specified value 0 of a seismicity parameter is
the true value, given an observed set of earthquake occurrences, Z, is
proportional to the prior probability, f'(8), that 8 is the true value, times
the probability or likelihood of observing Z given o, f(zle) .

Mathematically, this theorem 1s represented by the relationship,
f(z|0)f'(9)

£7(6) = :
f f(z10)f'(6) db

The integral function in the denominator is required to normalize f"(8) to
represent a proper probability density function and arises from application of

the total probability theorem. Having applied Bayes' theorem, we may say that
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f"(8) has been "updated" from the prior distribution f'(8) using observational

data on earthquake occurrences.

The second feature of Bayesian probability theory has as its basis a compound
distribution, which arises when a parameter of a distribution of a random
variable is itself treated as a random variable. In applying this to the
estimation of seismicity parameters, let the random variable X represent
either the number of earthquake occurrences or earthquake magnitude, and let
the random variable © again represent the parameter of either distribution,
such that the probability that X is equal to some specified value x is given
by the density function f(xle). Then a new compound distribution, f(x) may be
defined that includes both inherent (model) uncertainty and statistical
(parameter) uncertainty through application of the theorem of total

probabilities, such that

flx) = j f(x|0)f"(6) de.

The distribution f(x) is referred to as a "Bayesian distribution," prompted by
the treatment of unknown parameters as random variables, a central concept in
Bayesian statistics. More specifically, f(x) is a posterior Bayesian
distribution, since the posterior distribution of ©, f"(8), was used to
determine f(x) in order to incorporate the updating feature of Bayes'

theorem. The new distribution f(x) can be interpreted as a weighted average
of all possible density functions f(x/0) which are associated with different

values of © .

The first application of Bayesian probability theory to earthquake engineering
was made by Benjamin (1968). He used a Poisson distribution to develop a
Bayesian distribution of earthquake occurrences that accounted for the
uncertainty in the estimated mean rate of occurrence. A similar application
based on other distributions was later presented by Chou et al. (1971).

Esteva (1969) applied Bayes' theorem to the estimation of seismicity within
limited geographic regions in Mexico. He based his prior estimate of
seismicity on the large statistical sample of earthquakes occurring within the

Circumpacific Belt. Lomnitz (1969) suggested a similar approach in Chile,
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where he used the long historical record of large earthquakes as a prior
estimate of the mean rate of occurrence. Other investigators (Esteva and
Villaverde, 1973; Cornell and Merz, 1974; McGuire, 1977; Nair and Cluff, 1977)
have used discrete Bayesian procedures to include subjective information and
uncertainty on maximum magnitude, surface faulting, strong-motion attenuation,
and the geometry of source regions in the analysis of seismic hazards. The
direct application of Bayesian probability theory to the probabilistic
assessment of seismic hazards was first proposed by Cornell (1972), and has
only recently found limited application in earthquake engineering (Esteva and
Bazan, 1978; Campbell, 1979, 1977; Eguchi and Hasselman, 1979; Mortgat and
Shah, 1979).

The methodology presented in this paper was developed from an earlier
procedure proposed by the author (Campbell, 1977) for estimating the seismic
hazard potential of a fault. Extreme-value theory is used to develop a
Bayesian distribution of earthquake hazard from conventional models of
earthquake occurrences. For this purpose, earthquake hazard is defined as the
probability that the largest earthquake expected-to occur within a given
period of time will exceed a specified magnitude. This definition is
consistent with that currently used in engineering practice for quantifying
the seismic hazards associated with strong-motion parameters and earthquake
magnitude and is well-established in the literature (e.g., Cornell, 1968;

Lomnitz, 1974; Algermissen and Perkins, 1976).

The Bayesian extreme-value distribution of earthquake occurrences developed in
this study is applied to the San Jacinto fault zone of southern California.
This fault was selected because there is sufficient information available in
the literature with which to establish prior seismotectonic estimates of
seismicity and sufficient historical activity with which to demonstrate the

updating features of the model.

BAYESIAN POISSON-GAMMA DISTRIBUTION OF EARTHQUAKE OCCURRENCES
The temporal occurrence of earthquakes may, for all practical purposes, be

represented by a Poisson process if we can assume that earthquakes are

independent random events and that no two events can occur at the same instant

75 ¢Sl 4o



in time. Such an assumption, although commonly accepted, is inconsistent with
periodic strain release mechanisms or earthquake clustering. To be consistent
with the development of the conventional extreme-value distribution, we will
accept common practice and use the Poisson model of occurrence for this

study. The distribution is given by the expression,

P(N=nlv,t)=(l)t)+'e_vt (1)

where P(N = nlv, t) is the probability that the number of earthquakes
occurring within a specified period of time t will be equal to n, given that

the mean rate of earthquake occurrences is v,

To account for the statistical uncertainty in the estimation of v, equation
(1) is more accurately represented by a Bayesian (compound) distribution.
Following the discussion in the previous section and applications by Benjamin
and Cornell (1970) and Benjamin (1968), a Bayesian distribution representing

equation (1) may be obtained by evaluating the integral equation,

0

f’(N=n|t)=f P(N = n|v, t)f”(v) dv (2)

1]

in which f"(v) represents the posterior probability density function of v,
updated from the prior distribution of v by incorporating, through Bayes'
theorem, observations on the occurrence of earthquakes (i.e., the number of

occurrences within a specified period of time).
By assuming that earthquake occurrences are a Poisson process and that the
uncertainty in v may be represented by a gamma distribution, Cornell (1972),

Campbell (1977), and Mortgat and Shah (1979) have shown by application of

Bayes' theorem that f"(v) may be represented by another gamma distribution¥,

f”(V) = Klvn"fle —ut” (3)
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where the normalizing constant K1 = t"n"/r(n") , and where I'(n") represents
the gamma function with parameter n". If n" is an integer, then the gamma
function reduces to the factorial (n" - 1)!. The parameters n" and t"
represent updated values of the number of earthquake occurrences and the time
period of observation, respectively, and may be computed from the

relationships,

1\ 2
" _ 4
n —n0+(;)—”7> (ua)

(a,))? (4p)

where ny is the number of earthquakes observed within a time period of to
years, and V' and cv' represent the prior "best estimates" of the mean and

standard deviation of the mean rate of occurrence parameter v.

Equation (2) may now be evaluated by substituting for P(N = n|v, t) and f"(v)
their equivalent expressions given in equations (1) and (3), respectively, and

integrating to obtain,

¥This results from the choice of a gamma distribution to represent the prior
distribution of v. Being a "conjugate" of the Poisson distribution used to
represent the likelihood of observing the number of historical earthquakes
which were known to occur, one obtains through the application of Bayes'
theorem the mathematically convenient result that the posterior distribution
of v is the same type as its prior and that the parameters of the posterior
distribution are simply related to the parameters of the prior distribution
and to simple statistics of the sample. The use of a gamma distribution poses
no limitation to the specification of uncertainty, since its two parameters
allow one to independently specify both a mean and variance for v. Since the
gamma distribution is also a conjugate of the exponential distribution used to
represent the likelihood of observing the earthquake magnitudes which were
known to occur historically, similar logic was used to select a gamma
distribution for the prior distribution of B, leading to the development of
equation (9).
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= Yy Ta+ny (" \"( t \
 P(N=n|n ’t,’,t) = T Ht) (Ht,,) : (5)

Because the derivation of equation (5) was based on a Poisson distribution of
earthquake occurrences and a gamma distribution for v, P(N = n/n",t",t) is

referred to as a Bayesian Poisson-gamma distribution.

BAYESIAN EXPONENTIAL-GAMMA DISTRIBUTION OF EARTHQUAKE MAGNITUDES
The distribution of earthquakes with respect to their size, usually

represented by their magnitude, has been found empirically to obey the

Gutenberg-Richter relationship (Richter, 1958) given by,

10g10N =q — b(m - ml) (6)

where N is the number of earthquakes of m 2

my occurring within a specified
period of time, m is earthquake magnitude, and a and b are empirical

constants.

Epstein and Lomnitz (1966) found that equation (6) was consistent with a
singly truncated exponential distribution of earthquake magnitudes of the

form,

F(m|B, m) = P(M =m|pB, m)
=1 - exp[-B(m — m)] (7

where P(M ¢ mIB, ml) is the probability that an earthquake has a magnitude
less than or equal to m, given a specified value of the frequency parameter B
and a threshold magnitude my below which earthquakes may be neglected. The
magnitude frequency parameter is related to b in equation (6) through the

relationship B = b 1n 10.
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Consistent with the treatment of v, we may account for the uncertainty in

B through the evaluation of the Bayesian distribution,

F(m|m) =j F(m|B, m)f"(B) df (8)

0

where f"(B) represents the posterior probability density function of B,
updated from its prior distribution by incorporating observations on the
number and magnitude of earthquakes through Bayes' theorem. By assuming that
earthquakes are independent, exponentially distributed events and that the
variation in B may be represented by a gamma distribution, Campbell (1977) and
Cornell (1972) have shown that f"(B) may be represented by another gamma

distribution,

f"(B) = K"l ™ (9)

A\
where the normalizing constant K2 =" /r(n").

The parameters n" and m" represent updated Bayesian estimates of the number of

earthquake occum"encesJr

greater than the minimum value my and the sum of the
differences between their magnitudes and My, respectively, and are given by

the expressions,

,,”=n0+('—:i:> (10a)

B

m” = no(rﬁ — ml) +i,§ (1 Ob)
(Up)

T'_I_‘his estimate of the updated number of earthquake occurrences n" is based on
B', o,"' and Ngs and is independent of the updated number of occurrences n"
based on 3,0, and n,, If the coefficients of variation of the prior
estimates of B and v are identical, then n" = n" . The assumptions of

independence of the two seismicity parameters will be discussed in a later
section.
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where M is the mean magnitude of the historically observed earthquakes.
B' and o0,' represent the prior "best estimates" of the mean and standard

B
deviation of the frequency parameter B.

Equation (8) may now be evaluated by substituting for F(mIB, ml) and f"(B)
their equivalent expressions given by equations (7) and (9), respectively, and

integrating to obtain,

(o
F(m|m1)= m’+m-—-—m

(11)

0 m<m;.

Because the derivation of the above expression was based on an exponential
distribution of earthquake magnitudes and a gamma distribution for

B, F(m[ml) is referred to as a Bayesian exponential-gamma distribution.

When dealing with small probabilities of occurrence, a physical upper limit to
earthquake magnitude is required to realistically characterize earthquake
occurrences. To account for this finite limit, equation (11) must be
normalized such that F(m]ml) is equal to unity at the specified upper limit m,
rather than at infinity. The normalizing constant K required to do this may

be computed from the equality,

K[ F(m.|m) — F(m;|m)] = 1.

Recognizing that F(mllml) = 0 and substituting for F(mulml) its expression

given by equation (11), we obtain,

” 7”1
[ (m"+mu—ml) ] ' (12)
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Thus, the doubly truncated Bayesian exponential-gamma distribution of

earthquake magnitude becomes,

1 m,<m
~ m” "
Fm|m;, m,) = K':l—<——,,—*—) ] mEm=m, (13)
m'+m-—m
0 m < m,.

MODEL OF EXTREMES

In many earthquake engineering applications, the largest load to which a
structure will be subjected is cause for concern., The ability of many
structures and systems to function under the maximum demand, not simply
expected values, will, in many situations, determine their success or
failure. This is why earthquake engineers traditionally have been interested
in knowing the probability that the largest earthquake expected to occur
within some specified period of time, usually the economic lifetime of the

structure, will be exceeded.

The widespread acceptance of the extreme-value approach to estimating
earthquake occurrence probabilities can also be attributed to several
advantages associated with an extreme-value distribution (Lomnitz, 1974).
These advantages are: (1) a detailed knowledge of the probability
distribution of the process is not required, only the behavior of the
distribution in its upper tail; (2) the extreme values of a statistical
variable are better known, more homogeneous, and more accurately determined
than the mean event in a time sequence of data; and (3) it is simple to use

and understand, involving few assumptions.

To develop this concept mathematically, let us assume that the random variable
M is the largest magnitude earthquake in a sequence of n earthquakes

max
specified by magnitudes (random variables) My Moyevny M Then the

ne
probability that Mmax will be less than some specified magnitude m within a

period of t years may be represented by the expression,
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Fmax(mlt) = P(Mmax = mlt)
= P(no M;>m|t).

To develop this further, we may invoke a simple characteristic of a Poisson
process relating to random selection. Quoting Benjamin and Cornell (1970),
",..if a random variable Z is Poisson-distributed, then so too is the random
variable X, which is derived by (independently) selecting only with
probability p each of the incidents counted by Z..." Therefore, using the
notation of Benjamin and Cornell, if Z is Poisson-distributed with mean rate
of occurrence v, then a randomly selected subset X is also Poisson-distributed

with mean rate of occurrence pv.

In terms of the earthquake occurrence models used in this paper, the above
characteristic implies that earthquakes of magnitudes greater than m (where m
2 m1) may be represented by a Poisson process with mean rate of occurrence

vy = v[1 - F(m)], where F(m) is used generically to refer to either the singly
or doubly truncated exponential distribution of magnitudes. Thus, the
probability P(no Mi > m|t) appearing in the above equation may be replaced by
a Poisson distribution with mean rate of occurrence Vo resulting in the

expression,

Fmax(mlt)=P(N=O|l’m, t). (‘]).[a)

An alternate distribution for Fmax(m|t) was derived by Campbell (1977) and

Algermissen and Perkins (1976)TT based on the well-known result that, for
independent and identically distributed random variables, the maximum of a
sequence of fixed size n has a distribution equal to the distribution of the
variable raised to the power n, or in terms of our hypothetical earthquake

sequence, P(M < mlt) = F(m)®. Since the number of earthquakes in time t is

max
a Poisson-distributed random variable, then by the total probability theorem,

ttThe distribution of Algermissen and Perkins (1976) was derived for peak
acceleration, but the logic is identical to that described here for
magnitude.
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Frawx(m|t) = P(N=0|»t) + Z P(N =n|», t)F(m)". (14p)

By substituting equations (1) and (7) into either equation (14a), consistent
with the approach taken by Cornell (1968), or equation (14b), consistent with
the approach taken by Algermissen and Perkins (1976), the conventional

extreme-value distribution is obtained,

Fra(m|t) = exp{—vt exp[—-B(m — m)]}. (15)

—_—

The double exponential form of the above distribution is seen to be very
similar to the type 1 asymptotic extreme-value distribution of largest values
first proposed by Gumbel (1945) as a plotting equation and later developed as
a distribution (Gumbel, 1958). This explains the early success of Nordquist
(1945), Dick (1965), and Milne and Davenport (1965) in applying the type 1
extreme-value distribution to earthquake data. The common acceptance of
equation (15) in earthquake engineering practice began when Epstein and
Lomnitz (1966) found that the type 1 extreme-value distribution was consistent
with the common assumption of the Poisson occurrence of earthquakes and the
empirically established exponential distribution of magnitudes. Since then,
independent derivations, such as those resulting from equations (1l4a) and
(14b), have firmly established equation (15) and its varietal forms as the
convention in earthquake engineering practice in the United States (e.g.,
Cornell, 1971; Donovan, 1973; Lomnitz, 1974; Algermissen and Perkins, 1976;
Whitman, et al., 1977) as well as in other countries throughout the world
(e.g., IASPEI, 1981).

Since the greatest interest lies in the probability that the largest magnitude
will exceed some specified value m, probabilities are usually specified in

terms of an exceedance probability P(Mmax > mlt) given by,

P(Mmax>m‘t)=1—Fmax(m|t)- (16)
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In the following section, we will use the model of extremes, given by equation
(1h4a), to derive a Bayesian extreme-value distribution of earthquakes
consistent with the conventional distribution of equation (15). An alternate

and more complex derivation based on equation (14b) is given in the Appendix.

BAYESIAN EXTREME-VALUE DISTRIBUTION

The model of extremes represented by equation (t4a) may be used to derive a
Bayesian extreme-value distribution of earthquakes by substituting for P(N =
n|vm, t) and Vo Bayesian distributions of earthquake occurrences and
magnitudes. In order to proceed, we must first derive a Bayesian
representation of Vo in terms of updated Bayesian parameters n" and t" to use

in conjunction with equation (5).

From the known properties of a gamma distribution, the updated mean rate of

occurrence v" may be represented in terms of n" and t" by the relationship,
= (17)

Recognizing as before that earthquakes of M > m form a Poisson process with
mean rate of occurrence v, = v[1 - F(m)], then the "updated" mean rate of

occurrence of such events becomes,

vn" = "[1 - F(m)] (18)

where F(m) is a generic representation of both the singly and doubly truncated
Bayesian distributions of magnitudes. Substituting this expression into

equation (17) results in an expression for V" in terms of n" and t",

”

_, n ~
" = 2 [1 = F(m)]. (19)
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If we characterize the above expression as representing equation (17) with

parameters,

n."” =n" (20a)

(20b)

then the Bayesian representation of equation (14a) becomes,

Fra(m|t) = B(N=0|n,", t”, t). (21)

Upon substituting equations (5), (20a), and (20b) in the above expression, we

may then obtain the following expression for F (mlt) in terms of physically

max
meaningful and easily computed parameters,

tll n”
- (t” + e[l F'(m)]) ' (22)

This expression for the Bayesian extreme-value distribution of earthquakes may
be evaluated by replacing F(m) by either Bayesian exponential-gamma
distributions given by equations (11) or (13), recognizing that equation (22)
is only valid over the limits of magnitude appropriate for the distribution

used.

Note that the distribution Fmax(mlt) has a finite probability at the lower

magnitude threshold m, given by the expression,
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Fmax(mllt) = (“—t_) . (23)

At first glance, this property seems inconsistent with our assumptions
regarding earthquake occurrences (we might expect it to be equal to unity).
However, if we recognize that the extreme-value distribution represents the
probability that no earthquake above a specified magnitude occurs, then the
probability that no earthquake above the lower limit occurs is simply the

Poisson probability P(N = 0|n", t", t), exactly equal to the value of

-~

Fmax(mlt) at m = m,.

Two quantities of interest to earthquake engineers are the annual probability
of exceedance of the largest-magnitude earthquake and the return period, or
mean time between earthquakes of magnitudes exceeding m. From equation (22},

the annual probability of exceedance is simply,

PMpsx>m|t=1)=1— Fou(m|t=1)

t” n”
1~ Gri= ) @

Since the return period (Tm), as defined in the preceding paragraph, is the
reciprocal of the mean rate of occurrence of earthquakes having M > m, then

from equation (19),

n'[1 — Fm)] (25)

By comparing equations (24) and (25), we find that the return period is not
equal to the reciprocal of the annual probability of exceedance as is commonly

assumed. However, by expanding equation (24) as a binomial series, we find

" 6S7 0%



that equation (25) does represent the reciprocal of the first element of this
series. Therefore, we may consider return period to adequately represent the
reciprocal of the annual probability of exceedance for large values of t",

representing probabilities less than approximately 0.05.

A limited number of Bayesian extreme-value distributions have been presented
in the literature. Besides the model developed in this study, equations (22)
and (24), only three other Bayesian extreme-value distributions have been
proposed (Cornell, 1972; Campbell, 1977). The more recent Bayesian hazard
models proposed by Esteva and Bazan (1978), Mortgat and Shah (1979), and
Eguchi and Hasselman (1979) represent a probabilistic estimate of ground
motion without incorporating the model of extremes, and as such represent a

marked departure from the extreme-value models being considered here.

A comparison of equation (22) with the three Bayesian extreme-value
distributions proposed in the literature reveals some interesting results.

The model proposed by Cornell (1972) was found to give exceedance
probabilities substantially larger than the model presented in this paper for
the entire range of magnitudes considered. This results from simplifications
used in the development of his model. Of the two models proposed by Campbell
(1977), his distribution based on a numerical integration of the conventional
extreme-value distribution of earthquake occurrences was found to give results

very similar to equation (22).

A second model proposed by Campbell (1977) was derived by substituting updated
Bayesian estimates of the seismicity parameters into the conventional extreme-
value distribution of earthquake occurrences (e.g., Epstein and Lomnitz, 1966;
Lomnitz, 1974). This model is appealing because of the extensive use of the
conventional extreme-value distribution in seismic hazard analyses. It
differs from the Bayesian distribution only in the use of conventional rather
than Bayesian Poisson and exponential distributions to model the occurrence of
earthquakes. Therefore, it lacks the first feature inherent in the currently
proposed Bayesian distribution--the incorporation of statistical uncertainty
in the seismicity parameters. Because of the similarity between the two

models, the distribution proposed by Campbell (1977) is presented here and
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compared to the currently proposed distribution in the application presented

later in this paper. It is represented by the expression,

P(Mpax > m|t) =1 — exp{—7"t[{1 — F(m)]} (26)

where the magnitude distribution F(m) is represented by the doubly truncated
exponential distribution (Cornell and Vanmarcke, 1969) with parameter 8",

where for my <m g m,,

F(m) = K{1 — exp[-8"(m —m))]} (27a)

K= {1- exp[-B"(m, — m)]} " (27b)

EFFECT OF HISTORICAL EARTHQUAKE DATA

One of the significant features of the Bayesian analysis described in this
paper is the ability to combine prior information with historical observations
of earthquake occurrences to form a "posterior" or "updated" estimate of the
seismicity parameters v and B. Since the posterior distribution for both
seismicity parameters was found to be of the gamma type, it can easily be
shown that the updated estimates of the mean and coefficient of variation
(i.e., the standard deviation divided by the mean) of v and B are given by the

relationships,

—//_n”, v o_ 1

=7 V= (28a)
"n_n_”_. y 1
ﬁ —m”’ V/{ - ,nn (28b)

where v" and B" represent the means, and Vv" and VB" the coefficients of

variation of the mean rate of occurrence and magnitude frequency parameter,
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respectively, and n", t", n", and m" are parameters of the posterior gamma

distributions of v and 8.

By replacing the updated gamma parameters in equation (28a) with their
equivalent expressions given in equations (4a) and (4b), we may then obtain
expressions for v" and Vv" in terms of their prior estimates and information

on the historical occurrence of earthquakes, thus

o

_ (7 + nola,)?

T+ o)) (29a)
V.7 =.__‘/i,___ (29b)
T VT (V)

The above relationships clearly show the effect of historical earthquake
occurrences on the updating process. For instance, as the number and
observation period of earthquakes become relatively large, or as the
uncertainty in the prior estimate becomes relatively large, the updated
estimates are essentially controlled by the historical data, such that
V"+ngs/t, and Vv"+JT7§;. In contrast, as the number and observation period
of earthquakes become relatively small, or as the uncertainty in the prior
estimate becomes relatively small, the updated estimates are essentially
controlled by the prior estimates V' and V,,' . These effects are graphically
demonstrated in Figure 1, where the effect of the number of historical
earthquakes is shown for a fixed observation period of 44 yr and prior values
of the coefficient of variation ranging from 0.25 to 2.0, and in Figure 2,
where the effect of the time period of observation is shown for a fixed prior
coefficient of variation of 1.0 and historically observed mean rate of

occurrences ranging from 0 to 0.4 events/yr.

Substituting for the updated gamma parameters in equation (28b) their
equivalent expressions in equations (10a) and (10b), relationships between
updated estimates for the mean and coefficient of variation of B as a function

of the prior estimates and historical data are obtained, thus
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5 (B') + nolog)*

” = — 0
Pt - o 302
V/
Vi = B )
B —Ij:;&;agg (30D)

From the above expressions we find that, as the number of historical
earthquakes becomes relatively large or as the uncertainty in the prior
estimate of B becomes relatively large, the updated estimates are controlled
by the historical data, such that B"»1/(f - my) and VB"»/T75;. When the

converse is true, then the updated esimates approach B' and V the prior

s
estimates of the parameters. These effects are graphically dzmonstrated in
Figure 3, where the effects of the number of historical earthquakes are shown
for fixed prior estimates of 2.0 and 0.25 for the mean and coefficient of
variation of B8, respectively, and for values of m - m, ranging from 0 to

3.0. The prior estimates were fixed at values suggested by Campbell (1977) as

being representative of seismically active regions.

From the above analyses, we find that the effect of the historical record on
updating the prior estimates of the seismicity parameters is a complex
interaction between their prior estimates and associated uncertainties, and
the number and observation period of the historical events. In general, the
more complete the historical record and the smaller the prior estimates, or
the greater the uncertainty in the prior estimates, the greater is the
modification of the prior estimates during updating. Although the updating
feature allows for great flexibility in the use of prior information, it
should be noted that results can be easily biased by poor judgment or
inaccurate data. Therefore, we strongly recommend that if such analyses are
to be carried out that both the prior estimates of the parameters and the

historical data be carefully evaluated by experienced professionals.

SEISMOTECTONIC ESTIMATE OF SEISMICITY

An important feature of the Bayesian distribution proposed in this study is

its ability to combine prior estimates of seismicity with historical
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earthquake occurrences in computing seismic hazards. Statistical estimates of
seismicity become unreliable when there are very few historical data on which
to base them. Therefore, it is important that a consistent and physical basis
for estimating these parameters be used if one is to reliably estimate the

hazard associated with individual faults or small seismogenic zones.

Esteva (1966, 1976) has suggested that statistical estimates of seismicity
from large, geotectonically similar regions be used as prior estimates of

v and B for the region of interest. For instance, for the Pacific Coast he
has recommended that the seismicity of the Circumpacific Belt, normalized to
the area of interest, be used to establish %' and B' and their
uncertainties. Lomnitz (1969) used the long historical record of great
earthquakes in Chile to establish a prior estimate for the mean rate of

occurrence for these rare events.

Where there exists a clear relationship between geotectonics and earthquake
occurrences, the inferred history of deformation would seem to be the best
means of establishing the potential for future activity (Allen, 1975; Esteva,
1976). For faults, this deformation is usually given in terms of slip rate,
defined as mean relative displacement per year. Regional deformation is
usually given in terms of strain rate. These rates of deformation may be
established from geologic, geodetic, Seismicity, and plate tectonic
information (Brune, 1968; Wallace, 1970; Davies and Brune, 1971; Matsuda,
1975; Savage and Prescott, 1976; Smith, 1976; Campbell, 1977; Anderson, 1979;
Molnar, 1979; Shedlock et al., 1980). This information is collectively

referred to as seismotectonic data in the discussion that follows.

Prior estimate of v. The first attempt at estimating the mean rate of

occurrence of earthquakes from slip rate was made by Wallace (1970). His
approach assumed that all of the displacement on a fault was relieved by the
occurrence of earthquakes of similar magnitudes. However, if earthquakes of
various sizes are expected to occur, then Wallace's estimates are only valid
for magnitudes very near the upper bound for the fault (Campbell, 1978). This

limitation may be overcome if all events are included in the estimation of v.
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Using standard seismological relationships among seismic moment, slip rate,
earthquake occurrence rate, and magnitude, Smith (1976), Campbell (1977,
1978), Anderson (1979), Molnar (1979), Eguchi and Hasselman (1979), and
Shedlock et al. (1980) have all developed expressions relating seismicity to
seismotectonic data. Each has assumed earthquake magnitudes to be
exponentially distributed, thereby generalizing the procedure proposed by
Wallace (1970).

The relationship developed by Shedlock et al. (1980) is used in this study to
estimate a prior value for the mean rate of occurrence of earthquakes because
their use of a doubly truncated exponential distribution to model the relative
frequency of earthquake magnitudes is consistent with that used in the
development of the Bayesian extreme-value distribution. In terms of the
notation used in this paper, their expression for the mean rate of occurrence

of earthquakes having magnitudes greater than m_ is given by the relationship,

o

=—_“A°i§"25," %) [Mo(m,)107% "m0 — Mo(mo)]™ (31)
0

o

where u is shear modulus, A_ is the total area of the fault plane, S is slip

rate (tectonic rate minus c:eep rate), M (m ) is the seismic moment of the
upper bound magnitude, and Mo(mo) is the seismic moment of my. The parameter
b' represents the prior estimate of b and is related to the prior estimate
of B by the expression b' = B' logjge. The truncation factor K  is given by
equation (27b), substituting B' in place of B" and m, in place of m;. The

magnitude m_. represents a physical lower limit below which earthquakes either

o]
are not expected to occur or do not contribute to the observed slip on the
fault, and is not to be confused with my, the arbitrary lower threshold of
magnitude used to quantify seismicity (note that my < ml). Seismic moment and

the parameter ¢, are defined from the expression,

2

logioMo(m) = ¢1 + com. (32)
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In order to estimate V', the mean rate of occurrence of earthquakes greater

than my, we must evaluate the expression,

v = 5[l — F(m)] (33)

which, based on the doubly truncated distribution of magnitudes used to

establish DO', becomes,

7 = p5(1 — Ko {1 — exp[—8 (m: — mo)1}). (34)

If there exists no physical basis to support a lower bound for magnitude on a
fault (i.e., mo<<o) or if m >>m,, then equation (34) can be simplified

considerably, resulting in the relationship,

L, AS -b

T My(m,) &

105 0muma), (35)

This expression for V' is equivalent to that originally developed by the
author (Campbell, 1977, 1978) and consistent with the expressions for seismic

moment release rate developed by Anderson (1979) and Molnar (1979).

Prior estimate of B. The magnitude distribution parameter B (or b) is

proportional to the inverse of the mean magnitude of a sequence of events.
This makes its estimation from geological data alone very difficult.
Microfracturing studies of rock in the laboratory and observations of
earthquake sequences have led several investigators to suggest a possible
relationship between b and seismotectonic data (e.g., Scholz, 1968; Wyss,
1973).

Until a more thorough understanding of the relationship between B and

seismotectonic data becomes available, it will be necessary to estimate this
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parameter from actual earthquake sequences (Esteva, 1969, 1976; Newmark and
Rosenblueth, 1971). Microearthquakes, mainshocks, aftershocks, and earthquake
swarms occurring within the region of interest or within geotectonically

similar regions may give statistically significant estimates of B'.

APPLICATION TO THE SAN JACINTO FAULT ZONE

The Bayesian procedures presented earlier in this paper have been used to
estimate the seismic hazard associated with the San Jacinto fault zone of
southern California (Figure 4). Equations (24) and (26) were used to compute
the seismic hazard, where for purposes of comparison, the hazard is given in
terms of the annual probability of exceedance (t = 1 yr). Before proceeding,
it is appropriate to have a general discussion on the development of the
seismotectonic data required to estimate V' and B' for faults in southern

California.

Estimation of V' and B'. Equations (31) and (34) indicate that the prior

estimate of the mean rate of occurrence requires estimates of several
seismotectonic parameters: slip rate S, total area of the fault Ao, shear
modulus p, seismic moments Mo(mu) and Mo(mo), b', and the magnitude limits My,
my, and m,. The following discussion indicates how these parameters may be

established in general for southern California faults.

The average shear modulus for southern California basement rock is commonly
reported to be equal to 3 x 1011 dyne/cmz. However, if direct measurements
are available for a specific fault or region of interest, they should be used
in lieu of this value. The total fault area is simply taken as the length
times the width of the fault plane, where the length is estimated from
published fault maps of the region (e.g., Jennings, 1975) or inferred from
seismicity trends. The width, measured along the dip of the fault plane, may

be computed from the relationship,

Wo = (36)

sin «
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where a is the average dip of the fault plane as measured from the horizontal
plane and H is the thickness of the seismogenic zone. For southern
California, H is estimated to be about 15 km (Hileman et al., 1973; Eguchi et
al., 1979).

The lower bound magnitude my is normally selected to include only those
earthquakes of specific interest. If only those earthquakes that pose a
serious threat to structures are of interest, this magnitude is approximately
5.0 M, (Richter, 1958). This limit may have to be adjusted to accommodate the
available record of earthquake occurrences for the fault; but in no case may
it be less than mg. The upper bound magnitudes for faults of the region may
be taken from Greensfelder (1974), from Anderson (1979), or from available
fault length-magnitude relationships (e.g., Bonilla and Buchanan, 1970;

Slemmons, 1977, 1982). The physical lower bound magnitude m_ must be

o]
evaluated on an individual basis for each fault by evaluating its seismogenic
characteristics. Faults that tend to lock will release most of their
accumulated slip as a series of large earthquakes, requiring a relatively

large value for m Fault zones that release their slip as it accumulates in

o*
a continuous series of events will require relatively small values of m,

(which for most cases may be neglected).

Slip-rate data are generally available for major faults in the region
(Anderson, 1979). These rates are primarily established from offsets of
geological formations or geomorphic features along the faults. However, other
information such as scarp erosional characteristics, tree ring analysis, dated
organic material, and fossils can be used to establish these rates (Wallace,
1977). Slip rates may also be determined from reliable geodetic measurements
when available., Such measurements are valuable since they may indicate that
the strain accumulation rate on the fault is substantially different at
present than indicated by long-term geologic offsets. For minor faults of the
region, it is currently necessary to infer a slip rate from faults having
similar tectonic and deformational characteristics, keeping in mind that the
total slip rate along a section of crust perpendicular to the plate boundary

is limited to about 5.5 cm/yr from plate tectonic data (Minster et al., 1974).
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A relationship between seismic moment and magnitude is required to establish

Mo(mu)’ Mo(mo) and the coefficient ¢, of equation (32). Although it has been

suggested that such a relationship fir southern California may be regionally
dependent, a single relationship for all of southern California is considered
appropriate for the purposes of this study. Data taken from Wyss and Brune
(1968), Hanks and Wyss (1972), Thatcher (1972), Wyss and Hanks (1972),
Thatcher and Hanks (1973), and Hanks et al. (1975) were used to establish this
relationship for earthquakes of M; = 2.0 to 6.8 and Mg = 6.7 to 8.3. A least-

squares fit to the 176 data points resulted in the expression,

logioMo(m) = 16.2 + 1.43m (37)

where Mo(m) is seismic moment in dyne-cm and m represents either M (for
m < 6.8) or Mg (for m 2 6.8). The standard error of estimate for logmMO was

found to be 0.41. From this analysis, the coefficient ¢, of equation (32) was

found to be 1.43 with a standard error of estimate of 0.53. The use of Mg to
characterize earthquakes of magnitudes greater than 6.8 avoids the problems
associated with the saturation of the M, scale at ML = 7, increasing the
validity of equation (37) to include the largest magnitudes expected to occur

in southern California.

Esteva (1969, 1976) has suggested that earthquakes occurring within the
Circumpacific Belt may be used to establish prior estimates of B and its
uncertainty for regions such as southern California. His suggested values for
E' and V' are 2.16 and 0.32, respectively. Campbell (1977) suggested values

B

of B' = 2.05, V_' = 0.12 for subregions within southern California and B' =

B

1.90, VB' = 0.21 for regions within the Western United States, based on
published recurrence relationships. Ideally in the future, it may become

feasible to estimate B' for individual faults based on geologic information.

A prior seismotectonic estimate of the mean rate of earthquake occurrence
(9') for faults in southern California may be taken from equations (34) or
(35) of this study or from similar expressions offered by Anderson (1979),
Molnar (1979), Eguchi and Hasselman (1979), and Shedlock et al. (1980). The
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coefficient of variation Vv' should be chosen with great care to avoid
arbitrarily biasing the results in favor of either the prior estimates or the
historical data. In general, this uncertainty can be quite large. For
example, Campbell (1977) conservatively estimated Vv' to be 2.7 for faults in
southern California, where Vv' was estimated from an expression similar to
equation (35). Esteva (1969, 1976) found similarly large values from a
statistical analysis of earthquakes within the Circumpacific Belt. For the
purposes of this paper, several values of Vv' were used in the analysis of
seismic hazard. In this way, some insight into the sensitivity of the

analysis to this parameter may be gained.

San Jacinto Fault Zone. The San Jacinto fault zone represents a system of

faults extending some 300 km from Cajon Pass to El Centro, California (Figure
4). The various branches included in this zone are the Casa Loma, Hot
Springs, Buck Ridge, Clark, Coyote Creek, and San Jacinto faults. The
Imperial fault, source of the 1940 El Centro and 1979 Imperial Valley
earthquakes, lies just to the south of this zone and is not included as part
of the system for the purposes of this study. The San Jacinto fault zone has
been one of the most active fault systems in southern California. The record
of main shocks from 1932 through 1971 listed in Table 1 reveals 13 events of
magnitudes 5.0 ML or greater that can be directly attributed to the zone
(Lamar et al., 1973; Hileman et al., 1973). Aftershocks are excluded from
this list, since their relatively large numbers would give substantial weight
to the historical data during updating, when such a sequence actually reflects
only a single event in time and contributes little to the total amount of slip
on the fault.

The seismotectonic data used to compute a prior estimate of the mean rate of
occurrence for this zone were established in accordance with the procedures
outlined in the previous section and appear in Table 2. Several entries of a
fault-specific nature require further explanation. The slip rate of 2.0 cm/yr
was taken from Anderson (1979) and is consistent Qith both recent geodetic
measurements (Savage and Prescott, 1976) and the upper limit established for
slip rate from the offset of Quaternary deposits (Sharp, 1967). The value of

0.3 cm/yr determined by Lamar et al. (1973) for this fault zone was based on

100 v/ ('/w §



TABLE 1
HISTORICAL SEISMICITY ASSOCIATED WITH THE SAN JACINTO FAULT
ZoNE, CAJON Pass To EL CENTRO, CALIFORNIA (MAIN SHOCKS OF
M; = 5.0 FroM 1932 TO 1972)

Event Date (UTC) Latitude (North) Longitude (West) ~ Magnitude
1 25 Mar. 1937 33° 24.5 116° 15.7 6.0
2 4 June 1940 33° 0.0 116° 26.0° 5.1
3 21 Oct. 1942 32° 58.0 116° 0.0 6.5
4 15 Aug. 1945 33° 13.0° 116° 8.0 5.7
5 8 Jan. 1946 33° 0.0 115° 50.0 54
6 24 Jan. 1951 32° 59.0° 115° 44.0/ 5.6
7 14 June 1953 32° 57.0 115° 43.0° 5.5
8 19 Mar. 1954 33° 17.0° 116° 11.0 6.2
9 26 May 1957 33° 13.9 116° 0.3’ 5.0

10 23 Sept. 1963 33° 42.6¢ 116° 55.5" 5.0

11 2 Sept. 1968 33° 11.4 116° 7.7 6.4

12 28 Apr. 1969 33° 20.6’ 116° 20.8’ 58

13 12 Sept. 1970 34° 16.2 117° 32.4 5.4
TABLE 2

SEISMOTECTONIC AND HisTORICAL DATA USED IN THE
BAYESIAN ESTIMATE OF SEISMICITY FOR THE SAN
JacinTo FAULT ZONE

Parameter Description Symbol Units Value
Slip rate S cm/yr 2.0
Shear modulus m dyne/cm? 3 x 10"
Fault dimensions L, km 300

Wo km 15
Magnitude limits mo M. <0
m; M, 5.0
m, My 7.5
Historical seismicity ng — 13
to yr 40
m; M. 5.0
m M. 5.66
TABLE 3
BAYESIAN ESTIMATES OF SEISMICITY FOR THE SAN JAciNTOo FAULT
ZONE

Prior (seismotectonic) Historical Estimates Posterior (updated) Estimates

Estimates
v B Vi, Vs 7 B 7 8 Vi,V
3.087 200 O 0325 151 3087 200 O

3.087 200 0.10 0.325 1.51 1.561 1.93 0.094
3.087 200 025 0.325 161 0.642 1.75 0.186
3.087 2.00 1.00 0.325 1.51 0.347 1.54 0.267
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the maximum estimate of the age associated with the Quaternary deposits

described by Sharp (1967) and probably represents a lower limit for slip rate.

The upper bound magnitude of 7.5 Mg for the fault zone was taken from
Greensfelder (1974) and Anderson (1979). Consideration of discussions by
Esteva (1969, 1976) and Campbell (1977) led us to select a value of 2.0 for

B', while values of V_ ' were selected to be equal to those chosen for the mean

B
rate of occurrence. The selected value for B' is similar to the value of 1.8
determined empirically by Eguchi and Campbell (1977) for earthquakes of

M, 2 4.0 which occurred from 1932 through 1975 within a narrow zone centered

on the fault.

The results of the updating process on the estimation of the seismicity
parameters are summarized in Table 3. The prior estimate of v was computed
using equation (35). The historical estimates were computed from events in

Table 1 using the maximum likelihood expressions,

(38a)

(38b)

Posterior (updated) estimates of the seismicity parameters were established
from equations (29a) and (30a) for prior coefficients of variation of 0, 0.1,
0.25, and 1.0. Posterior estimates of the coefficient of variation were

computed from equations (29b) and (30b).

Table 3 indicates that the prior estimates of seismicity have been modified
substantially during updating, reflecting the relatively large number of

historical earthquakes. 1In fact, for Vv' =V ' = 1,0, the posterior estimates

8
of the seismicity parameters are very nearly equal to the historical
estimates, and their coefficients of variation have been reduced by 73 percent

to a value of 0.267.
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Annual probabilities of exceedance based on the Bayesian distribution,

equation (24), are plotted in Figure 5 for values of Vv' and V_' equal to 0.1,

0.25, and 1.0. Also plotted as the line labeled Vv' = Vg' = Osin this figure
is the annual probability of exceedance based on equation (26). The two
equations were found to give identical values of probability when Vv' and VB'
were set to equal 0.01 in equations (4a) to (4b) and (10a) to (10b). If
smaller coefficients of variation are used, unreliable estimates of
probability may be obtained, due to numerical complexities of equation (24).
Figure 5 indicates that relatively small amounts of uncertainty can result in
relatively large variations in computed probability or magnitude. Differences
in computed magnitude greater than 0.1 and differences in computed probability
greater than 20 percent are found to result from prior coefficients of

variation exceeding values as little as 0.05.

To further explore these variations, recall that uncertainty enters the
computation of seismic hazard twice, once as uncertainty in the prior
estimates of v and B during the updating process of seismicity, and once as
uncertainty in the posterior (updated) estimates of v and B in the development
of the Bayesian Poisson-gamma and Bayesian exponential-gamma distributions of
earthquake occurrences. What we would like to know is how each type of

uncertainty contributes to the variation in hazard we see in Figure 5.

To study this, we have computed the hazard separately using the
seismotectonic, historical, and updated estimates of seismicity given in

Table 3. For this purpose, we found it convenient to represent the hazard in
terms of magnitude rather than probability. Differences in magnitude are more
easily interpreted in terms of their impact on engineering design criteria.

The expression used to estimate magnitude is given by

3 , 1 —(1/m")
m,,=m1—m’[1— (1—F{l—t”[(l—p)'“/"”)— 1]}) } (39)

where ﬁp is the magnitude associated with p, a specified value of the annual

probability of exceedance P(M > m|t = 1). The expression is derived

max
directly from equations (4), (10), (12), (13), (24), and (28).
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TABLE 4

MAGNITUDE ESTIMATES FOR SELECTED RETURN-
PERIOD EARTHQUAKES ASSOCIATED WITH THE SAN
JACINTO FAULT ZONE

Seismicity Estimate

Return Pe- Annual Prob-
riod (y1) ability of Ex- V., Vi Seismo- ] )
ceedance . Historical Updated
tectonic
10 0.095 0 6.62 5.76 6.62
0.1 6.64 5.76 6.38
0.25 6.71 5.76 6.04
1.0 7.06 5.76 5.79
50 0.020 0 7.16 6.68 7.16
0.1 7.18 6.68 7.02
0.25 7.24 6.68 6.83
1.0 7.40 6.68 6.71
100 0.010 0 7.30 6.98 7.31
0.1 7.31 6.98 7.21
0.25 7.35 6.98 7.08
1.0 7.45 6.98 7.01
500 0.002 0 7.45 7.36 7.45
0.1 7.46 7.36 7.42
0.25 7.47 7.36 7.38
1.0 7.49 7.36 7.37
1000 0.001 0 7.48 7.43 7.48

0.1 7.48 7.43 7.46
0.25 7.48 7.43 7.44
1.0 7.50 7.43 743

104 787 W%



It is also convenient to relate the annual probability of exceedance to return
period, the average time between exceedances. To do this, we combine equation
(24) with equation (25) to derive the following expression between return

period, Tm in years, and probability of exceedance, p

Tw={n"[(1 —p)~ V") —1]}7L (40)

For small probabilities, where p < 0.05, return period is closely approximated
by the reciprocal of p, consistent with previous observations based on

conventional distributions of earthquake occurrences.

The results of the study appear in Table 4, where magnitudes associated with
return periods ranging from 10 to 1000 yr (annual exceedance probabilities
ranging from 0.001 to 0.095) are given for seismotectonic, historical, and
updated estimates of seismicity. Magnitudes computed from the seismotectonic
estimate of seismicity assumed n, = t, = 0 in equations (4a) to (4b) and (10a)
to (10b), so that n" and t" would reflect only the prior estimates of the

seismicity parameters and their uncertainties. On the other hand, those

computed from the historical estimate of seismicity used 9' = B' = 0 in these
same equations so that n" = n, and PALES t,. Note that in this latter case,
LA P 1//33 making uncertainty dependent only on the number of

historical earthquake occurrences. Also note that the estimates of magnitude
appearing in Table Y4 are given to two decimal places only as a means of
comparison and are not intended to imply this level of accuracy in the
estimates. They represent M; for magnitudes less than about 6.8 and Mg for

events of larger magnitude.

The seismotectonic estimates of magnitude in Table 4 may be used to isolate
the effects of the second type of uncertainty discussed above. Since no
updating of the seismicity parameters was allowed in these computations, the
observed variation in ﬁp reflects only that uncertainty inherent in the
Bayesian distributions of earthquake occurrences. Further inspection
indicates that the variation in mp is dependent on return period, increasing

with decreasing Tm' If we use variations in magnitude greater than about 0.1
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to indicate significant differences in mp, then this second type of
uncertainty is found to be negligible for coefficients of variation of about

0.25 or 1less.

The updated estimates of ﬁp are found to range between their seismotectonic
estimates for Vv' = VB' = 0 and their historical estimates for Vv' = VB' = 1.0.
Although the updated estimates contain both types of uncertainty, the effects
of these uncertainties are easily isolated by recognizing from Table 3 that
the largest coefficient of variation assocated with the updated estimates of
the seismicity parameters is only 0.267. 1In light of the above discussion, we
may then conclude that the variation in the Bayesian estimate of mp results
almost exclusively from the variation in the updated estimate of seismicity
observed in Table 3. We may also conclude from this and observations
concerning the seismotectonic estimates of ﬁp that equations (24) and (26) may

be used interchangeably provided Vv" = VB" < 0.25,

Because of the significance of Vv' and VB' in the Bayesian estimation of
seismic hazard, the selection of these parameters should be done with as much
care as the selection of V' and B'. It is not immediately apparent, although,
what considerations should go into such a selection. Although a detailed
discussion is beyond the scope of this study, some insight is provided by
Algermissen et al. (1982). They found from Monte Carlo simulations of
earthquake occurrences that at least 40 earthquakes were required before one
obtained statistically stable estimates of seismicity. This would suggest
that values of Vv' and VB' substantially less than 170 (for which the
historical earthquake occurrences control the hazard) are appropriate for the
San Jacinto fault zone. Campbell (1977) adds further support for values less
than unity by observing that variations in earthquake recurrence relations
throughout southern California and the Western United States are consistent

with coefficients of variation for B ranging from 0.12 to 0.21.

Based on these simple arguments, we suggest that values of Vv' = VB' = 0.1 to
0.25 be used as a basis for selecting appropriate values of mp or annual
probabilities of exceedance for the San Jacinto fault zone. Values of mp S0
selected are found to lie approximately halfway between seismotectonic and

historical estimates of i, and are represented by magnitudes of 6.2, 6.9,
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7.1, 7.4, and 7.5 for return periods of 10, 50, 100, 500, and 1000 yr,
respectively. By comparison, the seismotectonic and historical estimates of

magnitude for the 100-yr earthquake are 7.0 and 7.3, respectively.

The results presented in the preceding paragraph point out the significance of
upper bound magnitude on the computation of seismic hazard for active fault
zones such as the San Jacinto. If a value of m, of 7.0 Mg, a value closer to
the historical upper bound for the fault zone, was to be used in the analysis,
the estimates of ﬁp for return periods of 50 to 1000 yr would be considerably
smaller than those presented in Table 4., This is confirmed in Table 5, where
values of mp, based on an upper bound magnitude of 7.0, are compared to

similar estimates of ﬁp based on m, = 7.5.

While no difference in mp is observed for a return period of 10 yr, the 100-yr
magnitude is found to decrease to a value of 6.8. Since the 1000-yr events
reflect the upper bound for the fault zone, their differences are directly

related to the assumed differences in m,.
DISCUSSION

Throughout this paper, we have assumed the two seismicity parameters v and 8
to be independent of one another for mathematical convenience. However, if
we assume that the long-term rate of energy release for a specific fault or
region is relatively constant, then these two parameters would be expected to
be positively correlated. Small values of B would require relatively small
numbers of earthquakes to maintain the same rate of energy release as would
large values of B and relatively large numbers of earthquakes. The
independent updating of these parameters proposed in this study contradicts
this mechanism, which requires these parameters to be jointly distributed in a
rigorous mathematical analysis. On the other hand, the historical earthquake
data may be indicative of a rate of energy release that is different than that
assumed "a priori," not requiring updated values of v and B to maintain the
prior rate of energy release. Considering the possible errors involved in
assuming earthquakes to be independent random events, we feel the assumption

of independence of the seismicity parameters is not a significant limitation
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TABLE 5
THE EFrFEcT oF UPPER BOUND MAGNITUDE ON
ESTIMATES OF SEISMIC HAZARD FOR THE SAN JACINTO
FauLt ZonE (V) = V3 = 0.1 — 0.25)

Return Period Updated Estimate of Magnitude

¥ m, =170 M, =175
10 6.2 6.2
50 6.7 6.9
100 6.8 7.1
500 7.0 74
1,000 7.0 7.5
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in the present analysis. The effect of this assumption may be minimized by
taking Vv' = VB' in the analysis if possible.

Although consistent with common practice, the assumption that earthquakes may
be represented as a Poisson pﬁocess with an exponential distribution of
magnitudes represents a possible weakness in both the conventional and
Bayesian extreme-value distributions. These models do not account for
earthquake clustering or cyclic strain build-up and release mechanisms that
have been observed or hypothesized for specific regions and faults. However,
the problem is currently a topic of research, and its incorporation in the
assessment of earthquake hazards will represent the next major step in the

evolution of the extreme-value distribution of earthquake occurrences.

The Bayesian extreme-value distribution of earthquakes presented in this paper
represents a major step toward the ability to use information from geologists,
seismologists, and geophysicists, relating to the seismic potential of various
faults or regions, together with historical seismicity, in assessing the
hazards associated with earthquake occurrences. Based on the familiar Poisson
and exponential models of earthquake occurrencé and size, the Bayesian
extreme-value distribution has the same strengths as the widely accepted
conventional extreme-value distribution. However, through the application of
Bayesian probability theory, the new distribution gains two features that make

it even more powerful than the conventional model.

The first feature is its ability to incorporate uncertainty in the estimate of
seismicity in addition to the inherent or physical uncertainty associated with
the random nature of earthquake occurrences modeled by the Poisson and
exponential distributions. Unlike the probabilistic uncertainty associated
with the model, the statistical uncertainty in seismicity estimates becomes
smaller as more observations of the process become available to provide more
reliable estimates of the parameters. The second feature of the Bayesian
model, which is closely related to the first, is its ability to rigorously
combine prior information on earthquake occurrence with historical
observations. The prior information can be nonstatistical in nature, such as
that derived from expert opinion (e.g., Eguchi et al., 1979, TERA Corporation,
1980), from geological investigatiohs (e.g., Wallace 1970; Lamar et al., 1973;
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Sieh, 1977), or from seismotectonic data (e.g., Campbell, 1977, 1978;
Anderson, 1979; Molnar, 1979), or it can be derived statistically from a
similar seismotectonic region or fault (e.g., Newmark and Rosenblueth, 1971;
Esteva, 1979) or from an ancient catalog of felt earthquakes (e.g., Lomnitz,
1969). This updating feature makes the model dynamic, since as new
observations become available, they may be used to further update the

estimates of seismicity, thereby updating the extreme-value distribution.

The analyses presented in this paper demonstrate the importance of uncertainty
in the Bayesian estimate of seismicity and subsequently in the estimate of
seismic hazard. Modest amounts of uncertainty in the prior estimate of
seismicity can produce substantial variations in computed probabilities and
magnitudes. For example, the Bayesian analysis of seismic hazard for the San
Jacinto fault zone of southern California indicated that differences in
computed magnitude exceeding 0.1 and variations in computed probabilities
exceeding 20 percent result from coefficients of variation associated with

prior estimates of seismicity as small as 0.05.

Although these large differences admittedly result from the rather large
differences in seismicity associated with the prior seismotectonic and
historical estimates of v and B8, it does point out the need for reliable data
on which to base these estimates. 1In particular, careful selection of the
prior value of uncertainty is necessary in order that proper weight may be

given to the prior (seismotectonic) estimate of seismicity.

It would appear from the present study that prior estimates of the
coefficients of variation should be restricted to relatively small values
(say, values less than about 0.25), if one is to control the amount of
updating that can result from iimited historical data. Actual values should
be chosen on a case-by-case basis taking into consideration the reliability of
the seismotectonic data used to estimate seismicity and the quality of the

historical data.
From sensitivity analyses used to compare the Bayesian distribution developed

in this study with others that have been proposed, we have found: (1) the

Bayesian distribution proposed by Cornell (1972) tends to overestimate
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probabilities of exceedance and associated magnitudes; (2) Campbell's (1977)
generalization of the distribution proposed by Cornell, which requires
numerical integration, gives results consistent with the currently proposed
distribution; and (3) the conventional extreme-value distribution proposed by
Epstein and Lomnitz (1966) and Cornell (1968), incorporating updated Bayesian
estimates of the seismicity parameters, is identical to the currently proposed
distribution for updated coefficients of variation of seismicity equal to
0.01, with negligible differences between the two distributions for updated

céefficients of variation of 0.25 or less.
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APPENDIX

An alternate derivation of the Bayesian extreme-value distribution of earthquakes
[equation (22)] may be developed based on the model of extremes represented by
equation (14b) by substituting for P(N = n|», t) and F (m) their Bayesian distri-
bution counterparts giving,

Fralm|t)y=P(N=0|n",t",t)+ ¥ P(N=n|n", t",t) Fim)".  (Al)
n=1

The above expression may be evaluated by replacing P(N = O |n”, t”, t) and P(N
=n|n", t”, t) with their respective Bayesian Poisson-gamma relationships given in
equation (5) and simplifying, such that

7 " \" a2 Tm+n)( v \"( t \"4
Fmax t) ={—— + .,
10 (t + t”) nz;l n'T’(n”) (t + t/f) (t T t”) F(m)

=( ¢ ) [1+ 1 %I‘(n+n”)(tF(m)) ] (42)

t+t” I'(n"). 2 n! \t+¢t"

Recognizing that a property of the gamma function is that I'(a + 1) = al'(a), the
gamma function appearing within the summation may be expressed by the series,

FTn+n")=n"+n-1)n"+n-2)...n"T"(n")
n—1
=T(n") [] (n” +i).

i=0

Replacing I'(n + n”) in equation (A2) by the above expression and simplifying,

n—1

o I +i , ~ n
N B t" ®iZo tF(m)
Fh““"'”'"(t+t”) [1+ﬂ§1 n! (t+t”) }'

Further, recognizing that the term in brackets represents a binomial expansion of
the form (1 — x)™’, then

Fmax(mlt) = (‘—t_,,> (1 - tF'—(rn,,)')
t+t t+t
_( ¢ )”( t+ 1" )”
t+t") \t" +t[1 - F(m)]

= ( _ ) . (A3)
t" + t[1 — F(m)]

Although this derivation is more complicated than that based on equation (14a), we
find that the resulting distribution is identical, thereby serving as an independent
verification of equation (22).
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MODELS OF SEISMICITY AND USE OF HISTORICAL DATA IN

EARTHQUAKE HAZARD ANALYSIS

by

Daniele Veneziano and Jozef Van Dyck
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

INTRODUCTION

A frequent use of historical earthquake data in seismic hazard analysis
is to estimate parameters of recurrence models; for example, the parameters

aj and b; of a.-b.m

ii

A.(m) = 10 (1)

i
where Aj(m) is the rate of events with magnitude larger than m and epicenter
in the ith "seismogenic province". The same data, appropriately "attenuated,"
can be used to estimate the parameters of a recurrence model at a site X,

for example the parameters cX and dX in

?Efd y

I><

Ay(y) =10 (2)

where Y is a measure of site intensity, for example Y = gn(PGA), and Ax(y) is
the rate of events at X with Y > y.
Representations of regional seismicity exemplified by Eq. 1 are referred

to here as regional models, whereas representations of site activity like that

of Eq. 2 are called site models.

This paper has a threefold objective: 1. examine the genesis of some
popular site models, 2. show that conventional regional and site models are
special cases of a broader class of seismicity models, and 3. indicate the
role of historical data in parameter estimation and model selection. Topic 1

concerns mainly properties of existing methods, whereas Topics 2 and 3
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identify modeling possibilities and data analysis techniques that have just
begun to be explored.

After making the distinction between parametric and nonparametric
earthquake occurrence models (both types are used in practice), we bring unity
to the subject by considering the continuum of seismicity representations
generated by a nonparametric recurrence model constrained by prior knowledge.
What gives rise to different representations of seismicity in this case is the
type and amount of prior knowledge, which comprises information not processed
through formal statistical data analysis. We also examine several
model-fitting procedures, including among others ordinary maximum likelihood
(ML), maximum cross-validated likelihood (MCVL), and maximum penalized
likelihood (MPL). In the case of no prior information, ML produces site models
otherwise known as nonparametric historic models. At the end of the paper,
models and data analysis techniques are exemplified through reference to the
EPRI (1985) project and to other recent studies. Because of space limitations,
treatment is at a cbnceptual level, with a minimum of analytical details and

numerical examples.

PARAMETRIC AND NONPARAMETRIC MODELS AND STATES OF UNCERTAINTY

Both regional and site models come in a variety of forms. Naturally, the
recurrence relationships need not be exponential and probabilistic dependencies
of many types may exist among the locations 50., times t;, and sizes m; of
different earthquakes. Another aspect in whic; models may differ is that they
may represent seismicity either parametrically or nonparametrically. In the

former case, the seismicity model is specified by parameters that are few

compared with the number of historical earthquakes; examples are the recurrence
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relationships in Egs. 1 and 2. By contrast, nonparametric models require
estimation of a large number of variables or are entirely data based. For
instance, models with many variables result from using small seismogenic
provinces so that the index i in Eq. 1 ranges from 1 to a large number N,
whereas an example of data-based estimation is when the parameters a and b are
allowed to vary continuously in space.

Except for the case when the parametric form has a theoretical or a very
strong empirical justification, nonparametric models are conceptually superior
to parametric alternatives and include the latter as special cases. A common
misconception is that nonparametric models necessarily require more data to be
estimated than parametric models. In reality, estimation accuracy depends on
the amount of empirical and prior information, not on the parametric or
nonparametric form of the model. Prior information is expressed through
constraints and penalties in estimation procedures such as least squares and
maximum likelihood, through a prior distribution in Bayesian analysis. The
real limitations of nonparametric models are the need to express prior
information in high-dimensional spaces and the complexity of fitting models and
quantifying estimation uncertainty.

The next two sections consider nonparametric models and indicate
statistical estimation procedures that are appropriate under different states
of prior information. Some of the models and estimation methods have been
long in use, while others have been proposed only recently or have not been

tried yet.
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SEISMICITY MODELS AND ESTIMATION PROCEDURES: NO PRIOR INFORMATION

A widely used nonparametric estimator of AX in Eq. 2 is the empirical

exceedance rate

" 1 1
Aty) =3 2 S P[Y >y] (3)
- i D,
i
where T is the time period of the catalog, PD' is the probability of detection
i

for events with the characteristics of the ith earthquake (see Eg. 4 below),
and the summation extends over all historical earthquakes. The exceedance
probability in the right-hand side of Eg. 3 accounts for uncertainty on

ground motion attenuation to the site. Different forms of the detection
probability PDi can be used, producing different estimators. Two possibilities,

which will be shown to have a precise statistical meaning, are

o - PD(mi’Eoi’ti) (a)
Pi = 1, T (4)
PD(mi’ioi) - 3 fo pD(mi,goi,t)dt (b)

where X, is epicentral location and Eb is the average over time of Pp in

Eq. 4a. The actual exceedance rate Ax(y) is given by

Ai(y) = m)f( A(m,X ) P[Y(m,X )>y] dm dX_ (5)
)

in which A (m,X,) is the rate density of events with epicentral location X, and
magnitude m.

It can be shown that Kx(y) in Eg. 3 with PD- in Egq. 4a or 4b is the
i

maximum likelihood estimator of Ax(y) under the following conditions:

For P in Egq. 4a,
Dj
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Earthquakes occur as a Poisson process, with rate density A(mtzo,t).
This rate density is an unknown function of magnitude, space, and
time; in particular, A is not necessarily exponential in m, constant
in t, or piecewise-constant in X,. Egs. 3 and 4a give the maximum
likelihood estimator of the average exceedance rate during the period
of the catalog.

For P in Eq. 4b,
Dj
Earthquakes occur as a Poisson process, with rate density
X(m,zp,t) = A(m,zp); i.e., the dependence of )} on m and X5 is

unknown, but ) is considered to be constant in time (sté?ionarity
assump tion).

Again omitting derivations, the estimator in Eq. 3 has the property

that, for P in either Eq. 4a or 4b, E[Kx(y)lAX(y)] = A (y) for any given
i =2 il =2

Ax(y). In the case of Eq. 4a, this unbiasedness condition holds for Ax(y) any

average exceedance rate during the period of the catalog. Under the assumption

of stationary Poisson seismicity, one can further show that the variance of

KX(Y) is given by

(1 1 2
T J\(m,io) E[ m] P [Y(m,§0)>y]dm d3_<0, (a)
m, X t D -0
) for P. in Eq. 4a
Dj
varlh (v)1 = < (6)
- : AmX )
— / P°[Y(m,X )>y] dm 4X ,
T = -0 -0
m X, Pp(mX,)
> for PD- in Eg. 4b (b)

1

In the last equation, E denotes time averaging over the period of the catalog,
t

say from 0 to T. Notice that E[1/PD(m,§0,t)] > 1/PD(m,§o), meaning that the

variance of the first estimator is never smaller than the variance of the

second estimator. 1In the special case of complete reporting, PD(m,Eo,t) =1,

both Egqs. 6a and 6b reduce to
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var(f, (y)] = -% Ay (y) (7)

In fact, in this case, the summation in Eg. 3 has Poisson distribution with
mean and variance equal to Ax(y)T.

The expressions in Eq. é_;re for a catalog that extends in time from 0 to
T, but they can be easily generalized to the case when only a portion of
the catalog is used, say since ty > 0: all one must do is replace 1/T with
1/(T-t,) and extend the averages E and Eb over the interval from t, to T.
Whereas the variance in Eg. 6b is a nonincreasing function of t,, the variance
in Eg. 6a may have a minimum for ty, > 0, indicating that earlier data should
not be used. This happens if, for small t, Pp(m,X,,t) is close to zero.
Another consideration for limiting the range of catalog data used in the
estimation of AX is that, for early events, the estimates of m, 50 and Pp may
be unreliable.

The property of unbiasedness noticed earlier does not by itself gqualify
the estimator in Eq. 3 as a good estimator: for values of y that are of
interest in practice, 1. the variances in Eg. 6 may be unacceptably
large and 2. the distribution of Kx(y) is skewed with a long upper tail, so

that the median of ﬁx(y) is much lower than the true rate Ax(y).

One can of course do better if one has prior information on the earthquake
process. Even if prior information is not available, one can improve on the ML

estimators of Egs. 3 and 4, e.g. by using cross validation., To exemplify this

technique, consider the simpler problem of estimating the probability density
function £y of a variable X from a random sample X1,...,Xp. No a priori
information is supposed available on fy, so that the unconstrained

maximum-likelihood (ML) estimator is
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n
Z G(X-Xi) (8)

in which § is the Dirac delta function. Consider now a family of nonparametric
estimators Ex’e(x) that depend on a variable 0 and include fx in Eq. 8

as a special case. For example, the estimator

X=X,
i

0

B =117 sl 650 (9)
X9 "nei=1¢ ’

where ¢ is the standard normal density, approaches fx in Eg. 8 as @ » 0. The
idea of maximum cross-validated likelihood (MCVL) is to split the data in
several ways into an estimation and a prediction sample. For each Q, the
cross~validated likelihood is the average over the sample splits of the
likelihood of the prediction sample given the model fitted to the estimation
sample using that 0. For example, one might split the sample Xi,...,Xp

in n different ways, each time putting one value Xj in the prediction sample

and all the others in the estimation sample. Then one calculates the

probability densities

11 X574
(X)) =475 1 ¢, j=1,....n (10)
i#j

and maximizes with respect to O the cross-validated likelihood

n NE
o) = 1 &3
o

X,O(Xj) (11)

The maximum of ¢2*(0Q) is typically found for o* > 0, meaning that the MCVL
estimator fx,@* is smoother and has smaller variance than the ML estimator in
Eq. 8, although it is unbiased only asymptotically as n » o». Model fitting

me thods of this type have not been developed for seismic analysis, although
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they have the potential of substantially improving earthquake hazard estimators
for the case of no prior information.

The cross-validation principle is quite general and can be applied to
quantities other than the likelihood; for example one might minimize a
cross-validated measure of the squared deviation between actual and predicted
earthquake counts for a suitable discretization of space, time, and magnitude.
Also, O may be a vector of parameters not just a scalar.

The main limitation of MCVL is the large amount of computation needed to
evaluate and maximize the cross-validated likelihood. A method that produces
smooth estimates of the recurrence rate through a much reduced effort is

maximum penalized likelihood (MPL). In this case, one estimates the regional

rate density A(m,X,;) [or the rate density at the site, Ax(y)] so that

a penalized version of the likelihood function is maximum. If no prior
information is available, the penalty must be viewed as an expedient to
counteract the extreme "spikiness" of ordinary ML estimates. On the other
hand, if prior information exists and is expressed through a multiplicative
penalty, then MPL corresponds to maximum-a-posteriori (MAP) Bayesian
estimation. It is important that one distinguishes between these two
interpretations of MPL and realizes that MPL is an appropriate estimation

me thod also under noninformative priors. In the case of no prior, a conceptual
disadvantage of MPL with respect to MCVL is that the former method imposes

smoothness externally, whereas the latter method uses the data to find the

optimal degree of smoothing.
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USE OF PRIOR INFORMATION

In many cases, prior information exists which reflects physical knowledge
of the seismogenic process in the region of study or knowledge of the
seismicity of "similar" regions. For example, physical characteristics of a
fault and the current stress regime might constrain the size of possible
earthquakes, while data from different regions might give some credibility to a
parame tric form of the magnitude~recurrence relationship.

One may have prior information on the rate density function Ax(y) at site
X or, more frequently, on the regional rate density function X(m,X,).
Information may further correspond to a nonparame tric model (meaning that, from
prior considerations alone, it is not possible to constrain the rate functions
to a parametric form) or to a parametric model. Although the latter case is
rare, it is frequent in practice to use parametric earthquake rate models
because they are commonly accepted and easier to analyze. The development of
nonparame tric alternatives should be a priority of future research.

As prior information increases without restricting the function A(m,X,) to a
parametric family (case of informative nonparametric state of prior knowledge),
ordinary ML estimation becomes less attractive. One can however use other
me thods mentioned previously: MPL, in which the penalty reflects now prior
knowledge and possibly the desire to reduce the estimator variance of A(m,X,),
and MPA, which coincides with MPL if the penalty in the latter method is chosen
as a multiplicative prior density. A penalized version of cross~validated
likelihood (MPCVL) is also possible which, as the name says, maximizes a
penalized form of the cross-validated likelihood. The penalty can be taken to be

the same as in MPL or MAP.
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A difficult step in informative nonparametric analysis is the formulation of
constraints, penalties, or priors on A{(m,X,) that reasonably reflect the initial
state of knowledge. Penalties that pull the MPL estimate of X(m,X,) towards
simple parametric functions have been proposed and implemented by the authors
in the EPRI (1985) study and will be mentioned briefly in the next section.

Another limitation of the previous nonparametric techniques (for
both noninformative or informative prior states of knowledge) is that ML, MPL,
MAP, MCVL, and MPCVL generate just one estimate i(m,gp) and therefore do not
characterize uncertainty on the function A(m,X,). In practice, using just one
estimate is not acceptable if uncertainty on the seismic hazard function Ax(y)
comes mainly from uncertainty on \(m,X,). For the Bayesian analyst, uncertainty
on a nonparametric function such as )(m,X,) is described through a random
process. In the related area of probability density estimation, work has been
done to characterize such processes but results to date are limited and have
little potential for earthquake rate modeling. Two simpler approaches, which are
also used in nonparametric probability density estimation, have been implemented
in the EPRI study: One is to directly assess the posterior probabilities of a
discrete set of estimates Xi(m,gg), i=1,...,r. The estimates are obtained
through MPL using penalties specified by the seismologist, who also judgementally
assigns the posterior probabilities. As an aid to judgement, goodness-of-fit
statistics are provided for each estimate ﬁi(m,gp), which describe the degree
to which the fitted model explains the historical data.

The other procedure used in the EPRI study to quantify uncertainty on
A(m,X,) is bootstrapping. For any given penalty specified in MPL, this
technique generates not just one estimate X(m,zp), but a number of estimates,

which can be viewed as equiprobable rate density functions given the historical
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data and the prior state of knowledge (the latter is expressed through the chosen
penalty).

Prior knowledge may be such that parametric constraints can be placed on

the function A(mt§o) [or on the function Ax(y)]; for example, one might find it
reasonable to assume exponentiality of A as a function of m, or to assume that
A is piecewise constant on the geographical plane, or that the function Xx(y)
has a certain analytical form.

The transition between nonparametric and parametric representations of
seismicity is a gradual one: not only can one envision a model that is partly
parame tric, partly nonparametric, but one can use penalties on the function
A(m,Xs5) such that certain parametric forms are included as special or limiting
cases. An example in which A depends parametrically on m but depends
parametrically on X, only in the limit of very strong penalty is the model of
the EPRI study; see next section.

If the available information points clearly at a parametric form of
X(m,zp), then a fully parametric model, with informative or noninformative
prior on the parameters, becomes appropriate. A state of prior knowledge of
this rather special type is implied by the classical exponential
seismogenic-province model of regional seismicity.

As the previous review of alternative representations of seismicity
indicates, there is a continuum of modeling possibilities, which range from
noninformative nonparametric models and ML estimation (so-called "nonparametric
historic me thods") to completely parametric models (e.g., of the exponential

seismogenic-province type). The full range of possibilities is spanned

by nonparame tric models with varying type and amount of prior knowledge.

There are also many possible estimation procedures. Those reviewed here

are variants of maximum likelihood. Some of them (maximum penalized
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likelihood, maximum cross-validated likelihood, maximum a-posteriori density,
and maximum penalized cross-validated likelihood) are flexible enough to
express a wide range of prior states of knowledge. Their limitation is that
they produce single estimates of A(m,X,). Two methods have also been suggested
to characterize uncertainty on this function, for the case when )X is not

constrained parametrically.

EXAMPLES OF NONPARAMETRIC MODELING AND DATA ANALYSIS TECHNIQUES

We now turn to example applications of the previous modeling ideas and to
data analysis techniques that the authors have recently proposed. Some of the
models and techniques have been developed and extensively tested in the course
of the EPRI study, while others have been originated independently of that

project.

Seismicity Model and Statistical Data Analysis in the EPRI Project

A partly parametric, partly nonparametric regional model is used in
the EPRI (1985) project. The rate density A(m,X,) is written as

= 10a(50)-b(§.0)m

A(m, Xo) , melm_,m (X )] (12)

where a and b are spatially varying parameters and m (X,) is a given
upper-bound magnitude function. The model is parametric (truncated
exponential) in m and nonparametric in X,.

Estimation of the functions a(X,) and b(Xs,) is through maximum penalized
likelihood (MPL), with penalty imposed on departures of a and b from locally
interpolated values. Therefore, the penalty is minimal if the functions a and
b display regional trends but are locally smooth. This penalty may be regarded

as either a prior on the roughness of a and b or a means of counteracting the
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erraticity of the ordinary ML solution, or a combination of the two.
Additional prior information is included as follows:

1. Penalization for erratic variation in space of a and b can be
restricted inside given "smoothing regions". There regions replace
and generalize the classical notion of seismogenic provinces.
Uncertainty on the configuration of the smoothing regions, e.g.
reflecting uncertainty on the seismogenic process, can be expressed by
providing alternative configurations and the probability that each
configuration is the correct one.

2. The upper bound magnitude mq(X,) is assumed constant inside each
smoothing region. The upper bound for Region i is treated as a random
variable, with distribution provided by the user.

3. It is commonly believed that the parameter b is spatially more stable
than the parameter a. This means that, for a location X, inside
Region i, b(X,) should be estimated using not only local earthquake
data, but also knowledge of b from other parts of the world. This
external information on b(X,) is expressed through a prior
distribution.

The model of Eq. 12 is parametric in m and nonparametric in X,. By varying the
amount of penalty on the likelihood, one can represent a variety of prior states
of information on the functions a(X,) and b(Xy). In particular, the use of very
high roughness penalties produces constant estimates of a and b inside each
smoothing region. This corresponds to the traditional model with homogeneous
seismogenic provinces and exponential magnitude distribution. At the other
extreme, one may impose no penalty on a(Xy) and b(Xg). In this case one obtains
a solution that constrains future events to occur in space at the location of

the historical earthquakes.
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Uncertainty on the functions a(X,) and b(Xy) is accounted for in a variety

of ways:

1. Through uncertainty on the configuration of the smoothing regions.

2. For any given confiquration of the smoothing regions, several pairs of
functions (a(Xy), b(Xp)) can be generated by selecting different
roughness penalties and prior distributions for b. Because the
penalty does not strictly reflect prior beliefs but is used also to
reduce the erraticity of ML solutions, the analyst is not asked to
assign probabilities to the penalties for a and b and to the prior on
b; rather, probabilities are assigned directly to the estimates
(5(59), 5(59)) obtained under various input conditions. (For comments
on this procedure, see previous section.)

3. For any given configuration of the smoothing regions, any given penalty
on a(Xy) and b(Xp), and any given prior on b(Xp), bootstrapping can
be used to quantify uncertainty on the seismicity parameters; see
previous section.

The assignment of probabilities at Point 2 is based primarily on judgement.

One might aid the user in this task by ranking the various solutions in terms
of their cross-validated likelihood. This procedure is however computationally
very demanding. As an alternative, we provide several goodness-of-fit tests,
which are simpler to make and are in some respects more informative than the
cross~validated likelihood. The idea is to discretize space into cells
(i4,ip), time into intervals i;, and magnitude into ranges iy and then compare
the actual earthquake counts N(i1,iz,it,im) in the various categories with the
corresponding expected counts E[N(iq,is,it,iy)]. The expected counts depend of

course on the functions a(§p) and b(X,) and on the detection probability
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Pp(m,X,,t). One way to make the comparison is to test the assumption that the
counts in each space-time-magnitude cell are Poisson, with the mean value given
by the model. However, the power of this test is low due to the small counts
and the results are difficult to display because of the 4-way classification of
seismicity. More useful and statistically more meaningful results are obtained
by testing the previous hypothesis on aggregated counts. For example, one

might test the validity of the model on the geographical plane by using

E(i1,12) = ] NG Lii,10)
and (13)
E[ﬁ(i1,12)] - 2. E[N(i i, ,i )]
1.1
i.e. by testing for each (iq,i;) the hypothesis that‘ﬁki1,iz) is a sample from
the Poisson distribution with mean Efﬁ(i1,iz)]. If the test fails for a
fraction of geographical cells larger than the significance level at which the
test is performed, then one should conclude that too much smoothing has been
applied to obtain 3(59) and 6(59), or that the smoothing regions are not
sufficiently honogeneous and should be redefined.
Similarly, one may compare

N(im) = 2 N(i19l

2’it’im)
i1,i2,i

t

with (14)

EIN(i_ )1 = ] EIN(,,i

i )1
S OPE SN

2’it
to detect statistically significant departures from the assumed exponential
distribution of magnitude. Tests performed on counts aggregated in space and
magnitude but not in time further indicate whether the assumption of

stationarity is plausible.
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As an illustration of the method, results of two analysis cases are
presented for the "Boston-Ottawa region" in Fig. 1. The earthquake data used
in this analysis is taken from the catalog compiled for the EPRI study. In the
same study, this catalog has been preprocessed to convert all size measures to
body wave magnitude mp,, to remove clustered events and to quantify
incompleteness of the data as a function of time, location, and magnitude. For
the results shown here, only events with mp > 3.3 have been used and
incompleteness of the catalog has been explicitly accounted for in the
estimation of the recurrence parameters.

Table 1 shows estimates of the parameters a and b as functions of
geographical location. Whereas b has the same meaning as in Eq. 1, the
parameter a given in the table is the logarithm (base 10) of the annual rate of
events with magnitude between 3.3 and 3.9, for a unit area of (111l.1l1 Km) 2.

The estimates of Table 1 have been obtained by discretization of the
region into half-degree cells and by imposing a certain amount of smoothing on
the spatial variation of a and b. Smoothing is controlled independently for a
and b and is imposed through a penalty on the likelihood function. The
location of the half-degree cells is indicated by the longitude and latitude of
the southeast corner of each cell.

The estimate of a is clearly a bimodal function on the geographical plane,
with peaks in the northwestern and southestern parts of the region. Between
these two modes, the region is relatively quiescent. The spatial variation of
b is less pronounced.

Also indicated in Table 1 is the result of local statistical tests of
observed and predicted counts in each half-degree cell, performed at two levels
of significance (0.10 and 0.02). The counts on which the tests are performed

are obtained through summation over the entire time period analyzed for each
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Fig. 1 - Boston-Ottawa region used to exemplify the

seismicity model and diagnostic testing
of the EPRI study.
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76.5| 76.0| 75.5] 75.0
45.5/-0.81|-0.80|-0.84|-0.66
45.0 -0.82|-0.74[-0.66
44 .5 -0.569
44.0
43.5
43.0
42.5

76.6| 76.0| 756.5] 75.0
45.5] 1.16] 1.15] 1.16] 1.11
45.0 1.16] 1.14] 1.10
44.5 1.1
44.0
43.5
43.0
42.5

76.6| 76.0| 76.6| 75.0
45.5 ~
45.0
44 .5
44.0
43.5
43.0
42.5

mb
3.30-3.90
3.90-4.50
4.50~6.10
5.10-5.70
5.70-6.30
Test Flag a
quiescence < 0.02
- 0.10

excessive + 0.10

activity >  0.02

Table 1 - Estimates of parameters a and b and goodness-of-fit tests
for the "Boston-Ottawa region" in Fig. 1.

A-estimate

Model

s

- -

Semi-parametric

model of seismicity used in the EPRI study. Case of moderate

smoothing,
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magnitude and over all magnitudes, i.e. in a way similar to Eq. 13. The amount
of flagging is about what one would expect at a significance level of 0.10. A
second test has been made to compare observed and predicted counts summed over
all locations and time periods but differentiated by magnitude. Again, the fit
of the model is reasonably good.

Similar results have been otained using very high spatial smoothing of
a and b; see Table 2, 1In this case, the solution corresponds to that obtained
under the conventional assumption of homogeneity of the earthquake process
inside the region. If one considers the amount of flagging, it is quite clear
that such an assumption is very strongly contradicted by the historical data.
The flagging also clearly indicates the presence of two modes, separated by a
quiescent "valley". This analysis exemplifies the way in which diagnostic
testing can be used to screen out unlikely models and to select appropriate
source configurations and levels of smoothing of a and b within each source.

Automatic Identification of Earthquake Sources

In regions where the seismogenic process is not well understood or
earthquakes cannot be associated with specific tectonic or geologic features,
it is common to define "seismogenic provinces" or "sources" as regions inside
which the earthquake process displays some statistical regularity. For
example, sources may be identified as regions with homogeneous Poisson activity
or, as in the EPRI study, with slowly varying parameters a and b.

In current practice, the identification of seismic sources is made
judgementally on the basis of historical seismicity and geological and
geophysical data. Because of the many qualitative elements that must be
considered, judgement plays an important role in the definition of sources.
However, the exclusive reliance on judgement, unaided by analysis, may become

itself a source of error and of unnecessary differences among seismologists.
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approximate. Also, one may use several variants of the splitting and merging
phases and various postprocessing options to refine the boundary of the sources
or "clean up" the solution; see Veneziano and Pais (1986).

Here, we just show an application example to the northeastern U.S. and
adjacent Canada. The region of analysis extends in longitude between 64 and
80°W and in latitude between 40 and 48°N. The catalog used for analysis is
that of Chiburis (1981), limited to main events. The region is progressively
divided into smaller rectangular cells, which however are not allowed to have
side lengths smaller than one longitude and one-half latitude degree. After
splitting and merging, the solution is improved by optimizing the
classification of boundary cells. Two source configurations are shown in Fig.
2, one obtained using the entire catalog, the other using only data since 1900.
The dashed lines in the figure give source boundaries estimated by the
algorithm and the square at the center of each cell has a side length
proportional to the activity rate inside the source to which the cell belongs.
Notice for example the high activity rates in Fig. 2a for the La Malbaie region
and for Southern New Hampshire. Diagonal links indicate continuation of a
source. It is interesting to note that, although the solutions in Figs. 2a and
2b are in qualitative agreement (e.g., they both display activity highs along
the coast, in the La Malbaie region, and along the St. Lawrence valley near
Ottawa), they also indicate that the level of seismicity of some of the sources
has changed significantly during the past three centuries. In relation to the
"Boston-Ot tawa source" considered in the last section, analyses of the type in
Fig. 2 could be used, together with geological and tectonic information, to
define earthquake source configurations that are more compatible with historical

seismicity.
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A-estimates
76.5| 76.0} 76.56| 76.0| 74.6} 74.0| 73.5| 73.0| 72.58} 72.0| 71.8] 71.0} 70.5
45.5|-0.81/-0.81|-0.81|-0.801-0.80|-0.80|-0.801-0.81{-0.81{-0.81
45.0 -0.81/-0.81/-0.80{~-0.80|-0.80|-0.80!-0.811-0.81{-0.81|-0.81
44.5 -0.80(-0.80}-0.80{-0.80/-0.811{-0.81/-0.81[-0.81|-0.81
44.0 -0.80}-0.80|-0.811{-0.81|-0.81}-0.81|-0.81|-0.81|-0.81
43.6 -0.81/-0.81/-0.81{-0.81|-0.811-0.81!-0.81
43.0 -0.81/-0.81|-0.81|-0.80|-0.80|-0.80
42.5 -0.81|-0.80/-0.80|-0.80
B-estimates
76.5] 76.0| 76.5| 75.0] 74.6} 74.0| 73.5| 73.0| 72.B} 72.0| 71.5} 71.0| 70.6
45.5] 1.03| 1.03] 1.03| 1.03| 1.03| 1.03! 1.03| 1.03| 1.03]| 1.03
45.0 1.03] 1.03| 1.03] 1.03| 1.03| 1.02] 1.03| 1.03| 1.04| 1.04
44.56 1.03{ 1.03| 1.03| 1.03| 1.03| 1.04] 1.04| 1.04| 1.04
44.0 1.03| 1.03] 1.03| 1.03| 1.04| 1.04| 1.04| 1.03| 1.03
43.5 1.03| 1.044 1.04| 1.04| 1.03{ 1.03]| 1.03
43.0 1.04] 1.04f 1.04}| 1.03] 1.03| 1.03
42.5 1.04| 1.03]| 1.03] 1.02
Significance test of observed versus expected counts
76.5| 786.0| 76.5| 76.0| 74.5| 74.0| 73.5| 73.0| 72.6| 72.0| 71.5| 71.0| 70.5
45.6 - + -
45.0 > - - <
44 .6 > + < -
44.0 > - - - -
43.5 < - - + -
43.0 - - + +
42.5 > >
Actual Model
mb Count Prediction
3.30-3.80 132.00 130.34
3.90-4.50 42.00 40.86
4.50-5.10 9.00 14.72 -
5.10-56.70 7.00 5.60
5.70-6.30 3.00 1.47
Test flag o
quiescence < 0.02
- 0.10
excessive + 0.10
activity > 0.02

Table 2 - Estimates of parameters a and b and the goodness-of-fit tests for the

"Boston-Ottawa region" in Fig, 1.
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For example, it often happens that earthquake sources are identified on the

basis of physical homogeneity but are treated as if they were also

statistically homogeneous, without checking compatibility of the latter

assumption with the historical earthquake record. In this section, we briefly
describe and illustrate a procedure for the automatic identification of
earthquake sources from historical catalog data (Veneziano and Pais, 1986).
The procedure can account for uneven incompleteness of the catalog over the
region of study, but does not include errors in the location of historical
events, geologic or historic information, and nonstationarity or non-Poisson
characteristics of the earthquake process. Because of these limitations, the
method in its current formulation should not be used as a substitute but only
as an aid to judgement.

The method is an adaptation of the algorithm of visual image analysis
known as "split/merge”. The latter is often used to "segment" digitized
images, i.e. to partition two-dimensional pictures into regions with uniform
characteristics such as intensity of gray, color, or texture; see Pavlidis
(1977). The main idea is to progressively partition the region until each
subregion can be considered internally homogeneous. This is the split phase of
the method. One then aggregates neighboring subregions that pass certain
homogeneity criteria (merging phase). For example, a splitting operation might
consist of partitioning a rectangular cell into four subcells, whereas merging
might replace two neighboring sources with a single source.

In the case of earthquake source identification and Poisson seismicity,
criteria for region splitting and merging can be related to the statistical
acceptance or rejection of the hypothesis of Poisson homogeneity. There are
several statistical tests of such hypothesis; some are exact but apply only to

special situations, others have a wider range of applications but are
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CONCLUSIONS

Seismic risk analysts, regulatory agencies, and public officials have
become increasingly concerned with the objective validity of earthquake hazard
estimates. The main cause for concern is the variability in calculated hazard
due to differences in judgement among experts and to the fact that different
models currently in use (e.g., historic and source models) sometimes produce
inconsistent results.

The main objective of this paper is to introduce a broad class of
seismicity models, which includes those presently in use, and to provide a
unified framework for the interpretation of such models. It is demonstrated
that, at a conceptual level, differences in the models express differences in
prior knowledge. Such a conclusion may appear obvious, but it has important
consequences; for instance, it implies that comparison of different models is
rather meaningless, unless one first establishes the credibility of the prior
knowledge implied by them. In particular, models that postulate the existence
of homogeneous seismogenic provinces incorporate strong prior assumptions, which
need be verified before results are considered plausible. According to the
unified approach presented here, one needs just one model of seismicity, with
the following characteristics:

1. The model should be sufficiently general to include as special cases
all current representations of earthquake activity. The model should
therefore be of the nonparametric type.

2. When fitting the model to data, it should be possible to account for a
variety of prior states of information.

These conditions are necessary for the comparison of results obtained by

different users and for the accurate representation of prior information. An
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example of semi-parametric model which comes close to satisfying both
requirements is that used in the EPRI study.

There are many ways in which models can be fitted to data, including the
s tandard procedures of maximum likelihood and least squares. Better methods can
be developed, based on maximization of a penalized and/or cross-validated
likelihood. The main advantage of cross validation is that decisions about
smoothing of the fitted model are made internally based on data, rather than
externally based on judgement.

Finally, the paper suggests innovative ways in which historical earthquake
data can be used. The most important one is the quantification of the
goodness-of-fit of proposed models. Analyses of this type, exemplified in the
previous section, have been routinely performed in the EPRI study. There is,
however, an obvious need for further development of statistical procedures to
validate or reject commonly made assumptions, for example exponentiality of the
magnitude distribution, Poisson occurrences, stationarity in time, local
homogeneity in space, and independence of earthquake magnitudes.

The scope of the present paper is limited to the modeling of earthquake
occurrences and related data analysis techniques. Problems of errors in
earthquake data, magnitude conversion, clustering, and incompleteness of the
historical catalog are not considered. These problems have been addressed by

the authors in the EPRI study and are discussed in detail in Van Dyck (1986).
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SOURCE MODELS AND ANALYSIS OF UNCERTAINTIES
IN EARTHQUAKE HAZARD ASSESSMENT

By

Armen Der Kiureghian and Rodrigo Araya
Department of Civil Engineering, University of California

Berkeley, California 94720

Introduction

If, for each site in the United States, we were lucky enough to have record-
ings of ground motion intensities (e.g., peak ground accelerations) for all past
earthquakes, the assessment of seisr;ﬁc hazard (i.e., the probability of the
intensity exceeding a given threshold over a specified interval of time) would be
a simple matter of statistics. The inexistence of such a data for any given site
has necessitated the development of indirect probabilistic methods whereby the
hazard is computed based on stochastic modeling of: (a) the occurrences of
earthquakes in time and space, (b) the earthquake source, {(c) the attenuation
of seismic waves through the ground medium, and (d) the local site effects. The
basic idea is that one can evaluate non-site-specific such models with relatively
limited data and then proceed with computing the seismic hazard using stan-
dard probabilistic techniques.

The level of sophistication in selecting a.stochastic model depends on three
items: (a) the level of our understanding of the physical processes involved, (b)
the amount of data available for predicting the parameters of the model, and
{c) our ability to carry out the computation of the hazard. One objective of the
present paper is to describe a general, efficient methodology for computing the

hazard, which essentially removes the last limitation in our selection of the
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aforementioned stochastic models.

Irrespective of what models are selected, it is essential to properly account
for the uncertainties inherent in such models in seismic hazard assessment.
These uncertainties might be directly incorporated in the estimated hazard
(Bayesian approach) or expressed in terms of a confidence interval or distribu-
tion on the estimated hazard. Clearly, one would expect that a more sophisti-
cated model (i.e., one which is a more realistic representation of the reality)
contains less uncertainty and, hence, the corresponding estimated hazard is
less dispersed.

As an example, consider the models used ‘for describing the earthquake
source and the attenuation law. (These two have to go together.) At the most
crude level, one may choose to tepre's.ent the source in terms of a single point,
e.g., the epicenter or the focus, and the attenuation law in terms of a
corresponding distance, i.e., the epicentral o'r focal distance. In that case, the
eflects of source dimension (i.e., rupture length, width, depth, and dip angle),
directivity, rupture velocity, etc., are all lumped into the model uncertainty of
the attenuation law. Whereas this crude model may have a large uncertainty, it
has the advantage of a large data base, since the epicentral or focal locations
of many earthquakes are known. At the next level, one may choose to
represent the source in terms of a rupture plane with dimensions dependent on
the magnitude of the earthquake. In that case, the most appropriate choice for
the distance term in the attenuation law is the shortest distance from the
recording site to the rupture plane {Der Kiureghian, 1977). Only the effects of
directivity, rupture velocity, etc., are then lumped into the model uncertainty of
the attenuation law. One may expect that this model will have less uncertainty;
however, it will have the disadvantage of a smaller data base, as there may not

exist many earthquakes for which the rupture geometry is known. At an even
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more refined level, the directivity effect may also be included in terms of the
relative azimuth of the site with respect to the direction of the rupture. In that
case, one will have to work with an even smaller data base, as the characteris-

tics of the directivity phenomenon are seldom known for recorded earthquakes.

Lack of a large statistical data base in constructing refined attenuation
laws may be compensated by mathematical modeling of the source mechanism
and the propagation of seismic waves. Source models such as Haskell's (1968)
can be used to derive semi-empirical attenuation laws which can be evaluated
with relatively small data base. Attempts in this direction have already been
made (Faccioli, 1983) and there is no doubt that continued progress in this
area is forthcoming. With increasing worldwide instrumentation, it is only a
matter of tirng before refined models of a;ttenuation laws can be verified by sta-
tistical analysis.

It is the intention here to péi.nt. out tbét model uncertainties are an
integral part of seismic hazard assessment and that they should be properly
accounted for in such assessments. Also, refined stochastic models (of earth-
quake occurrences, sources, attenuation laws, ahd local site characteristics)
are needed in seismic hazard analysis, even if existing data cannot support
such refined models. With increasing improvement in our data base and under-
standing of the physical processes involved, such refined models éan be verified
in time, thus, resultiné in reduction of the dispersion in our assessed seismic
hazard. In the meantime, refined models can be used to investigate the impor-
tance of various factors on seismic hazard, which will help us understand the
areas where further refinements or additional data are needed.

In the following sections, a new formulation for seismic hazard assessment

including the eflect of directivity is presented. It is shown that the effect of

directivity on the hazard is significant and its neglect may lead to serious
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underestimation of the hazard. A general methodology for incorporating model
uncertainty in seismic hazard assessment is presented. This formulation and
methodology are based on modern concepts of structural reliability theory and
provide a practical tool for computation of the hazard when a large number of
variables, representing refined models or model uncertainties, must be included

in the analysis. Both topics are currently under development by the authors.

Source Model Including Directivity

Recent experience with the 1979 Coyote Creek, the 1979 Imperial Valley,
the 1980 Livermore Valley, and the 1984 Morgan Hill earthquakes has shown
that the azimuthal change in the level of ground shaking around the seismic
source due to the direction of the moving rupture can be significant, particu-
larly for near-field regions. This effect, known as the directivity effect, only
recently has gained attention in the context of seismic hazard analysis. To
include the effect in such analysis, models for the earthquake source and the
attenuation law that account for the directim:x of rupture propagation are
needed. Whereas source models that account for this effect have been around
for many years (e.g., Haskell (19686)), it is only recently that attempts at formu-
lating attenuation laws including the directivity eflect have been made (e.g.,
Monzén (1980), Schoof et al. (1984), Faccioli (1983)). The models by Monzén
and Schoof are rather crude and are not supported by either recorded data or
theoretical grounds. The attenuation law by Faccioli (1983) is based on the
far-field displacement spectrum of the source model by Haskell (1966) and has

a theoretical foundation. This law is expressed in the form

_ My exp(-qR) K
A= Tro 3 R VKT Dla.m) 1)

in which A is the root-mean-square acceleration, My is the seismic moment, ¥V,

is the shear-wave velocity, R is the distance, p is the density of the medium of
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propagation of waves, K; ! is the correlation time of the stochastic rupture
model, ¢ is an attenuation parameter, 7, is the duration of rupture, and

D(a,m) is the directivity factor given by

172
1 3—-m COS(X] (2)
2-mcosa |1-m cosaJ

D(a.m) =
in which m = V./ V,, the ratio of the rupture velocity ¥, to the shear wave velo-
city ¥, is the seismic Mach number and a is the angle between the direction of
the rupture propagation and the radius vector from the epicenter to the site.
Using empirical relations between K;, 7, and the seismic moment M, and
between the seismic moment My and the moment magnitude M, the above

expression may be written in the familiar form

c,exp(c, M —c3R)
R
where ¢,, ¢ and cg are regional constants that must be obtained through

A= D{a,m) (3)
regression analysis. These constants may also include the effects of the local

conditions at the recording site.

The above model is not applicable to the near-fleld region since it diverges
for R approaching zero. Furthermore, it does not account for the rupture
dimension which is irnpor'tant in the near fleld. To account for these effects, R
is interpreted as the nearest distance from the recording site to the rupture
plane and Eq. 3 is modified by adding a constant term in the denominator to

read

_ c1exp(c, M —c3R)
4= DR M 00R) g ) @

At the present time, this equation should be regarded merely as a plausible

model for the attenuation law. Figure 1 shows contours of equal acceleration
obtained with this model for various sets of the parameters, demonstrating the
effects of variation in the distance, the magnitude, the seismic Mach number,

and the rupture length. Regression tests with recorded data are planned in
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(b) Magnitude, (c) Seismic Mach Number, and (d) Rupture Length
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order to ascertain the validity of the model and to evaluate the parameters ¢,-
Cq-

Consistent with the above attenuation law, the earthquake source is
described in terms of the magnitude, M, the rupture length and width, S and ¥,
the depth below the fault trace, A, the dip angle, 4, the directional azimuth of
the rupture propagation, g, and the seismic Mach number, m. The location of
the source with respect to a specific site may be described by the Cartesian (or
polar) coordinates X and Y of the epicenter. For future earthquakes, these
variables in general are random. In addition, one has to account for the uncer-
tainty in the attenuation law, which arises from the imperfection of the model in
Eq. 1, the uncertainty in the relationships used for K;, T,, My, etc., as well as the
uncerta'mty.arising from the stochastic; nature of the propagation path and the
local site conditions. This mhy be accomplished by considering the constants
¢,-c4 as random variables. In practice, this éntire uncertainty is often lumped
onto c;.

Now, let the vector Z = (M,S,W,H,6,p.m,X,Y,c,,cp,c3.c,) represent the
set of all random variables considered in the hazard analysis. Then, for a given

earthquake, the probability of exceeding the intensity level a is given by

P(A>a)= [ fyz)dz (5)
A(x)>a

where fg(z) is the joint probability density function of Z and the integration is
over all values of Z=2z for which the computed intensity from Eq. 3 exceeds a.
In order to compute the seismic hazard for a specified interval of time, T, the
above probability has to be used in conjunction with a stochastic model of
earthquake occurrences in time. For example, if the Poisson model is used,
then

P(A>a in T) = 1-exp[-vTP(4>a)] (8)

where v is the mean rate of earthquake occurrences in time.
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Offhand, evaluation of the integral in Eq. 5 appears to be a formidable task.
One apparent difficulty is the formulation of the joint distribution of Z. The
other is that, even with today's high-speed computers, the integration over so
many variables may not be feasible. These difficulties, however, are easily
resolved by the use of fast integration techniques developed for structural reli-
ability, as described in the following paragraphs.

The joint distribution of Z can be formulated by conditioning. We first con-
dition on the magnitude, . The conditional distributions of S and ¥ may then
be obtained from regression analysis of recorded (or inferred) data. In general,
these two variables for any ¥ are correlated and their correlation coefficient
can be estimated from data. Having this information, a joint distribution model
for S and W can be formulated using a ﬁataf—type model (Der Kiureghian et al.,
1985). The variables H and s may be regarded as independent of the other
variables and their distributions may be described for each potential earth-
quake source in a region of interest. The seismic Mach number, m, may also be
regarded as independent of other variables and its distribution may be assigned
on regional basis. The distribution of ¢ depends on the geometry of the seismic
source. For a known fault, ¢ may assume one of two values indicating the direc-
tion of the rupture propagation along the fault. For area sources, ¢ may Ibe
assigned a distribution based on the perceived orientation of the faults. In par-
ticular, if the orientation of the faults is entirely unknown, a uniform distribu-
tion over the interval 0-2m is appropriate. Thé joint distribution of X and Y
depends on the locations of earthquake sources in the region and the distribu-
tion of the expected seismic activity within each source. For example, for a
known fault, X and Y may assume values satisfying the governing equation of
the faultline in the assumed coordinate system and the distribution may be
obtained by assigning a distribution to the expected seismic activity along the

fault. For an area source, X and Y may assume values over the entire area of
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the source and the distribution may be obtained by assigning a distribution to
the relative activity over the area. In most cases, the distribution of activity
within an area may be assumed to be uniform. The coordinates X and Y of the
epicenter in general will depend on the variables S and g. (This is because cer-
tain locations of the epicenter might be impossible for a given S and ¢.) For
idealized source geometries, the conditional distribution of X and Y for given S
and ¢ can be easily formulated using standard probability techniques. Finally,
the joint distribution of ¢,-c, may be obtained from the residuals of the regres-
sion law.
As stated earlier, a straight-forward numerical evaluation of the integral in
Eq. 5 is difficult because of the large dimension. However, integrals of this kind
have been of interest in structural reliability for a long time and efficient tech-
niques for their evaluation ar; now available (Ang et al. 1984, Madsen et al.
1986). Briefly stated, these techniques consist of two steps: (a) Transformation
of the variables into the standard normal space, i.e., U = T(Z), where U is an
uncorrelated normal vector with zero means and uni§ standard deviations. The
integration domain in the transformed space is expressed by A(T !(u))>a,
where T~! is the inverse transformation; (b) Replacement of the boundary of the
integration domain in the standard space with an approximating boundary for
which the exact or approximate solution of the integral exists. In particular, in
the first-order approach the boundary is approximated by the tangent hyper-
plane at the nearest point to the origin and the approximation to Eq. 5 is
P(4A>a)~ ¢(-§) (7
where # is the distance from the origin to the hyperplane, and in the second-
order approach the boundary is approximated by a hyperparaboloid at the

nearest point to the origin and the approximation to Eq. 5 is

P(A>a) % 8(-6) T (1 -p) 2 (®)

150 A 7 SON0T



where n is the number of variables and k; are the principal curvatures of the
boundary at the nearest point. These approximations work well because most
of the contribution to the probability of interest comes from the neighborhood

of the nearest point, where the integration boundary is well approximated.

One important byproduct of the aforementioned approach is a set of sensi-
tivity factors which are obtained in the process of finding the nearest point.
These factors represent partial derivatives of the hazard with respect to each
variable or parameter involved in the formulation. Clearly, such information

would be of vital interest in seismic hazard analysis as well as other areas of

earthquake engineering.

The Importance of the Directivity Effect

As an illustration of the significance of the directivity eflect, a comparison
is made in Fig. 2 between computed hazards with and without the directivity
effect for a hypothetical source. Shown in this figure are ratios of computed
hazards including the directivity effect to hazards excluding the directivity
effect for four sites, plotted against the root-mean-square acceleration. The
results without the directivity eflect were obtained by using the expected value
of D{a,m) in Eq. 4, where a was assumed to be uniformly distributed over the
interval 0-2m and m was assumed to be uniformly distributed over the interval
0.60-0.85. For the results with the directivity effect, it was assumed that the
rupture is equally likely to propagate in one or the other direction along the
fault. In order to isolate the directivity effect, uncertainties in the attenuation

law and the relation between S and M were ignored in this analysis.

As can be seen in Fig. 2, the effect of directivity is rather significant, par-
ticularly at high acceleration levels (low hazard levels), which are of engineering
interest. At such values, the effect of directivity is an increase in the hazard by

a factor of around 10 to 20 for the example considered. As one would expect,
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this effect appears to be more significant for sites located at the extremity of
the fault. These results clearly demonstrate the need for serious consideration

of the directivity effect in the assessment of seismic hazard.

Analysis of Uncertainties

In the formulation presented in the previous section some of the elements
of model uncertainty were incorporated. These included, for example, the
uncertainty in the attenuation model and the uncertainties in the relations of S
and # to M. Whether these are prediction or model uncertainties or are
inherent variabilities of the underlying processes, is a matter of judgement. In
any case, there are other uncertainties that need to be considered in the
analysis. These include, for example, -the uncertainties in parameters of the
various distributions and the uncertainties in the parameters of the stochastic
model describing the occurrences of earthquakes in time. Good examples of
these are the upper-bound magnitude (a parameter of the distribution of mag-
nitudes) and the mean occurrence rate, v. Methods for incorporating such

uncertainties in seismic hazard assessment are described in this section.

Let the vector Z denote the set of random variables representing inherent
variabilities and the vector ® denote the set of variables representing model
uncertainties. As stated earlier, this separation might be quite arbitrary and
judgemental. In the Bayesian approach, one does not make a distinction
between Z and @ and directly incorporates the uncertainty in 8 in the estimated
hazard. This makes sense, since the distinction is judgemental in the first
place. In terms of computation of hazard, this is particularly attractive as one
only needs to include @ as a subset of Z in the previous formulation.

In recent years, in PRA studies of nuclear power plants, there has been a

tendency to separate the contribution of modeling uncertainties to seismic

hazard from the contribution of variables perceived to represent inherent
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Fig. 3.

variabilities. Although the writers do not see a compelling reason for this
separation, it is the intention here to show that the methodology described in
the previous section can be effective in carrying out a seismic hazard assess-
ment where the contributions of the two sources of uncertainty are separately
analyzed.

Let h(aq9) denote the estimated hazard for acceleration level aq for a
given set of model parameters, ®=48. For eacél such set ¥, h(ay. ) may be
regarded as a point estimate of the hazard for level ay. In particular, for ¥
equal to the mean of 0, the estimated hazard may be regarded as a "best" esti-
mate. To represent the effect of model uncertainty, one may compute a distri-

bution for H(ag, 8) for random @. Using the aforementioned methodology,

P(H(ao.@)<h)= [ fo(8)d® (9)
H(ag.B)<h

where fg(d) is the joint PDF of ® and the computation is repeated for each h.

This distribution can be numerically differentiated to compute a probability

density function for the hazard at acceleration level ag, from which the mean,

standard deviation, or various confldence intervals of the hazard may be com-

puted. This idea is illustrated in Fig. 3, where the Bayesian hazard curve as well

as the "best" estimate curve'are also shown.

Alternatively, for each hazard kg, the corresponding acceleration level may
be expressed as a function of 8, i.e., A(hg, 8). The distribution of the accelera-
tion for the fixed hazard, resulting from the uncertainty in @, is then obtained

from
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