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NOTICE

This report has been supplied to the CODATA Task Group on Chemical
Thermodynamic Tables for use in formulating an evaluation of the properties of
iron. The report is preliminary and should not be used as the basis for other

research without contacting members of the Task Group as to the final
disposition.
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INTRODUCTION

There have been many attempts to evaluate the thermodynamic properties of
iron. Some amount to simple smoothing of experimental data for one or more
phases over limited ranges of temperature. Others, such as the work of
Fernandez Guillermet and Gustafson (1985), pick key values and attempt to fit
those data closely. In the fitting, model equations and thermodynamic
relations were used to smooth over the pressure and temperature conditions
where data were either unreliable or unavailable.

This study used a set of experimental data, three empirical functions,
and thermodynamic relations among the properties to make a more complete
evaluation of the properties of the three solid polymorphs, Fe(bcc), Fe(fcc),
and Fe(hcp) and the liquid phase, Fe(liq). (Structural notation is used for
the solids because the notation contains explicit information whereas the
parallel notation, Fe(alpha), Fe(gamma), and Fe(epsilon) does not.) Empirical
functions are used as the basis for the descriptions of the molar heat
capacity, the cubic expansivity coefficient and the isothermal bulk modulus.
These functions will be discussed in a later section in this report.

Fernandez Guillermet and Gustafson (1985) achieved a reasonable
description of the thermodynamic properties of iron through the use of model
equations fitting both the volumetric and thermal functions for the three
solid polymorphs of iron anda for liquid iron. In this study, their results
are being refined to achieve:

1. a better description of the heat capacity for Fe(bcc) near 298.15 K

and near the second-order magnetic anomaly at 1043.2 K,
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2. an improvement in the volume functions to agree better with the
observed anomaly at 1043.2 K, and
3. an improvement in the fit of the molar volumes both at high
temperatures and at high pressures.
None of the successes achieved by Fernandez-Guillermet and Gustafson

(1985) were sacrificed to achieve these improvements.

NOMENCLATURE AND PHYSICAL CONSTANTS

The nomenclature for physical and thermodynamic properties and the
symbols used in this report are consistent with the recommended usage of the
International Union for Pure and Applied Chemistry (Mills and others, 1988).
However, the units used in this report are those appropriate for the
optimization program that was used to perform this evaluation. (Refer to
section on method, below.)

The values for the fundamental constants are as recommended by the CODATA

Task Group on Fundamental Constants (Cohen and Taylor, 1986). They are as

follows:
Avogadro constant L = 6.0221367x1023 mo1-1
Faraday constant F = 96485.309 C mol-1
gas constant R = 8.314510 J K~1 mo1-1

In addition, the thermochemical calorie is defined as follows:
1 cal(th) = 4.184 J, exactly.
The relative atomic weight of iron is 55.487 g mo1-1 as
recommended by the IUPAC Commission on Atomic Weights and Isotopic Abundances
(Mills and others, 1988).

The reference temperature and the reference pressure for the equations
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used here are 298.15 K and 1 bar (= 10° Pa).

The following fixed temperature points were used for the transitions

indicated:

TRANSITION TEMPERATURE SOURCE

Tc, Fe(bcc) 1043.2 K Kollie (1969)
T[Fe(bcc)=Fe(fcc)] 1184 Chase and others (1985)
T[Fe(fcc)=Fe(bcc)] 1665 Chase and others (1985)
T[Fe(bcc)=Fe(1iq)] 1809 Chase and others (1985)

No adjustments were made for most data. Correcting data that did not
already fit these fixed points is very difficult. The Curie temperature of
Fe(bcc) is sensitive both to temperature measurement errors and to the amount
and types of impurities. Many studies reported the Fe(bcc)-Fe(fcc) transition
as 1184%1 K but T¢ would be as much as 10 to 15
kelvins lower than the accepted value of 1043.2 K. The studies used here
required minimal changes to agree with the above fixed points.

The pressure scale used in this study is consistent with the ruby
pressure standard, calibrated against the elements silver and copper (Mao and

others, 1986).

METHOD
The optimization method of Haas and Fisher (1976) was modified and used
for this evaluation. The method evaluates and fits a series of
thermodynamically related functions to the observed data for a defined
chemical system. The modifications include:

1. expanding the heat capacity function to include additional terms,
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2, introducing the Inden function for Cp anomalies associated
with second-order magnetic disordering (Inden, 1981),
3. revising completely the equation for volume to incorporate the first-
order Murnaghan equation of state® and to follow more
closely the earlier evaluation by Fernandez Guillermet and Gustafson
(1985),
4, introducing a correction in the volume function so that the anomaly in
volume, associated with magnetic disordering, can also be included,
5. adding provisions to fit the cubic expansion coefficient and both the
isothermal and isentropic compressibilities, and
6. adding a provision to fit the critical temperature, T., as a
function of pressure,.

Une other modification of the method proposed by Haas and Fisher (1976)
was incorporated. The reference state for the elements at the reference
pressure was changed from AfG°(298.15 K, 1 atm) = 0 to
AeH®(298.15 K, 1 bar) = 0. This change brings the optimization
program into agreement with common usage where enthalpy is the reference
property and where the bar (= 10° Pa) is the reference pressure.

Fitting of phase equilibria and molar volumes at high pressures was
accomplished by adding the pressure of the experiment and the reference

pressure, if any, as the third and fourth independent variables, respectively.

* The first-order Murnaghan equation (Murnaghan, 1944) is as follows:
V(T,P)/V(T,Pr) = (1 + n P/Ky)-1/n,

where Ky is the isothermal bulk modulus at T and P and n is the
first derivative of the isothermal bulk modulus with respect to pressure, P.
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The temperature of the experiment and a reference temperature, if any, are the
first and second independent variables, respectively.

To achieve the optimization of the functions, each observation was
weighted equivalent to the reciprocal of the square of the author's stated (or
implied) precision. There were minor exceptions where the author provided a
precision that was not supported by the observations. The precision was used
because an estimate of the accuracy is not available until the evaluation is
completed. Weighting of the data is important and is necessary for a useable
optimization because the data varies by as much as 10 orders in magnitude.

For example AfusHo for Fe(bcc) = Fe(liq) at 1809 K is 13,850 J/mol and the

isentropic bulk modulus of Fe(bcc) is approximately 0.6x10"6 bar"l.

DATA

The results of this evaluation were obtained by considering experimental
data and theoretical constraints only. The results from commonly available
evaluations were included for comparison only. The data included the
following measured properties:

l. heat capacity, Cp°(T,Pr),

2. entropy, S°(298.15K,Pr),

3. incremental enthalpies, H°(T,Pr)-H°(Tr,Pr),

4. enthalpy of inversion, ajH°(T,Pr),

5. phase equilibria as a function of temperature and pressure,

2G(T,P) = 0,
6. molar volumes, Vu(T,P),
7. crystallographic lattice constants, ag(T,P) [or

ag(T,P) and cg(T,P) for Fe(hcp)l,
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8. reduced volumes, V(T,P)/V(Tr,Pr),
9. relative volumes, [V(T,P)-V(Tr,Pr)1/V(Tr,Pr),
10. cubic expansion coefficients, a(T,P),
11. apparent cubic expansion coefficients,
[V(T,P)=V(Tr,Pr)1/LV(Tr,Pr)(T-Tr)],
12. isothermal compressibilities, «7(T,P),
13. apparent isothermal compressibilities,
LV(T,P)=V(Tr,Pr)J/LV(Tr,Pr)(P-Pr)],
14, isothermal bulk moduli, Ky(T,P),
15, isentropic compressibility, «s(T,P),
16. isentropic bulk moduli, Ks(T,P),
17. slope of a phase inversion, dP/dT, at P = 0 bar, and
18. critical temperature, T¢, as a function of pressure.
The data do not restrict the trend of the calculated heat capacities of
the solids above their stability fields. To prevent anomalous extrapolations
of the polynomials for the heat capacities of the solids, use was made of the

Petit-Dulong Timit. The limiting equation is shown below,

aZVT

Tim CP =3nR+
T—)OO 10 KT

where n is the number of atoms in the formula unit, R is the gas constant, «
is the cubic expansion coefficient, V is the molar volume, and kT is

the isothermal compressibility. Absolute values could not be used because the
electronic contribution to the heat capacity could not be estimated

independently at temperatures yreater than 2000 K. Differences in the heat
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capacities were calculated at 500 kelvin intervals between 2000 and 4000 K.
These differences were included as part of the fitted data set to insure that
the slopes were qualitatively in agreement with them. Because electronic
contributions would add to the heat capacity in this temperature region, the
differences were considered minimum values to be achieved in the fitting.

In addition, the theoretical estimates of the total contribution to

entropy, S(T), from the disordering of the magnetic structure were included.

RESULTS
INTRODUCTION
The results of the fit will be discussed by property. The order of the
discussion will be as follows:
Heat capacity and incremental enthalpy
Entropy
Enthalpy
Gibbs energy of inversion at 1 bar
Volume of the solids
Volume of the liquid
Cubic expansion coefficient
Isothermal compressibility and isothermal bulk modulus
Isentropic compressibility and isentropic bulk modulus
The critical temperature
Phase equilibria at elevated pressures
The equations will be given with each discussion. Table 1 contains the

constants for use in the equations.
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HEAT CAPACITY AND INCREMENTAL ENTHALPY

The fitting functions for the heat capacity and the incremental enthalpy
are given by equations 2 through 7.
T+ a, T

T " +a, T " +a_.+a.T+a

+ CP(M,T) 2.

CP(M,T) is the contribution to the heat capacity that is caused by the
disordering of the magnetic structure of Fe(bcc) and Fe(fcc). The
contribution is calculated using the following functions for T less than or
equal to and for T yreater than T., respectively. The term tau is

the ratio of T to T..

n [j'(2k-1)]
T
Cp(M,T<Te) = aj53 ) - 3.
k=1
and
n [3"(2k-1)1]
Co(M,T>Te) = a i 4
p( s c) T a4 Z k1 .
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ot <r Lo o -2 -1 .5
HO(T,i)-H°(Tr,j) = -0.5 ay T° - a, 3 T 7 +ag In(T) + 2 a T°" + g T
2 3 4 .
+ 0.5 3 i T + ay ; T7/3 + aa’i T°/4 + ag,i + H(M,i,T)
] -2 -1 . b
+ 0.5 al,j Tr = + az,J Ir = - a3’J In(Tr) - 2 3 4 Tr°~ - 35,1 Tr
- 2 _ 3,32 . 1ra - - 1. Tr)
0.5 ab,j Tr a7’J Tr/3 aB,J Tr'/a ag,J H(M,2,Tr) 5.

In the last function, Tr is the reference temperature for the observation.
The subscripts i ana j refer to the phases present at T and Tr, respectively.
The phases may or may not be the same. For example, for Fe(bcc), the phases
at T and Tr are the same but for the others, the phase at Tr is always
Fe(bcc).

H(M,i or 3,T) is the contribution to the heat capacity that is caused by
the disordering of the magnetic spin structure of Fe(bcc) and Fe(fcc). The
contribution is calculated using the followinyg functions for T less than or

equal to and for T greater than T., respectively.

[J'(2k=-1)+1]
T

n
H(M,T<T,.) = .
(M,T<T¢) = T¢ a3 Kzl () G (2ke1)e]) : 6

and
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n [3"(2k-1)+1]

A(M,T>Te) = Te ag,

oy (2=1)(3"(2k-1)+1)

n n
T T
HSERD p -2 L :
oy (2K=1)[3" (2-1)+1] oy (2-1)[J"(2k-1)+1]

The heat capacities and the incremental enthalpies for the solid
polymorphs from 200 to 3000 K and for the liquid from 1000 to 3000 K were

calculated using these functions and the constants given in Table 1. These

smoothed values are yiven in Tables 2 and 3, respectively. Figure 1 is a plot-

of the calculated neat capacities between 200 and 2500 K. Figure 2 contains
the same data but the properties of the metastable phases have been deleted.
Figure 3 through 26 give the plots of the calculated heat capacities and the
data contained in the sources indicated on the figures.

Figure 27 shows the calculated incremental enthalpies for the three
solids and the liquid to 2500 K. Figures 28 through 38 give the plots of the
calculated incremental enthalpies and the data contained in the sources cited.

Data from Anderson and Hultgren (1962), Dench and Kubachewski (1963),
Eucken and Werth (1930), Fernandez Guillermet and Gustafson (1985), Ferrier
and Ulette (1962), Kelley (1943), Kollie and others (1969), Morris and others
(1966), Ulette and Ferrier (1958), Royez ana LeCoze (1980), Stepakoff and
Kaufman (1968), Tsuchiya and others (1971), Vollmer and others (1966), and
Luitofr (1938) were used in this evaluation. The data were yiven weignt

equivalent to the reciprocal of the square of the author's stated precision.
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From the compilation by Fernandez Guillermet and Gustafson (1985), only
the smoothed estimated values for Fe(hcp) were used. The precision was set at
five percent. This was done to contain in the fitted data set some guide for
the fitting of the heat capacity function for Fe(hcp) at elevated
temperatures. The resulting weight was sufficiently low that it would not
force the fit from this evaluation to be the same as that obtained by
Fernandez Guillermet and Gustafson.

The following paragraphs are a study-by-study review of the results as
compared to the sources of data or to the cited compilation. The comparison
with compilations is included for the readers' benefit so that they may
recognize how this study differs from data that they may be using.

Austin (1932). Figure 3 shows Austin's evaluated results and the fitted

line from this study. Agreement, particularly at lower temperatures, is
reasonable for Fe(bcc) but Austin's estimated values for Fe(fcc) are high.
The heat capacity of Fe(fcc) was estimated by Austin by averaging values
derived from a Debye function and the Kopp-Neuman rule. (See also Eucken and
Werth, 1930.) The data were given zero weight in the fitting process.

Awbery and Griffith (1940). Figure 4 shows the smoothed heat capacities

of Awbery and Griffith and the fitted curves. Agreement below T is
consistent with the precision of the data. However, above T the

fitted functions are significantly higher than the Awbery and Griffith's data.
The data were given zero weight,

Bendick and Pepperhoff (1982). The authors measured the heat capacity of

the stable phase from 300 to approximately 1720 K. Their experimental data
and theory were used to derive the smoothed heat capacities of Fe(bcc) and

Fe(fcc) as shown on Figure 5. The agreement between this evaluation and the
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work of Bendick and Pepperhoff is not good. An attempt to base the evaluation
of Cp of Fe(bcc) and Fe(fcc) only on Bendick and Pepperhoff's study

caused systematic errors in AjH® for the inversion of Fe(fcc) to

Fe(bcc) between 1184 and 864 K. Refer to Figure 41 for an indication of the
disagreement between this study and that of Bendick and Pepperhoff. In
addition the P-T curve for the equilibrium "Fe(fcc) = Fe(hcp)" were not fit
properly as compared to this evaluation. The data were given zero weight in
the final fitting process.

Cezairlyan and McClure (1975). Use was made of a subsecond pulse heating

technique to measure the heat capacity of Fe(fcc) and Fe(bcc) between 1500 and
1800 K (Figure 6). The fitted values for Fe(fcc) are in consistent with the
precision of the data. The fitted function for Fe(bcc) has a lower
temperature dependence than the experimental data. The data were not used in
the fitting process because the anomalous slope in Fe(bcc) could not be
justified by other data.

Chase and others (1985). This study is also referred to as the JANAF

Thermochemical Tables. The smoothed values given in the JANAF Thermochemical
Tables are plotted on Figure 7 for comparison with this evaluation (lines).
Agreement is good except for the heat capacities of Fe(bcc) at temperatures
above 1500 K. The data for Fe(fcc) in the JANAF Thermochemical Tables are
based on a linear fit of the data within the stability range. Therefore, the
properties of the metastable phase below 1184 K will also deviate in a
systematic fashion from this evaluation. 1In this study, the heat capacity of
Fe(fcc) was fit with a more complex polynomial in temperature. The JANAF data
were given zero weight in this review.

Darken and Smith (1951). The review by Darken and Smith, though based on
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an analysis of different data is close to the results of this evaluation in
most details (Figure 8). The results of the review were yiven zero weight.

Dench and Kubachewski (1963). Heat contents over short temperature

intervals of 20 to 30 kelvin were made between 1073 and 1800 K but the results
were reported as smoothed heat capacities (Figure 9). The results from this
review are in agreement with the smoothed heat capacities except that the
fitted values are high. The data have a stated precision of 2 percent and the
fitted function is within that precision.

Desai (1986). Smoothed evaluated heat capacities from Desai's review are

plotted on Figure 10 along with the fitted functions. Desai's values for
Fe(bcc) above 1665 K are based on the experimental work of Cezairlyan and
McClure (1975). This alone accounts for most of the differences between the
two evaluations. Such high temperature dependence for the heat capacity of
Fe(bcc) would make it difficult to fit the Fe(bcc) to Fe(fcc) inversion and
the melting of Fe(bcc) at higher pressures. The data in the review were given
zero weight because no new data were presented,

Dobrosavljevic and others (1985). A pulse heating technique was used to

measure the heat capacity of iron to 1750 K. The averaged values and the
fitted functions from this study are plotted on Figure 11. The averaged
values are systematically higher than the fitted functions, but the precision
of the experimental data is about 1 percent. The data were given zero weight
in this evaluation.

Eucken and Werth (1930). The heat capacity of iron and iron-manganese

alloys were measured between 16 and 200 K, From these data the heat capacity
of Fe(fcc) was estimated. The data between 150 and 200 K were used in this

evaluation. Figure 12 shows the data used ("+") and the fitted function.
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Considered the extrapolations and the precision of the data, the agreement of
the functions to the observations is acceptable.

Fernandez Guillermet and Gustafson (1985), This study is also referred to

as the KTH* compilation. In almost all respects the KTH compilation and this

evaluation are similar. Refer to Figures 13 and 14. The KTH evaluations used
a constant heat capacity of 46 J/(mol K) for the heat capacity of the liquid.

The evaluated smoothed results for Fe(bcc), Fe(fcc), and Fe(1iq) from the KTH

evaluation were not used in this study. As stated above, the data for Fe(hcp)
were given a low weight,

Holetzko (1952; cited in Krauss, 1958). Krauss (1958) cites data from

the dissertation by Holetzko (1952). They are plotted on Figure 15 along with
the fitted functions. Up to T; the fitted function for Fe(bcc)

agrees well with the reported data. However, above T., the fitted

functions are not in agreement. In part, some of the scatter is due to the
inclusion of part of the enthalpy of inversion at 1184 and 1665 K in the heat
capacities. The data were ygiven zero weight.

Kelley (1943). Heat capacities were measured up to 295.1 K (Figure 16,

"0"). The data between 155 and 295.1 K were used to complete this evaluation.
Ayreement is within the precision of the experimental data.

Klinkhardt (1927). Values from Klinkhardt's smoothed functions for

Fe(bcc) and Fe(fcc) are plotted on Figure 17 along with the fitted functions
for this study. Agreement of the heat capacity for Fe(bcc) is consistent with
the scatter of Klinkhardt's experimental data as shown in Figure 9 of the

cited reference. For Fe(fcc), the agreement is not acceptable. Klinkhardt's

* KTH refers to the Royal Institute of Technology, Stockholm, Sweden.
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experimental values above 1184 are uniformly higher than the fitted function
from this study. Klinkhardt's data were given zero weight.

Kohlhaas and others (1966); Vollmer and others (1966). These related

studies supplied smoothed data for the heat capacities of iron from 300 to
1860 K (Figure 18). The first report gives details around T and

the second report gives data over the complete temperature range. The
observed heat capacity for Fe(fcc) is about 1 to 2 percent lower than the
fitted function. The observed heat capacity for the liquid is 43.0 J/(mol K)
and is consistent with the fitted function that yields 43.2 J/(mol K) at the
melting point, 1809 K. The data were given a weight consistent with the
authors' stated precision of 2 percent.

Kollie and others (1969); Kollie (1969). A pulse calorimeter was used to

measure the heat capacity of iron from 333 to 1478 K. Smoothed values are
yraphed on Figure 16 ("+") along with the fitted functions. The data were
used in completing this evaluation. The fit of the function for Fe(bcc) is
excellent but the data for Fe(fcc) are systematically above the fitted curve
and have a different trend with temperature. This latter departure is the
result of a minor disagreement among these data, incremental enthalpies to be
discussed later, and the phase equilibria.

Lapp (1936; cited by Krauss, 1958). Krauss (1958) cited Lapp's data

(Figure 19, "o") in his review paper. The data are systematically higher than
the fitted function and were given zero weight.

Lehman (1960). Two observations are plotted on Figure 19. The data were

given zero weight because they are anomalous,

Margrave (1975). Margrave, in his compilation, reported the heat

capacity of Fe(liq) near the melting temperature as 46.44 J/(mol K). Refer to



Haas and Chase Page 17
THERMODYNAMIC DATA FOR IRON 1 January 1989

Figure 19. In this evaluation, the fitted heat capacity varies from 43.19
J/(mol K) at 1809 to 43.78 J/(mol K) at 2000 and 45.87 J/(mol K) at 3000 K.

Orr and Chipman (1967). The compilation is in agreement with the

evaluation of Orr and Chipman except for for the heat capacities of Fe(bcc)
above 1500 K and of the liquid. Refer to Figure 20. In both cases, Orr and
Chipman estimated an average heat capacity for the temperature range from the
available data. For Fe(bcc) the heat capacity was adjusted to yield that
"average" value and yet be consistent with the metastable extrapolation of the
heat capacity above 1184 K. For the liquid, the average heat capacity was
used directly. The approach in this study was to fit the data for each phase
over the complete temperature range with one polynomial in T (equation 2) and
a function for the anomaly (equations 3 and 4). The approach used here
considered the enthalpies of inversion at 1184, 1665, and 1809 K, the molar
volumes, activities of Fe in several alloys, and the univariant reactions as a
function of pressure. Orr and Chipman considered the enthalpies and
activities but made no attempt to include volume data and the univariant
reactions at elevated pressures in their evaluation. Their results were given
zero weight in this evaluation because this study was an evaluation of
publisned data only.

Pallister (1949). Heat capacities were measured from 273 to 1523 K,

Pallister's smoothed data were compared with the fitted curves from this study
on Figure 21, Up to the critical temperature, the agreement is consistent
with the precision of the experimental data.. Above T. the data for

both Fe(bcc) and Fe(fcc) are low and show a maximum difference near 1184 K.
The data were given zero wieght.

Rogez and LeCoze (1980). Agreement with the Cp data measured
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by Royez and LeCoze is satisfactory. Refer to Figure 22. The precision of
the measurements was reported as 2.5 percent. The data were given a low
weight in this evaluation consistent with the stated precision,

Stepakoff and Kaufman (1968). The heat capacity of Fe(bcc) and

iron-ruthenium alloys from 36 to 100 percent Ru were measured. The data for
Fe(bcc) are shown on Figure 23 and were used in completing this evaluation.
The agreement between the observed and calculated values is less than the
experimental precision.

The heat capacity of Fe(hcp) was obtained by Stepakoff and Kaufman from
linear extrapolations of the data for the alloys and for pure ruthenium. The
extrapolating curves were reported to be linear functions of mole percent of
Fe to within 1 percent, These data were used in this evaluation as part of
the fitted data. Refer to Figure 12 ("o") for a comparison of the fitted
function with the "observed" values of Stepakoff and Kaufman.

Tsuchiya and others (1971). Heat capacities of a series of iron-nickel

and iron-manganese alloys having the face-centered cubic structure were
measured between 300 and 900 K. Tsuchiya and coworkers combined these data
with the research of Eucken and Werth (1930) to estimate the heat capacity of
Fe(fcc) from 0 to 1800 K. In this study the data between 300 and 900 K were
used as part of the fitted set for the heat capacity of Fe(fcc). Figure 24
shows the comparison.

Valentiner (1958). Molar heat capacities were measured between room

temperature and the critical temperature. The data are anomalously high and
were given zero weight, Refer to Figure 25,

Wallace and others (1960). The heat capacity of iron from 298 to 1323 K

using a dynamic pulse heating method was measured (Figure 26). The data were
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not used in this evaluation. The departure between T. and 1184 K

indicates that the data of Wallace and others are not consistent with the data
for the reaction Fe(fcc) = Fe(bcc) at temperatures below 1184 K.

Anderson and Hultgren (1962). Incremental enthalpies were measured over

the temperature range 298 to 1433 K (Figure 28). The data were found to be
totally consistent with all other parts of the data set for iron and were
used. The largest difference between the observed and the fitted values was
315 J/mol at 1031 K. The average difference was 90 J/mol, a value well within
the precision of the data.

Esser and Baerlecken (1941). The incremental enthalpies of electrolytic

iron were measured to 1100 K. Refer to Figure 29. The fitted function for
the incremental enthalpies is about 1 percent lower than their data from “run
2" and more than 2 percent lower than their "run 1". Esser and Baerlecken
used the data from "run 2" to derive the smoothed data for iron,

Jaeger and others (1938). Incremental enthalpies were measured between

273 and 1470 K. The data are anomalously high and were given zero weight.
Refer to Figure 30.

Morris and others (1966). A diphenyl ether calorimeter was used to

measure the incremental enthalpies between 1725 and 1875 K (Figure 31). The
data were used in this evaluation. The largest difference between the
observed and fitted values was 500 J/mol at 1862 K. Just fitting the
incremental enthalpies for the liquid with a function "a + bT" yielded an
average heat capacity (=b) for the liquid of 39.3 J/(mol K). In this
evaluation the heat capacity varied from 43.2 J/(mol K) at 1809 K to 43.8
J/(mol K) at 2000 K.

Oberhoffer and Grosse (1927). Incremental enthalpies were measured
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between 273 and 1870 K. The data are anomalously high and were given zero
weight, Refer to Figure 32. Just fitting the incremental enthalpies for the
Tiquid with a function "a + bT" yielded an average heat capacity (=b) for the
liquid of 34.6 J/(mol K). In this evaluation the heat capacity varied from
43.2 J/(mol K) at 1809 K to 43.8 J/(mol K) at 2000 K.

Olette and Ferrier (1958), Ferrier and Olette (1962). The data were

measured by an adiabatic drop calorimeter between 1193 and 2213 K. Refer to
Figure 33. The data were found to be consistent with the other data accepted
in this compilation and were used. The largest differences between the
observed and calculated values are 554 J/mol at 1663 for Fe(fcc), 275 J/mol at
1745 K for Fe(bcc), and 879 J/mol at 2066 for Fe(liq). In the same order, the
average errors are 300, 110, and 700 J/mol, respectively. The data for
Fe(1iq) were given a precision of 600 J/mol because error in addition to the
experimental error was introduced during the scaling of the values from the
figure in the paper by Ferrier and QOlette (1962). Just fitting the
incremental enthalpies for the liquid with a function "a + bT" yielded an
average heat capacity (=b) for the liquid of 47.0 J/(mol K). In this
evaluation the heat capacity varied from 43.2 J/(mol K) at 1809 K to 43.8
J/(mol K) at 2000 K.

Pattison and Willows (1956). Incremental enthalpies were measured

between 1280 and 1920 K. The data are anomalously high and were given zero
weight. Refer to Figure 34. Just fitting the incremental enthalpies for the
Tiquid with a function "a + bT" yielded an average heat capacity (=b) for the
liquid of 34.6 J/(mol K). In this evaluation the heat capacity varied from
43.2 J/(mol K) at 1809 K to 43.8 J/(mol K) at 2000 K.

Treverton and Margrave (1971). A levitation calorimeter was used to
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measure incremental enthalpies of the liquid from 1804 to 2142 K. The data,
graphed on Figure 35, were found to be consistent with the other accepted data
and were used. The largest difference was 740 J/mol at 2137 K. The average
difference was 480 J/mol, well within the precision of the data. Just fitting
the incremental enthalpies for the liquid with a function "a + bT" yielded an
average heat capacity (=b) for the liquid of 43.0 J/(mol K). In this
evaluation the heat capacity varied from 43.2 J/(mol K) at 1809 K to 43.8
J/(mol K) at 2000 K.

Unino (1926,1929). Incremental enthalpies were measured between 273 and

1900 K. The data are anomalously high and were given zero weight. Refer to
Figure 36, Just fitting the incremental enthalpies for the liquid from Umino
(1959) with a function "a + bT" yielded an average heat capacity (=b) for the
liquid of 47.6 J/(mol K). In this evaluation the heat capacity varied from
43,2 J/(mol K) at 1809 K to 43.8 J/(mol K) at 2000 K.

Wust and others (1919). Incremental enthalpies were measured between 273

and 1873 K. The data are anomalously high and were given zero weight. Refer
to Figure 37. Just fitting the incremental enthalpies for the liquid with a
function "a + bT" yielded an average heat capacity (=b) for the liquid of 36.3
J/(mol K). In this evaluation the heat capacity varied from 43.2 J/(mol K) at
1809 K to 43.8 J/(mol K) at 2000 K.

Zuitoff (1938). Incremental enthalpies were measured between 298 and

1773 K (Figure 38). The data were used in this evaluation with the exception
of the 4 values above 1665 K. The average difference was 70 J/mol. The

largest difference was 207 J/mol at 1253 K.
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ENTROPY
Table 4 gives the entropy, S°(T) for the three solids from 200 to 3000 K

and for the liquid from 100U to 300U K., The titting equations are as follows:

$°(T) = -a,/(3 ™ - a,/(2 ) - ay/T - 2 a4/T'5 +a. 1n(T)

5

2 3
+ g T + ay T°/2 + ag T°/3 + a9t S(M) 8.

where aj through ag are the same constants as given in the
Cp function, ajg is the constant of integration, and S(M)

is the integral for Cp(M).

n L3"(2k-1)]

S(M, T<T) = a ) —————— 9.
13 - 2
k=1 J (2k-1)
n TLJ”(Zk-l)]
S(M, T>T-) = a Z —_—
14 - 2
k=1 J (2k=1)
n 1 n 1
+ a3 Z - a Z 10.
13 e 2 14 " 2
(op 3" (2k-1) (op 4"(2k=1)
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In this evaluation, only three values from the literature were used as
part of the fitted data. The JANAF Thermochemical Tables give $°(298.15 K,1
bar) = 27.319 J/(mol K). This is based on an earlier critical review of the
available data from O to 400 K by one of the authors (MWC). In this review,
the JANAF value was fit exactly. All other entropies as given on Table 4 were
derived from the fitted thermal functions and the phase equilibria.

Hofmann and others (1956) calculated a value of 9.205 J/(mol K) for the
total entropy contribution from the magnetic disordering. Chuang and others
(1985) calculated a total entropy contribution as 9.324 J/(mol K). The fitted
value from this optimization is 9.318 J/(mol K) in agreement with the estimate

by Chuang and others (1985).

ENTHALPY

Table 5 supplies the enthalpies of inversion among the three solids from
200 to 3000 K and between the solids and the liquid from 1000 to 3000 K.
These values are the results of the complete fit of the data set. The fitting
equation for the enthalpy of a phase relative to H°(bcc)=0 at 298.15 K and 1

bar is as follows:

HO(T,1)-H° (298, Fe(bec)) = -0.5 a, T2 . 2, 1y a; In(T) + 2 a, 77+

2 3 4
tagT+agT/2+a; T7/3+a5T/4+ ag+ H(M) 11.

where aj; through ag are the same constants as given in the

heat capacity function, ag is the constant of integration, and H(M)
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is the integrai of Cp(M). H(M) is caiculated from the following

equations.

N3 (2k-1)+1]
Te a;5 ) 12.

H(M,T<T.) =
¢ ol (2-1)(3" (2k-1)+1)
and
n L "(2k-1)+1]
H(M,T>T.) = T a
¢ ¢4 §, (2k-1)(3"(2k-1)+1)
k=1
n n
TC TC
* a3 -apy L 13.

(2k-1)[g3"'(2k-1)+1] (2k-1)[j"(2k-1)+1]

k=1 k=1

Table 6 gives a comparison of the optimized results and the published
data. Unly the data flagged with an asterisk (*) were explicitly contained in
the titted set. Uther data were either given zero weight or were implicit in

the incremental enthalpies described above.

GIBBS ENERGY UIFFERENCES AT 1 BAR
Table 7 yives the Gibbs eneryy dirterences amonyg the three solids from
20U to 30uU K ana between the solids ana the ligquid between 100U and 3000 K.

The titting equation for the Liobs eneryy ot a phase relative to H°(bcc)=U at
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298.15 K and 1 bar i1s as follows:

6°(T,1)-H°(298,Fe(bcc)) = = a,/(6 T2) = a,/(2 T) + ag(1+1n(T)) + 4 a, T*°

+ag (T-T In(T)) - ag T%/2 - a, T9/6 - ag T%/12

5

+ag - aj T + G(M) 14.

where aj) through ag are the same constants as in the heat

capacity equation, ag and ajg are constants of inteyration

for enthalpy and entropy, respectively, and G(M) is the contribution to fhe
Gibbs energy from the aisoraering of the magnetic structure. G(M) is

calculated using the foilowing relation:
G(M) = H(M) - T S(M) 15,
Figure 39 is a plot of the Gibbs energies of all the phases relative to the

Gibbs energy of Fe(bcc) For the temperature ranges indicated, the order of

stability is as follows:
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TEMPERATURE STABILITY SEQUENCE
RANGE  (K)
<331 Fe(bcc) > Fe(hcp) > Fe(fcc) > Fe(liq)
331-1184 Fe(bcc) > Fe(fcc) > Fe(hcp) > Fe(liq)
1184-1307 Fe(fcc) > Fe(bcc) > Fe(hcp) > Fe(liq)
1307-1665 Fe(fcc) > Fe(bcc) > Fe(ligq) > Fe(hcp)
1665-1798 Fe(bcc) > Fe(fcc) > Fe(liq) > Fe(hcp)
1798-1809 Fe(bcc) > Fe(liq) > Fe(fcc) > Fe(hcp)
>1809 Fe(liq) > Fe(bcc) > Fe(fcc) > Fe(hcp)

Figure 40 shows the fitted curve and the Gibbs energy differences between
Fe(bcc) and Fe(fcc) from 864 to 1184 K. The twelve values were extracted from
the literature in an analysis of alloy chemistry by Prof. Hillert (1986) and
supplied for inclusion among the fitted data. The largest departure of the
function from the data is 23 J/mol at 1013 (Hasabe and others, 1985). For the
10 remaining data, the average error is 7.1 J/mol.

Figure 41 shows the fitted function (1ine) and the evaluations by Bendick
and Pepperhoff (1982), Chuang and others (1985), Orr and Chipman (1967), and
Tsuchiya and others (1971). Compilations such as the JANAF Thermochemical
Tables, (Chase and others, 1985) and Hultgren and others (1973), are
essentially the same as the compilation by Orr and Chipman (1967). Above 1050
K all evaluations are equivalent. Below 1050 the fitted function is closest
to the evaluations by Orr and Chipman and by Chuang and others.

From vapor pressure observations, Stepakoff and Kaufman (1968) determined
that the Gibbs energy difference for the inversion Fe(fcc) to Fe(hcp) was
+4,279 J/mol (“+" on Figure 42). The results of Stepakoff and Kaufman's

evaluation are shown as "o" on Figure 42. The results of this review are
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shown as a line. The correlation is acceptable,

VOLUME OF THE SOLIDS

To obtain a reasonable description of the phase equilibria at elevated
pressures, the molar volumes, expansivities, and compressibilities are needed.
Table 8 gives the molar volumes and densities for the three solids at 1 bar
from 200 to 3000 K and for the liquid from 1000 to 3000 K. The molar volumes
are plotted on Figure 43. The fitting function is as follows:

éalpha

V(T,P) = [V, V(N I-[1 + by P/ (b, + by T)17(1/6) 16.

5
where Vg is the constant by on Table 1 and is the constant

of integration, alpha is the cubic expansion coefficient at the zero pressure,
V(M) is the contribution to the volume caused by the disordering of the
magnetic structure, bg is n and (bgtbg T) is the

isothermal bulk modulus as given in the Murnaghan equation. VO is always

less than than V(298,1). The cubic volume coefficient at zero pressure was
modelled using the following function:

(=T/bg) 17.

alpha = b1 + b2 T+ b3 e
where bj through b3 are fitted constants and bg
is an empirical constant. For iron, bg was set to 650 K because it

yave the best fit of the available data. (Without data available, a trial
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constant to use for bg would be 1.5 x Tp where
Tp is the Debye temperature evaluated at temperatures near 0 K.) For
the solids, bp was set to zero; for liquid, b3 was set to
zero. For the solids, the function approaches a constant as does the volume
expansion coefficient at high temperatures.

For the magnetic anomaly, it was postulated that the anomaly in volume
was similar to the anomaly in enthalpy. Plots of these properties appeared to

be of the same form. Therefore, the following relation was assumed.

V(M) = a2 H(M) 18.

This assumption is in good agreement with the data and with the critical
temperature as a function of pressure. The latter will be discussed below.
What follows is a study-by-study review of the volume-related data

available at the time of this compilation.

Basinski and others (1955). The molar volume was measured by X-ray

techniques between 293 and 1775 K at ambient pressure. The experimental data
and the fitted functions for Fe(bcc) and Fe(fcc) are shown on Figure 44, The
data were part of the fitted file and the largest error is 0.007

cm3/mol at 1662 K. The average error is 0.002 cm3/mo1.

Benkisser (1980). The volume of Fe(hcp) at 298 K and 1 bar was estimated

to be 6.796 cm3/mol from an analysis of iron-manganese alloys. The
fitted value is 6.870 cm3/mo1, a difference of 0.11
cm3/mol.

The volume of Fe(fcc) at 298 K and 1 bar was found to be 6.860
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cm3/m01. The fitted value was found to be 6.853 cm3/mol

with an error of 0,007 cm3/m01.

Besson and others (1988). From X-ray measurements in high-pressure

diamond cells, the molar volume of Fe(fcc) was found to be 6.01
cm3/mol at 2300 K and 420 kbar. The fitted volume is 6.36
cm3/mo], an error of 0.35 cm3/mol.

Blackburn and others (1965). The molar volumes of the iron polymorphs

were estimated from studies of the iron-ruthenium alloys to be as follows:

POL YMORPH ESTIMATED CALCULATED REMARKS
VOLUME VOLUME
Fe(bcc) 7.11 7.0918
Fe(fcc) 7.27 6.853 The two values correspond to
6.745 high-moment high-volume and
lTow-moment low-volumes
respectively.
Fe(hcp) 6.781 6.870

The data were given zero weight in the fitting.

Brown and McQueen (1986). From shock experiments, the volume of Fe(hcp)

was found to be as follows:

TEMPERATUREt  PRESSURE VOLUME3MEASURED VO%UME FITTED
(K) (kbar) (cm”/mol) (cm”/mo1)

786 400 5.885 5.887
1163 600 5.590 5.672
1626 800 5.370 5.515
2154 1000 5.200 5.387
2729 1200 5.059 5.266
3340 1400 4,942 5.133
3973 1600 4,839 4,966
4625 1800 4,753 4,733

t The temperatures were adjusted to be in agreement with the experimental data
of Williams and others (1987).

The last column gives the calculated volumes. The largest error is 0.21
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cm3/mol and the ayreement is acceptable., It must be noted that the
first-order Murnaghan equation was never intended for use up to these
confining pressures.

Clendenen and Drickamer (1964). Figure 45 shows the results of early

experiments on the molar volume of Fe(bcc) and Fe(hcp) as a function of
pressure at 298 K. The early results were given zero weight in the
optimization.

Donohue (1974). A critical review of the lattice constants by Donohue at

293.15 K yielded a value of 7.0912-0.0014 cm3/m01. This review found
7.0905-0.001 cmo/mol.

Esser and Mueller (1933). The reported data are systematically low by

0.04 cm3/mo] and were given zero weight. Figure 46 is a plot of the
reduced volumes, V(T)/V(293). The data trend toward higher volumes with
increasing temperature.

Fasiska and Zwell (1967). X-ray techniques were used to measure molar

volumes of Fe(bcc) at 296, 687, and 951 K. The data, plotted on Figure 47
("+") were fit with errors of 0.000, 0.003, and 0.000 cm3/mol,
respectively.

Giles and others (1971). The molar volume of Fe(bcc) and Fe(hcp) were

measured to 163 Kbar at 300 K (Figure 48). The data were given zero weight in
the optimization. The reduced volumes for Fe(bcc) appear to be acceptable but
the data for Fe(hcp) indicate a systematically smaller molar volume of about
0.04 cm3/mol.

Goldschmidt (1962). X-ray techniques were used to measure molar volumes

of Fe(bcc) and Fe(fcc) from 293 to 1528 K. Refer to Figure 49 for a plot and

fit of the data. The data were used in making this optimization and the
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largest error is 0.010 cm3/mol at 1528 K. The average error in
volume for Fe(bcc) is 0.002 cm3/mo1 and for Fe(fcc) is 0.007
cm3/mo1.

Gorton and others (1965). X-ray techniques were used to measure molar

volumes between 295 and 1343 K. The data are plotted on Figure 50. Because
the data were anomalously high, the data were given zero weight in this
review,

Huang (1987); Huang and others (1987). In his dissertation Huang

measured the molar volume of Fe(bcc) and Fe(hcp) to 723 K and 240 kbar using
high-pressure diamond cells and synchrotron radiation. Refer to Figure 51 for
a plot of the experimental data and the fitted curves. For Fe(bcc) only the
723 K isotherm is anomalous when the precision of the data is considered. For
Fe(hcp) the data below 150 Kbar on the 423- and 723-K isotherms are anomalous.
The other data were used in the fit but the precision was set at 0.02

cm3/mol.

Jack (1951). From an analysis of the data in the Fe-N system, the volume

of Fe(fcc) was found to be 6.856 cm3/mol at 298 K and 1 bar. The
fitted value is 6.853 cm3/mol.

Jephcoat and others (1986). Molar volumes were measured by X-ray

techniques in diamond cells to near 800 kbar at 298 K. The reduced volumes
are plotted on Figure 52 along with the fitted curves The values for Fe(hcp)
below 200 kbar were given zero weight because the data have an anomalous
trend., The other data were fit within the precision reported by Jephcoat and
others.

Kochanovska (194Y). X-ray techniques were used to measure the volume of

Fe(bcc) from 295 to 639 K. Because the data appear to have a systematic error
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of about -0.04 cm3/mol, the values were converted to reduced volumes
[=V(T)/Vr(295)]. Because of the systematic error shown on Figure 53, the data
were given zero weight,

Kohlhaas and others (1967). Molar volumes between 93 and 1781 K were

measured using X-ray techniques and reported. Refer to Figure 54, The data
for Fe(bcc) is satisfactory except near T. at 1043 K. From about

980 to greater than 1184 K, the observed volumes are anomalously low by 0.02
em3/mol and indicate a larger volume change caused by the magnetic
disordering. For Fe(fcc), the volumes have an anomalous trend., The data were
given zero weight in this evaluation. The volume is high at 1223 K by 0.01
cm3/mol and is low at 1634 K by 0.02 cm3/mo].

Mao and Bell (1979). Molar volumes between 437 and 941 kbar were

measured at 298 K using X-ray techniques and high-pressure diamond cells. The
data are plotted as reduced volumes on Figure 55, The fitted function is
consistent with the data within the precision of the measurements.

Mao and others (1967). Molar volumes at 296 K were measured to 309 kbar

by X-ray techniques and high-pressure daimond cells. The data are plotted as
reduced volumes on Figure 56. The data were used in this evaluation and fit
within the precision of the observations.

Newkirk (1957). From an analysis of the data in the Fe-Cu sys<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>