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PREFACE

A course on PC-based seismic networks was given to about 20 students in Menlo Park,
CA from September 9 through 20, 1991. The purpose of this course was to show students
how to operate a PC-based seismic network, carry out routine data processing, and perform
basic data analysis. A total of 21 lectures were given during the mornings, and laboratory

sessions were conducted during the afternoons.

This Open-file Report consists of the 21 lectures given in the above course. These
lecture notes were first transcribed by Doug Dodge from video tapes recorded in the class
and were then edited by the authors. Minor editing has also been performed by the editors

for consistency in the presentation.

We are grateful to John Filson who provided the financial support for conducting this
course, and to Carol Lawson for providing the computer training facility for the laboratory
sessions. We thank (1) the authors for delivering the lectures and for conducting the
laboratory sessions, (2) Randy White and Mary Allen for reviewing the manuscripts, and
(3) Virginia Tsai for preparing the Name Index and the Subject Index.

W. H. K. Lee and D. A. Dodge, Editors



1. REGIONAL SEISMIC NETWORKS IN CALIFORNIA
by

J. P. Eaton
U. S. Geological Survey, Menlo Park, CA 94025

ABSTRACT

Short period seismic networks in California have a long history. They have been
developed by different institutions with different objectives. Equipment for recording and
analyzing earthquakes has undergone several revolutions. What can be done easily and
routinely today could hardly have been imagined by the planners of the first extended
networks in the decades following the great 1906 San Francisco earthquake. Moreover, the
conceptual framework of plate tectonics and the needs of the earthquake hazard reduction
program lead to far more detailed and sophisticated questions for the modern network to
answer than those addressed by the early networks.

The plan of this paper is to trace the history of the development of seismic networks
in California, with emphasis on size, density, instrumentation, and analysis procedures as
well as on the purposes that the networks served. The paper is offered to help resolve the
impasse that has frozen the networks, prematurely, in their 1982 configuration for nearly 10
years and to encourage a renewed effort to bring the networks to a state of completion that

will permit them to fulfill their essential role in earthquake research and hazard reduction.



I. HISTORY OF NETWORK DEVELOPMENT

A. Original 1 uake network. rkel h
The frequent occurrence of earthquakes in California and the need for coordinated

networks of seismographs to study them have been recognized since the time of Holden at
the dawn of instrumental seismology in the U. S. 100 years ago (Louderback, 1942). The
seismic networks that have evolved in northern and southern California over the last century
have pressed the limits of available technology; but for many decades the lack of adequate
instruments for detecting, recording, and timing earthquake waves and for collecting and
analyzing their records placed crippling restraints on the size and effectiveness of seismic
networks. From 1887 to the late 1920’s, the UC Berkeley stations at Mt Hamilton aﬁd
Berkeley were the only stations with accurate timing in the state. They operated mechanical
seismographs with magnifications of about 100. Even after the development of the Wood-
Anderson and Benioff seismographs in the late 1920°s and early 1930’s, the California
networks remained primarily reconnaissance in nature. In 1952 the California networks
consisted of only 10 northern (UC Berkeley) and 15 southern (Caltech) widely scattered self-
contained seismograph stations, with relatively poor time control, that wrote "paper” records
of moderate dynamic range. Collection and hand processing of the records was labor
intensive and slow; and the resulting earthquake solutions were generally poorly constrained,
especially as regards focal depth.

Significant upgrading of the UC Berkeley northern California network was carried out
by Don Tocher in 1959-1961 (Bolt, 1989) with the installation of 8 telemetered short-period

stations that were recorded together on a 16 mm film recorder (Develocorder). That



equipment had been developed to serve the U S nuclear test detection program. Seismic
network telemetry was introduced to southern California in 1966-1972, when most of the
Caltech stations were equipped for telemetering to Pasadena for recording. Both networks
remained very sparse and provided essentially reconnaissance coverage of earthquakes of
magnitude 3 and larger. In 1968 the northern California network contained about 15 stations

and the southern California network contained about 20 stations.

B. Early microearthquake network experiments in California
When the USGS began to develop a program of earthquake research in California in

1966 in response to the challenge posed by the Press Panel report on earthquake prédiction
(Press, et al., 1965), it brought different experiences with seismic instrumentation and with
level-of-detail in local earthquake studies than those underlying the existing California
networks. Its study of microearthquakes at Kilauea volcano in Hawaii in the late 1950°s and
early 1960’s, by means of a dense high-gain short-period seismic net that included a small
telemetered subnet at its center, had shown the importance of matching seismometer response
to the recording environment and the character of the earthquakes studied (Klein and
Koyanagi, 1980; Eaton, 1986a, 1986b). Its study of earthquakes produced by injection of
waste-water into basement rocks beneath the Rocky Mounéin Arsenal in Colorado in the
early 1960’s, by means of improvised seismic arrays employing truck-mounted, low-
frequency seismic systems designed for long-range refraction profiling, had demonstrated the
precision of hypocenter determinations that could be obtained with a suitable network (Healy,

et al., 1968).



The primary instruments for earthquake studies brought to California by the USGS in
1966 were the 20 portable 3-component seismic systems that recorded on low-power, "10-
day", FM tape recorders (Criley and Eaton, 1978). With internal chronometers and WWVB
radio time signals recorded on tape along with high- and low-gain tracks for seismic data,
these systems provided reliable timing and moderate dynamic range (60+ dB). The
electronic response was flat from DC to about 17 Hz; and with the 1-Hz moving coil
seismometers employed (EV-17’s), the overall system response was flat, for constant peak
ground velocity, from 1 Hz to 17 Hz. The shape of the response curve, coupled with the
very high electronic amplification available, made these instruments very well suited for
recording microearthquakes in the California environment. Earthquake signals that exceeded
natural background noise levels in the frequency range 1 Hz to 20 Hz could be detected at
virtually any site in the region.

During the next two years these systems were used with great success in exploratory
microearthquake studies along the San Andreas fault. The 10-day portable stations were laid
out in a dense cluster (5 to 10 km spacing) over the region studied, and refraction profiles
were run through the cluster with truck-mounted refraction systems to determine the local
crustal structure for interpreting records of earthquakes recorded by the cluster. This work
was in response to the Press Panel recommendation for the development of network clusters
along major faults for earthquake prediction.

The first experiment was carried out on aftershocks of the 1966 Parkfield-Cholame
earthquake (Figure 1). An 8-station, 20-km diameter network of 10-day recorders was

deployed around the southern end of the 1966 rupture zone and operated for about 10 weeks.
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Figure 1. Aftershocks of the 1963 Parkfield-Cholame, California, earth-
quake. Stations of the portable network are indicated by triangles. Stations
E1through E5 were operated by the Earthquake Mechanism Laboratory of
E.S.S.A.; the others by N.C.E.R. Zones of surface fracturing that accom-
panied the main shock and the aftershock sequence are shown as heavy
solid and broken lines extending from the upper left to station 3. The letter
symbol that shows the epicenter of an aftershock also indicates its focal

depth: 0-1 km = 4, 1-2 km = B, and so on. Aftershocks for which focal
depths could not be determined are plotted as crosses.



The hypocenters of the hundreds of aftershocks recorded by the net were sufficiently precise
(estimated errors less than 1 km) that they mapped out the slip surface of the main shock in
great detail (Eaton et al., 1970a). In the second experiment, in 1967, an 18-station portable
network about 50 km in diameter was laid out around Bear Valley, south of Hollister, to
study microearthquakes on that creeping section of the San Andreas fault (Figure 2). That
network, which was operated for about 6 weeks, unexpectedly recorded a shallow M4
Mqu&e along with hundreds of aftershocks near the center of the network. In addition, it
recorded an ongoing background of small earthquakes on the San Andreas fault where it
crossed the network. This study demonstrated the detail that such a network can achieve in
resolving complex distributions of earthquakes in close proximity to one another (Eaton et
al., 1970b).

Concurrent with the portable network experiments, the parameters for a telemetered
network were being explored. Because such nets are limited by availability and cost of
telemetry, careful thought was given to the selection of a data multiplexing system. A
constant bandwidth, IRIG standard, 8-channel audio frequency FM system that operates over
a 300 Hz to 3000 Hz voice-grade phone line was selected (Wayne Jackson, written
communication; Eaton, 1976). It provides the same frequency response in each channel, DC
to about 30 Hz, and can yield 40+ dB dynamic range on all channels if carefully
implemented. Data recording was initially on film strip recorders (Develocorders) that
permitted about 0.05 sec timing resolution and recorded 16 stations with a dynamic range of
30 to 40 dB. The overall system response was about the same as the 10-day recorder

system: flat, to constant peak ground velocity, from about 2 Hz to about 15 Hz.
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Figure 2. Aftershocks of the July 23, 1967, Bear Valley earthquake. The
actively creeping trace of the San Andreas fault is shown by the solid line;
but the rift zone is several km wide at Bear Valley and extends from about
1 km southwest of the active trace to about 3 km northeast of it. Portable
seismograph stations are shown as solid triangles. Outside of the central
rectangle, the letter symbol showing the epicenter of an earthquake also
indicates its focal depth: 0~1 km =A, 1-2 km =B, andsoon;a large cross.

indicates a shallow event for which a reliable depth could not be calculated.

Inside the central rectangle hypocenters were very closely spaced (more
than 300 of them), and they are plotted as small crosses.



Small experimental telemetered clusters were set up on the San Andreas fault near
Palo Alto (9 stations) in 1966 and near San Juan Bautista (8 stations) in 1967. In 1967 and
1968 an additional 11 stations were set up between the Palo Alto and San Juan Bautista
clusters and a small 4 station cluster was set up at Parkfield. All stations were recorded on
Develocorders in Menlo Park. Analysis of 14 months’ data (March 1968-May 1969) from
the 30+ station telemetered network between Hollister and Palo Alto produced exciting
results (Figure 3) (Eaton et al., 1970b). Some sections of the major faults (probably
creeping at depth) were marked by dense, narrow zones of microearthquakes between the
surface and 10 to 12 km depth, while other sections (probably locked at depth) had virtually
no microearthquakes along them. The three-dimensional mapping of microearthquak;as made
possible by the telemetered network provided new details on the subsurface relationships

between faults that were mapped in close proximity at the surface.
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Figure 3. Epicenters of well recorded events within the telemetered
network from March 1968 through April 1969. Plotted symbols indicate
the reliability of hypocenter determinations: A, well determined epicenter
(* 1 km) and focal depth (¥ 2 km); B, fairly well determined epicenter
(* 2.5 km) and focal depth (¥ 5 km),and C, moderately well determined
epicenter (? § km) but undetermined focal depth. Zones of hypocenter
concentrations marked off by the numbered lines are as follows: 1-1',
Sargent fault; 2-2', San Andreas fault west of Hollister; 3-3', Calaveras
fault, northern section; 4-4', Calaveras fault, southern section.




f a full scale micr hquake network in cen iforni

Lessons drawn from the three experiments described above were: 1) dense
microearthquake networks can map faults in three dimensions on the basis of aftershocks of
large quakes or ongoing microearthquake activity associated with creeping sections of the
faults; 2) the portable nets attain good resolution and are very flexible, but they require
considerable effort and time to record, collate, and analyze the data; 3) the telemetered
net;avork, with somewhat sparser station spacing, attained results comparable to those of the
portable nets, was far simpler to operate and analyze, and could be operated continuously
rather than sporadically; 4) a telemetered strip network along the major faults would permit
mapping of locked and creeping sections as well as provide a long term record of variations
of activity along the faults.

These lessons provided impetus for considerable expansion of the use of telemetered
networks over the next decade. The expansion took two forms: gradual expansion of the
central California network to cover the Coast Ranges from Cholame to Clear Lake, and
deployment of a large number of detached, special-purpose environmental networks that were
analyzed separately from the central California network and from each other. Some of the
detached networks eventually became important extensions of the central or southern
California networks. When the first broad plans for a California prediction network were
developed in 1971, the overall network was conceived as a group of strip networks along the
major faults with large blank areas between them (Eaton, 1971).

From 1966 through 1979 the central California network was viewed as an experiment

to develop a dense network covering the most active part of the San Andreas fault system in
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central California and to evaluate what role such a net should play in an earthquake
research/hazard reduction program. All stations were recorded on Develocorders (and
magnetic tape after the mid-1970’s). Events that were detected by scanning the Develocorder
films were timed by hand on the viewer screen or on a tabletop digitizer onto which an
image of the film was projected. Events that originated significantly outside the network
were not processed. Summary results from the network for the years 1970 through 1977
(Eat‘on, 1985) are as follows (Figure 4):

1) yearly plots of M1.5 and larger shocks show dense continuous lines of epicenters along
creeping sections of the major faults;

2) locked sections of major faults, including the sections of the San Andreas fault that broke
in 1906 and 1857, are virtually aseismic;

3) earthquakes scattered across the Coast Ranges are somewhat concentrated in bands along
both flanks of the Coast Ranges;

4) focal depths were generally well determined along the major faults near the center of the
network but were poorly determined along the flanks of the Coast Ranges where the
network was sparse.

D. Emergence of the northern and southern California regional networks

In early 1980 the procedures for analyzing stations telemetered to Menlo Park were
revised (Eaton, et al., 1981). All of the northern California environmental networks were
added to the central Coast Range network to form a combined northern California network.
All stations were recorded on Develocorders, which were scanned to identify events for
further processing. The scan lists were supplemented by events from an improved computer-
based, real-time processor (RTP) (Allen, 1978, 1982), which detected and located many
events in dense parts of the network that fell below the threshold for hand processing.

Events continued to be timed by hand from film projected onto a tabletop digitizer.

Earthquake phase lists were supplemented selectively by RTP data. With these changes, the

11
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northern California network took on the character of a true regional network; and by 1982
the number of stations telmetered to Menlo Park exceeded 300.

In southern California, early special-purpose telemetered environmental networks
were installed as follows: 1969 - Santa Barbara Channel; 1971 - Los Angeles Basin;

1973 - Oxnard/Ventura Basin and Imperial Valley; 1974 - eastern Mojave Desert. An
agreement between the USGS and Caltech for cooperation in the operation and analysis of
the -southem California nets led to integration and further expansion of the network from
1975 onward. A computer-based system for recording and analyzing the network data was
developed at Caltech by Carl Johnson during the late 1970’s (Johnson, 1979). By 1982 the
number of southern California stations recorded and analyzed at Pasadena exceeded 200.

In an attempt to present a broader picture of California/Nevada seismicity than was
possible from the isolated regional networks, summary seismic results for the years 1978-
1981 were combined from the four contiguous networks in northern California
(USGS,Menlo), southern California (Caltech/USGS, Pasadena), central Nevada (UNR,
Reno), and southern Nevada (USGS, Denver). The catalogs were combined to provide best
coverage, without overlap and duplication of events, of the four subnet regions; and yearly
seismicity maps for the California/Nevada region were prepared. The maps for 1980 and
1981 (Figure 5), when the networks were most extensive, were most interesting. These
maps showed the seismicity associated with the entire San Andreas fault system in some
detail - from Mexico to Cape Mendocino and from the Pacific Ocean to western Nevada, and
they helped to put seismicity of individual parts of the region in better perspective with that

of the region as a whole (Eaton, 1982). They also showed that the network was too sparse
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in the Great Valley and southern Sierra Nevada to delineate the seismicity in those regions.

The most significant change in the networks after 1982 was the application of the
CUSP computer-based recording and analysis system to the northern California network in
1984. That system, which is an outgrowth of the earlier system (CEDAR) developed by
Carl Johnson at Caltech for the southern California network, greatly simplifies the collection
and analysis of network data. The entire network is digitized and screened by computer for
the Aoccurrence of earthquakes in real time. Only the portions of the record corresponding to
detected earthquakes are preserved; so the CUSP system requires better network
configuration and performance to avoid loss of earthquakes than did the older procedure
based on hand analysis. Although the analog FM signals of the entire network are still
recorded on magnetic tape so that missed events can be recovered, the tape recorders and
associated playback equipment are obsolete and expensive to maintain and use; so that
backup facility must be updated, or it will be lost eventually.

Since 1982, network expansion has been limited mostly to small environmental
networks that reduce the size of holes in the net or extend it a little farther into seismically
active regions around its margins. The largest addition was the network in the Long Valley

region to monitor seismicity in Long Valley caldera and the surrounding region.

E. Impact of network results versus network coverage

The examples of results from the network at successive stages in its development
summarized above show that the scope of problems addressed by the network expanded

rapidly as the network grew and its analysis became more comprehensive. The limited
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portable network studies at Parkfield (1966) (Figure 1) and Bear Valley (1967) (Figure 2)
demonstrated the resolution of a dense network and showed details of earthquake processes
on small sections of individual faults. The prototype telemetered network between Palo Alto
and Hollister (1968-1969) (Figure 3) resolved activity on individual faults at the junction of
the San Andreas, Sargent, and Calaveras faults. The telemetered strip network between
Clear Lake and Parkfield (1976-1977) (Figure 4) documented the very different seismic
beﬂavior of locked and creeping sections of the San Andreas Fault and placed them in the
context of seismicity in adjacent parts of the Coast Ranges. Even though the network was
500 km long and 100 km wide at that time, it covered only a fraction of the greater San
Andreas fault system; and it offered limited insight into the broader relationships among the
tectonic elements composing that system.

A much more comprehensive picture of seismicity and the associated crustal
deformation emerged when the results of the contiguous California and Nevada networks
were combined and plotted together for 1980 and 1981 (Figure 5). Contrasting tectonic
styles across the region were matched by contrasting patterns of seismicity. The slipping
sections of the major faults were outlined clearly on the annual seismicity maps, but patterns
of seismicity in less active regions were not, however.

By the end of 1986, the northern and southern California networks had operated with
few changes in station configuration for seven years. Combined maps of earthquakes from
the California and Nevada networks for 1980-1986 resolved patterns of seismicity that were
not clear on the annual plots. The 1980-1986 seismicity maps and supporting catalog were

analyzed and compared with the principal tectonic features of northern California by Eaton
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(1989) (Figure 6) and of all of California by Hill, Eaton, and Jones (1990) (Figure 7).
These two papers deal primarily with aspects of the catalog that document the seismicity
(and, by inference, the deformation) of the entire San Andreas fault system and its major
tectonic subdivisions. Analyses at such a scale are required to place sections of the faults
that generate M7+ earthquakes in context with the complex system of which they are parts.
The networks serve interests with a broad range of spatial and temporal scales. The
comprehensive regional coverage coupled with the timely, systematic analysis of their data
place the microearthquake networks first among our tools for detecting and interpreting
significant events and trends within the fault system as well as for preserving a detailed
historical record of them. The seismic and strain networks fulfill a statewide observatory
function by capturing and preserving the earthquake and strain histories associated with the
ongoing movement between the Pacific and North American plates and the inexorable
preparation for future major earthquakes. The single thing that we can do today that our
successors will not be able to do better is to record and preserve those histories. The cost of
failing to do so could be years, perhaps decades, of unnecessary delay in developing a
sufficient understanding of the San Andreas fault system to permit prediction of major events

within it.
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Figure 6. Northern California seismicity: 1980-1986. Symbol sizes are scaled accord-
ing to magitudes. Only events with magnitudes greaier than or equal to 1.3 and with
seven or more stations in the hypocentral solution were included in the plot. Abbre-
viations: SAF = San Andreas fault, NFZ = Nacimiento fault zone, OF = Ortigalita
fauli, CF =Calaveras faul, HF=Hayward fault, GF = Greenville fault,
GVF = Green Valley fault, BSF = Bartlett Springs fault, HBF = Healdsburg fault,
MF = Maacama fault, MFZ = Mendocino fracture zone, COA/KET = Coalinga/

Ketteman afiershocks region.
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II. FACTORS UNDERLYING THE DESIGN AND IMPLEMENTATION
OF THE NORTHERN AND SOUTHERN
CALIFORNIA SHORT-PERIOD SEISMIC NETWORKS.

For more than 20 years the U.S. Geological Survey has been a leader in the
development and application of modern microearthquake networks for detailed studies of
geologic processes in the earth’s crust. Although this work had important beginnings at
HVO in Hawaii and in the Crustal Studies Branch in Denver, it has been pursued most
vigorously under the earthquake prediction research program within the Office of Earthquake
Studies in Menlo Park. Selection of the seismic systems and network configuration
employed has been driven by a combination of factors, including:

1) The USGS mission to monitor and elucidate active geologic processes in the
crust, such as volcanic activity and active faulting, at a scale commensurate
with that of regional geologic framework mapping and analysis,

2) the amplitude and spectral characteristics of seismic signals from small
earthquakes (1 < M <3) in relation to background microseisms and cultural
noise in the regions studied,

3) the number, quality, and distribution of observations required to obtain the
needed precision in epicenter location and focal depth of shallow earthquakes
(0< h <15) in the heterogeneous earth’s crust,

4) the intrinsic limitations of the instrumental components and communications
systems available for use in the system (cost and complexity have been

important considerations in determining what was "available"),

5) the experience and skills of the staff available to install and maintain the
network,

6) the level of funding available to install the network
and to support its ongoing operations.

Regional networks like those in California and Hawaii could not have been developed

20



‘without the advances in electronics and telemetry that have occurred over the last 25 years.

The early telemetered networks, such as LASA, that were employed in nuclear test detection

and the sophisticated multichannel seismic systems developed for petroleum exploration were

particularly stimulating and helpful. The defining characteristics of the regional networks,

however, (seismic response and number and spacing of the stations) have evolved in response

to the tasks to which the developing regional networks were applied.

The development of the network and refinement of its characteristics went hand in

hand with the development of the seismological research based on its records. Attributes of

the regional networks that have been found to be vital for detailed seismicity studies include:

1)

2)

3)

4)

the system frequency response and gain permit the recording of background
earth noise (and everything larger) in the frequency range of about 1 Hz to 20
Hz where small earthquakes (M <3+) have the best signal to earth noise
ratio. The shape of the response curve approximates the inverse of the quiet
site earth noise amplitude spectrum at frequencies above about 0.2 Hz, so the
limited dynamic range of the system is utilized effectively.

the spacing of stations in the network is dense enough so that earthquakes
above the network threshold (about M 1.5) are recorded at 6 or more stations
to insure enough redundancy to avoid gross location errors. The small station
separation is also extremely important for determining reliable focal depths for
shallow earthquakes.

earthquake detection and location thresholds are low enough that the relatively
frequent small events in the network can be used to delineate seismogenic
structures in a reasonably short time.

the networks cover large regions with relatively uniform density, so major
seismogenic structures such as the San Andreas fault system from Mexico to
Cape Mendocino can be studied in their entirety.

Earthquake focal depth plays a special role in the design of regional networks. Focal

depth is the most difficult hypocentral parameter to determine reliably; and it depends most

critically on network geometry (particularly the distance to the nearest station) and crustal
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model. Experience has shown that at least one station at an epicentral distance of one focal
depth or less is required for a reliable depth determination. Because California earthquakes
rarely exceed 15 km in depth and most are less than 10 km deep, station separations of 10
km or so are needed. It appears that a regional network adequate to monitor the San
Andreas fault system should cover virtually all of California. If such a network had a station
spacing of only 10 km, more than 4000 stations would be required. Because so many
stations appears to be an impractical goal, we must seek a distribution of stations that
provides adequate coverage in critical regions, and relaxed coverage elsewhere, with a
smaller number of stations. Such a modified network derived by selective augmentation of
the present northern and southern California networks would have about 800 stations. If
uniformly distributed, an 800 station network covering all of California would have an
average station separation of about 23 km.

Another critical issue is the choice of seismic system for the network. That choice
must depend on the primary uses the data will serve, on the spectral characteristics of the
earthquakes studied and of the background noise, and on the limits on wave propagation
imposed by the earth’s crust. The frequency response and sensitivity of the standard system
employed in the USGS networks have been shown to be well suited to recording M1 to M5
earthquakes in California (Eaton, 1977, 1989). The limited dynamic range of the telemetry
system (40 to 46 dB) is a problem that has been offset, in part, by operating a sparse subset
of dual-gain stations in the network.

Another issue is the complement of instruments in the stations. Ideally, we would

like to record all three components of ground motion at each station, but the number of
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components in the network would be unmanageably large if we were to do so. The reasons
for recording the horizontal components are 1) to improve the resolution of S waves, 2) to
obtain horizontal component amplitudes for computing local magnitudes, and 3) to obtain all
three components of ground motion to support further analysis of the recorded waves. These
purposes do not require the density of stations that is needed to determine reliable focal
depths, however.

‘ Clear S wave arrivals at one or more relatively near-in stations are extremely helpful
in determining origin time; and for events outside the network, S wave arrival times are
essential for determining accurate epicenters as well. Because S waves stand out most
clearly on the seismograms in the distance range of direct arrivals (epicenter to SO km or so),
it is desirable to have one or more stations with horizontal components within that range.
Detecting S waves on the records also depends on having sufficient dynamic range so that the
record is not "clipped", which makes secondary phases virtually impossible to pick.

The subset of NCSN stations with horizontal component systems operating at 42 dB
attenuation has proved to be very effective in providing readable S wave arrivals for M2- to
M3+ earthquakes. These systems also provide on-scale amplitude measurements for M2- to
M5+ events (the larger ones are on-scale only at larger recording distances). Still lower
gain (or higher dynamic range) systems are needed to obtain S wave arrivals at short
distances for earthquakes larger than M3.5 or so.

Yet another important issue is the telemetry system employed by the network. Digital
telemetry would provide much better dynamic range (96 dB or more) than the FM analog

system currently used (40 to 46 dB). The lower cost and greater flexibility of the FM
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system made it ideal for the early network that was recorded on Develocorders (<40 dB
dynamic range) or analog magnetic tape (about 50 dB dynamic range). When computer
based recording and analysis was introduced, however, the FM telemetry system was found
to limit the overall dynamic range of the system unnecessarily.

Digital telemetry has several practical drawbacks compared with FM telemetry of the
analog signals, however. Combining digital signals from several sources in the field is
com-plicatcd and expensive, and each digital channel requires greater bandwidth in the
communications system than does each FM channel. The advantage of FM telemetry is
greatest with single component stations: signals from 8 stations can be combined in the field
for transmission via one microwave or telephone channel to the central recording facility by
means of simple summing amplifiers. For the multi-component stations used in NCSN that
generate four analog signals the advantage of FM over digital telemetry is much reduced.
One microwave channel can carry the signals from one 3-component digital station (16 bits at
100 sps per channel) or from two 3-component analog stations (8 channels at 40 to 46 dB
dynamic range).

The foregoing analysis suggests the use of a hybrid network that employs analog FM
telemetry for the many simple vertical component stations required to insure reliable focal
depths and digital telemetry for a subset of 3-component stations, operating at slightly lower
sensitivities, that will insure recording of readable S waves and on-scale maximum
amplitudes for quakes in the M2+ to M5+ range.

The general structure of our telemetry communications system will readily support

such a hybrid network. USGS and cooperating agency microwave systems form the
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backbone of the system, and VHF (and UHF) radios bring signals from field sites to the
microwave towers. The microwave system carries a sufficient number of channels that a
modest number of channels (40 +/-) in both northern and southern California could be
devoted to digital stations whose data would be telemetered continuously to the recording site

for time stamping and recording.

II. RENT STA F THE NORTHERN AND ERN
CALIFORNIA REGIONAL NETWORKS

Both NCSN and SCSN have remained incomplete since their development was
arrested in 1982. At that time several factors combined to stop network development: 1) the
cost of maintenance, telemetry, and analysis reached the limit that could be sustained by
available funding; 2) the analysis systems were saturated by records from stations already
operating; 3) the impact of network results had not been felt fully because papers describing
those results were slow to appear; 4) there was general concern over signal quality, dynamic
range, bandwidth, etc., as well as the lack of reliable magnitudes computed from network
records. Unfortunately, both networks had been deployed somewhat opportunistically as
region-specific or topic-specific funds were available; and the final states in which both
networks were frozen in 1982 were somewhat illogical and unbalanced with regard to
coverage, density, and distribution of components.

Many improvements in network equipment and analysis have been made over the last

10 years. These include;
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1) increased use of microwave telemetry and vhf/uhf radio links has greatly expanded network
telemetry range and capacity while reducing its cost,

2) improved field units with solar power supplies have improved dynamic range and reduced
maintenance visits to field sites,

3) pre-recording digitization of network seismic events has largely eliminated the delay, work,
and expense of dubbing events from 5 analog tape recorders onto a single library tape
for eventual digitization and analysis,

4) analysis of digitized events in CUSP is much faster, more accurate, and more
comprehensive than the hand reading and analysis previously carried out.

5) methods for computing amplitude and duration magnitudes, MX and MF, have been
developed and evaluated (Eaton, 1992); and they have been implemented in
HYPOINVERSE (Klein, written communication) for routine use,

6) the effectiveness of the RTP for providing near-real-time monitoring of events in an
aftershock sequence has been proven resoundingly. The ability of the network,
through RTP analysis, to provide such monitoring is of vital importance for crisis
management after a major earthquake,

7) many papers documenting network results have now been published; and those papers have
established NCSN and SCSN as the primary sources of information on the seismicity
and current tectonics of California (Oppenheimer, et al., 1992).

The problems that halted network deployment in 1982 have been mostly overcome.
Moreover, the earthquake catalog and research papers based on network results, as well as
the development of the equipment and analytical procedures required to record and interpret
the network data, rank among the very best accomplishments of the earthquake program. It
is, therefore, appropriate to identify deficiencies of the present networks and to discuss how

those deficiencies might be remedied.

Status of NCSN

For a variety of reasons the distribution of stations in NCSN is very uneven. The
original "prediction" network built up between 1969 and 1974 consisted of 30-km-wide strips
of stations along the San Andreas, Calaveras, and Hayward faults between Clear Lake and
Cholame. This network was designed to "map" earthquakes that occurred on or very close

to these faults, and average separation of stations was only about 10 to 15 km.
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Further development of NCSN was far less orderly than that of the core network .
described above. It proceeded along two rather different lines that reflected sources of
funding. First, funding from non-prediction sources became available to install and operate
small special purpose monitoring networks, some of which were near enough to the core
network to be treated as part of NCSN. Such networks included NTS (discontinued), Santa
Barbara Channel (transferred to SCSN), Coso (transferred to SCSN), Geysers, Warm Springs
Dam, Melones Dam, Auburn Dam, Berryessa Reservoir, Lassen Volcano, Shasta Reservoir,
Shasta Volcano, and Long Valley Caldera. Second, as the catalog of earthquakes recorded
by the core network and special networks took shape, it became clear that important
seismicity extended well beyond the limits of the core network; so prediction funds were
used to extend the core network laterally to cover the width of the Coast Ranges, southward
to include the 1857 break, and northward to include the Cape Mendocino region (the latter
using COE microwave telemetry). A cluster network was installed around Oroville
Reservoir following the 1975 Oroville earthquake, the Coso network was extended westward
across the southern Sierra Nevada (Walker Pass net, transferred to SCSN), and a sparse
Central Valley/Sierra Foothills net (discontinued because of high telemetry costs) was set up
between Modesto and Merced. Station separation in the fill-in networks funded from both
sources was commonly more than double that in the core network. When the network
deployment moratorium took effect in 1982, there remained several large holes in NCSN
station coverage as well as the need to increase station density in parts of the network where
computed focal depths were unreliable.

Signals from 27 stations operated by other institutions (LLL, DWR, UCB,and UNR)
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are also telemetered to Menlo Park and processed with the USGS stations. The number of
stations in the combined NCSN now recorded in Menlo Park is about 370. In addition, 33
stations from the north edge of SCSN are recorded and processed with NCSN, bringing the

total number of stations recorded in Menlo Park up to about 400 (Figure 8, upper half).
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Status of SCSN

The development of SCSN began in 1969 as a piecemeal augmentation of the broad
20-station telemetered Caltech network that had grown over the previous 40 years or so.
From the first, however, SCSN took on a character rather different from NCSN. Well
defined, narrow linear zones of seismicity were not nearly as apparent in southern California
as in northern California; so stations were spread more uniformly over broader areas than in
the core of NCSN. Specialized networks were installed approximately as follows:

1969 6 stations around the Santa Barbara Channel

1971 7 stations around the Los Angeles Basin (Caltech)

1973 15 stations in Imperial Valley
8 stations in the Ventura/Oxnard region

1974 17 stations in the eastern Mojave Desert
Beginning in 1975, the USGS/CIT joint effort to complete the network systematically was
undertaken.

1975 17 stations San Bernardino Mountains
9 stations Coso Range

1976 4 stations Elsinore fault region
8 stations Carrizo Plains
13 stations San Bernardino Mountains

1979 12 stations Southern Sierra Nevada (Walker Pass)
5 stations Mojave Desert

1981 6 stations Elsinore fault region
10 stations Mojave Desert
10 stations Imperial Valley
13 stations San Bernardino Mountains
7 stations Transverse Ranges
5 stations Walker/Coso nets (China Lake)

1982-1987 12 stations
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Twenty four stations of the Caltech network as well as 11 stations of the USC Los
Angeles Basin network (primarily downhole) are also telemetered to Pasadena and analyzed
with the USGS stations. Over the years about 30 southern California stations have been
discontinued because of the high costs of telemetry and maintenance. The number of stations
in the combined SCSN now recorded at Pasadena is about 200. Moreover, 14 stations along

the south edge of NCSN are recorded and processed in Pasadena (Figure 8, lower half).

Although station coverage appears to be more uniform in SCSN than in NCSN, it is also
much sparser, on average. The most glaring deficiency of coverage in SCSN is the absence
of telmetered stations in Owens Valley. Other regions with seriously inadequate coverage
are the Elsinore fault to Pacific shore belt and the eastern Mojave/Basin-and-Range boundary
region. Moreover, station density over large areas is too low to support reliable focal depth

determinations or focal mechanism determinations.

IV. PRINCIPAL FUNCTIONS OF THE REGIONAL NETWORKS,
AND DEPENDEN F THEIR PERFORMANCE

ON NETWORK CONFIGURATION
A. Network purposes

Although the short-period seismic networks in California support a wide range of
monitoring and research objectives, their primary purposes are:

1) long-term monitoring of local earthquakes throughout the broad zone of seismicity associated with
the San Andreas and related fault systems:
a)to construct a uniform, long-term earthquake catalog (with supporting phase data and
seismograms) to document seismicity of the region,
b)to map seismogenic zones and to identify the geologic structures and styles of deformation
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with which these zones are associated,
c)to provide a basis for monitoring spatial and temporal variations in seismicity that might
presage major earthquakes in the region,

2) detailed monitoring and determination of precise hypocentral, magnitude, and focal mechanism
parameters of earthquakes along sections of major faults that are expected to produce damaging
earthquakes within a decade or so,

3) real-time monitoring and analysis of earthquakes to provide timely, reliable information on their
locations and magnitudes for crisis management after large earthquakes and to fill the need for
general public information on "felt" earthquakes at any time.

Important additional research based on regional network records include:

1) determination of improved velocity structures of the lower crust and upper mantle to refine the
analysis of local earthquakes,

2) tomographic studies of the crust and mantle beneath the network to clarify the relationship of
current and past plate tectonic regimes to major structures and seismic zones of the region,

3) array analysis of teleseismic body waves to refine our understanding of the velocity structure of the
deep interior of the earth.

B. Dependence of network performance on configuration

Network design requirements for fulfilling its primary purposes differ principally in
the allowable distance between contiguous stations. This parameter plays a critical role in
the calculation of focal depths and in establishing magnitude thresholds for event detection

and focal mechanism determinations.

Focal depths

The need for accurate focal depths of events less than 10 km deep sets the most
stringent requirement on station spacing. To map out locked patches on a fault surface like
the one filled in by the Loma Prieta quake or the one expected to be filled in by the next
Parkfield quake, station separation along the fault should be 10 km or less. For station
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spacing of 20 km, which insures that no event will be farther than about 10 km from the
nearest station, we should be able to determine whether earthquakes are in the lower crust
(>10 km), middle crust (5 km to 10 km), or upper crust (<5 km); but likely errors in depth
for events shallower than 10 km will be quite large. For station spacing of 40 km we should
be able to distinguish between quakes in the lower crust or upper mantle and those at mid- or
upper-crustal depths. The greater the spacing of stations, however, the stronger will be the

dependence of calculated focal depth on the crustal model.

Event detection

Network requirements to insure detection of small events depend on the manner in
which the events are detected. An analyst scanning appropriate seismograms can identify an
earthquake (or blast) if it is recorded by a single station. Computer detection of events from
the network requires that some simple algorithm (e.g. variation in the short-term/long-term
ratio of average trace amplitude) be able to detect an "event" more or less simultaneously at
a minimum number of stations in the same region. Commonly, that number is set at about 6
to suppress false triggers due to local noise at individual stations.

The number of stations triggered by a small event depends on event magnitude,
station spacing, and background noise at the individual staiions. As a practical approach,
examination of a suite of earthquakes analyzed on CUSP shows that an earthquake of
magnitude M1.5 can be read out to different distances in different regions: about 40 km in
the central Coast Ranges, about 30 km in the Geysers region, about 50 km in the Cape

Mendocino region, and about 60 km in the Lassen/Sierra region. For a square grid of node
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spacing L, a circle of radius 1.5xL encloses between 4 and 9 nodes; and the probability that
it will enclose between 6 and 8 nodes is very high (the area of a circle of radius 1.5xL is
7.07xL?. Thus, to assure a high probability of recording an M1.5 event at 6 or more
stations of a network laid out as a square grid, the station spacing for the regions enumerated
above should be 27 km in the central Coast Ranges, 20 km in the Geysers region, 33 km in
the Cape Mendocino region, and 40 km in the Lassen/Sierra region. The foregoing logic
appiies to the detection and capture of an event by both the CUSP and RTP systems, but it
does not promise that all captured events can be assigned reliable focal depths. For a region
of high cultural noise such as the S.F. Bay area, the L. A. Basin, and the Great Valley,

station spacing should be decreased to about 20 km to insure detection of M1.5 events.

Focal mechanisms

Determination of focal mechanisms sets somewhat different network requirements.
For earthquakes of magnitude M3.5 and larger, arrivals in the Pn range (beyond 100 km to
120 km in the Coast Ranges) can be used; so rather distant parts of the network come into
play. For smaller events, only arrivals within 100 km (perhaps 50 km for M2 events) are
sharp enough to provide useful first motion data. To insure that observations adequately
cover the focal sphere, a moderate number of stations (15 to 20) that are well distributed in
azimuth and distance are required. For a square grid network with 25 km station spacing, a
75-km-radius circle centered on a station includes 29 stations within it; and a 50-km-radius
circle on the same grid includes 13 stations. Thus, it appears that a homogeneous network

with 25 km station spacing would support routine focal mechanism determinations of M2 to
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M2.5 and larger earthquakes. The quality of focal mechanism solutions depends on focal

depth, velocity model, and other factors in addition to the number of observations, however.

C. Comparison of regions of dense network coverage with regions expected to produce
magin

The regions in the networks that have a station spacing of the order of 10 to 15 km
reqv.iired for the detailed mapping of the distribution of earthquakes at 5 km depth or less on
seismogenic structures in the crust are: 1) a narrow 60-km-long strip along the San Andreas
fault centered at Parkfield, 2) a 150-km-long strip along the San Andreas fault from San
Benito to Los Gatos, 3) a 20 km by 50 km band of stations from the Geysers to Warm
Springs Dam, 4) an 80-km-long cluster of stations from Mammoth Lakes to the north end of
Owens Valley, 5) a small cluster of stations at the Coso Range, 6) a small cluster of stations
on the San Andreas fault near Palmdale, and 7) a small cluster of stations in the Brawley
seismic zone at the southeast end of the Salton Sea. In some of these cases, the network
density falls off so rapidly away from the dense zones that the networks do not provide
adequate coverage for focal mechanism determinations of M2 to M2.5 earthquakes.

Next, consider the regions that have been identified as having high probabilities of
producing M6.5 and larger earthquakes in the next 30 years or so: S. F. Peninsula section of
the San Andreas fault, both the southern and northern halves of the Hayward fault,
Healdsburg fault, southern section of the San Andreas fault, San Jacinto fault, and the Los
Angeles Basin (Figure 9). For the detailed monitoring that these regions require, the

network should be augmented so that earthquakes can be mapped on the fault surfaces that
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Figure 9. Map showing active faults in California.
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are the presumed sources of the impending large quakes. The discussion of network
capabilities versus station spacing developed above suggests the need for strip networks with
station spacing of about 10 km along the faults flanked by broad areas in which station
spacing is not greater than 25 km.

Outside of these immediate high-risk areas the network should be upgraded for more
adequate long-term monitoring of earthquakes throughout the San Andreas and related fault
systems. Specific targets should include sections of major faults that will produce future
large quakes: San Andreas fault north of San Francisco and in the region of the 1857 Fort
Tejon break, Sierra Frontal fault in Owens Valley, White Wolf fault, etc. The targets should
also include regions of potential large earthquakes where the causative faults are not so
obvious: west flank of the Coast Ranges southeast of San Francisco, Great Valley/Coast
Ranges boundary at least from Winters to Lost Hills, zone of crustal convergence in the
Santa Maria/Santa Barbara/Ventura/San Fernando region, Mendocino Fracture Zone and
adjacent subduction zone north of Cape Mendocino, etc.

An overall objective of the broad regional network should be to refine and complete
the picture of San Andreas seismicity presented in USGS PP 1515 (Figure 7). An accurate
analysis of seismicity, tectonics, and crustal structure on that scale is needed for correlation
with the rapidly accumulating information from VLBI and other space-based geodetic
techniques on the nature and distribution of deformation in the Pacific Plate/North American
Plate boundary zone. Joint analysis of long-term seismicity and deformation of the plate
boundary zone is needed to document the accumulation of elastic strain in the source regions

of future large earthquakes.
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D. Network augmentation to improve coverage of the San Andreas Fault system

On the basis of the map of existing stations (Figure 8), the 1980-1986 seismicity map

(Figure 7), the historic record of large earthquakes, and the considerations discussed above,

proposed new stations were "added” to the short period seismic networks in California so

that they might better meet the needs of the Earthquake Hazards Reduction Program. The

needs of the northern and southern networks will be listed separately.

NCSN

Network subregions, number of proposed new stations, and approximate maximum

station separations within these subregions are as follows:

Network Number of new Maximum stn

Subregion Stations Separation
Central Coast Ranges 25 20-25 km
S. F. Bay Area: South 24 10-15.km
S. F. Bay Area: North 24 15 km
Northern Coast Ranges 15 20-30 km
Mendocino Region 14 30-40 km
Shasta/Lassen Region 11 20-30 km
Northern Great Valley 18 25-35 km
Southern Great Valley 21 35-40 km
Northern Sierra 10 30-40 km
Central Sierra 17 30-40 km
TOTAL 179

In addition to the proposed new sites, all of which should have high-gain vertical

seismometers, low-gain horizontal and vertical instruments should be scattered throughout the

network to obtain better data for S arrivals and magnitudes. About 40 new low-gain (or high

dynamic range) 3-component installations, some replacing single-component low-gain vertical
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or horizontal components will be needed.

SCSN
Network subregion, number of proposed new stations, and maximum station

separation within each subregion are as follows:

Network Number of new Maximum stn

Subregion Stations Separation
Santa Barbara/Santa Maria 18 20-25 km
White Wolf 13 20-30 km
So. Sierra/Owens Valley 25 20-40 km
Garlock 9 15-30 km
Basin and Range Borderland 15 40-60 km
Eastern Mojave 17 20-40 km
So. San Andreas/San Jacinto 35 15 km
Ventura 10 15 km
Los Angeles Basin 14 15-20 km
Elsinor/San Diego 13 20-30 km
Offshore 5 20-60 km
TOTAL 174

In addition to the proposed new sites with high-gain verticals, 40 low-gain (or high
dynamic range) 3-component installations should be scattered throughout the network.

The proposed additional stations in both NCSN and SCSN are shown in Figure 10;
and a map of the resulting combined network (existing smﬁons plus proposed stations) is

shown in Figure 11).
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V. FURTHER DEVELOPMENT OF NCSN A C

The major regional networks have attained a "footprint" that nearly covers the entire
zone of seismicity associated with the San Andreas and related fault systems that mark the
tectonically active boundary between the Pacific and North American plates in California.
The quality of network coverage within that broad region varies considerably, and in some
places it is clearly inadequate to fulfill the principal objectives of the network. The statewide
ma;; of seismicity in Figure 7 can even be said to be misleading. It suggests a degree of
completeness that simply cannot be attained with the present networks. Because of the central
role that the California regional microearthquake networks play in developing an
understanding of California earthquakes, it is clearly necessary to address the inadequacies of
the present networks and to make every reasonable effort to correct them. In decades to
come our seismology program will be judged more critically on the quality and completeness
of the record of California earthquakes that we pass on to our successors than on any other
issue.

The strengths and weaknesses of the network have been described above on a region
by region basis; and a general plan to add stations to attain the level of coverage appropriate
for each region has been outlined. The overall network augmentation needed is quite large,
about 350 additional high-gain short-period vertical-component analog stations plus about 80
three-component short-period digital stations, split about equally between NCSN and SCSN.

Experience over the last 20 years has shown that the task of upgrading the network is
closely linked to the ongoing work of maintaining and operating the existing network. The

knowledge, skills, and facilities required for both are the same; and changes to improve the
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network must be integrated into the operation and analysis of the network as they are made.
To assess the impact of network expansion on the overall network enterprise, it is helpful to
identify the primary activities that sustain the network and its operation.

1) telemetry - operation and maintenance of the microwave trunks and VHF/UHF radio feeder
links,

2) seismic systems - operation and maintenance of the seismometers and preamp/VCO’s in the
field and the discriminators and signal distribution system in the recording center,

3) recording and analysis
a) backup recording of incoming network signals,
b) real-time detection and preliminary location of
earthquakes to permit timely response during earthquake emergencies,
c) online computer detection of earthquakes and spooling of digitized seismograms,
d) offline interactive analysis of earthquakes,

4) archiving of seismograms and products of analysis to preserve these materials and to make
them available to the seismology community for further exploitation and analysis.

Next, we shall examine how the proposed network augmentation depends upon and

impacts these activities.

Recording and analysis

When the network was young, we were far more successful installing stations and
gathering data than analyzing the data.
This problem grew more acute as the network approached its present size in the early
1980’s. Heavy commitment to the development of improved digital data acquisition and
analysis systems during the last 10 years has now tipped the balance in favor of analysis.
The CUSP systems now operating in Menlo Park and Pasadena both have the potential
capacity (depending on the A/D convertors) to record substantially more stations than they

now are. Moreover, these systems are based on modern microcomputer "workstation”
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equipment that is much less expensive and more reliable than the equipment used to record
and analyze the early networks. In the near future even the backup network recording will
be carried out digitally on inexpensive equipment, retiring the bank of half-a-dozen
cumbersome, costly, high maintenance analog recorders that have performed that function for
the last 20 years. Most impressive, however, is the relative efficiency of data processing in
CUSP compared to that of earlier methods: the improvement approaches a full order of
maéﬂtude. Thus, the several hundred additional analog stations needed to fill out NCSN and
SCSN could be recorded and analyzed on existing equipment with a minimum of additional

effort and expense.

eismi stems

The analog seismic systems employed in the network have been refined over the years
to meet the most critical network requirements: simplicity, low cost, low maintenance,
reliability, and good data quality (within the bandwidth and dynamic range permitted by
analog FM telemetry). Augmentation of the network with this equipment would have a
minimum impact on the cost of maintaining the network. One field maintenance technician
can take care of about 100 stations. A fifty percent increase in the number of stations would
require no increase in the manpower required to operate and maintain the discriminators and
signal distribution systems in the recording centers.

The limited dynamic range of the analog FM telemetry system has been offset by the
operation of a subnet of low-gain stations, many with three-component seismic systems, with

the same frequency response as the high-gain systems. Development of a simple three-
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component, 100 sps, 16-bit digital system to replace the low-gain analog systems is nearly
complete. That system utilizes a standard 4800 baud communications channel that can be
provided by our current microwave and VHF/UHF telemetry system. Time stamping and
recording is carried out in a PC-based system, developed by the USGS, that should
accommodate up to 48 independent 3-component stations. The data collected by this system
will be combined with the CUSP digital network data so that all stations (digitized high-gain
Mog stations plus low-gain 3-component digital stations) can be analyzed in the CUSP

system.

Telemetry

The networks were set up originally to operate over commercial telephone circuits.
We were forced to change to a microwave and VHF/UHF radio based system because of
excessive cost, inadequate areal coverage, and inadequate data quality of the commercial
systems. The remaining long-distance phone circuits that we use will be replaced as soon as
microwave facilities can be developed.

Fourteen microwave sites in the Coast Ranges between Eureka and San Luis Obispo
constitute the communications backbone of NCSN, and 4 microwave sites in the L. A. Basin
and Mojave Desert provide the core of the SCSN commut;ications system. The northern
Coast Range sites belong to COE, and the USGS maintains them on a reimbursable basis.
The microwave system currently operated by the USGS spans about 1000 km and includes 18
sites. Our access to this system was developed by negotiation with COE, purchase and

installation of key USGS links, and considerable self-education in the areas of microwave

45



electronics and transmission paths over the last decade. A large fraction of the network is
now served by this system, but other parts of the network have been beyond its reach.

We have recently gained access to additional microwave facilities, by agreement with
COE and FAA, that will provide improved, inexpensive telemetry for much of the rest of the
network. The new system covers the Great Valley/Sierra foothills region and the Pasadena
to Imperial Valley to southeastern Mojave Desert region. It will also provide a limited
nurﬁber of circuits between Menlo Park and Pasadena and between Menlo Park and Reno,
which will replace some of our most expensive phone lines as well as facilitate better
exchange of data among these recording and analysis centers. Addition of these new
facilities virtually doubles the length of microwave trunk line and number of microwave sites
in the overall system that serves the networks.

Although the microwave trunks do not reach the very ends of the networks, they have
been "extended" effectively by means of broad-band VHF radio links that can carry four
voice-grade channels. Such a system is now bringing stations in northeastern California into
the Coast Range microwave system. Similar equipment could extend the southern California
microwave system into Owens Valley and into the San Diego region.

In addition to microwave trunks, the network communications system employs several
hundred 100-mw VHF and UHF transmitters and corresponding receivers. The low power
of the transmitters and the relatively long transmission paths employed in the network,
combined with the need for uninterrupted signal transmission, require great skill in the use of
these radios.

The impact of our network telemetry system on network coverage, data quality, and
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efficiency of data analysis cannot be overemphasized. In an important sense the telemetry
system is the network, supplemented by seismic systems in the field and recording and
analysis systems at the recording centers. Degraded telemetry leads not only to a serious
loss of data but also to a huge increase in the time and effort required to process the noisy
events that can be recovered. Assuring adequate maintenance for the telemetry system

should have very high priority.

Archiving of seismograms and results of analysis

In the late 1960’s when the USGS commenced network seismology in California,
methods of preserving seismic data were those that had been used for 100 years: original
paper or film seismograms were saved, lists of hypocenters and magnitudes were published
in network bulletins, and records of phase arrival times, etc., were filed away for possible
future use.

When the regional networks expanded from 15 or 20 stations to several hundred
stations and paper or film seismograms were replaced by magnetic tape records, the old
methods of preserving the data were completely inadequate. By the mid-1970’s the results
of analysis, both summary lists of hypocenters and the phase picks on which they were
based, were preserved as ascii computer files on digital magnetic tape. The seismograms
were preserved both on 16 mm film (Develocorders) and on analog magnetic tape. Recovery
of seismograms from the analog tape can be carried out by equipment, now largely obsolete,
that is available only in Menlo Park; and it is very time consuming. Moreover, there is

considerable apprehension over the stability of the tape records.
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From the mid 1980’s, for NCSN (and the late 1970’s, for SCSN), the primary
records of both the results of analysis and the seismograms themselves have been saved on 9-
track digital magnetic tape written by the CUSP system. Because the CUSP format is both
unique and intractable, recovery of CUSP data has been carried out in a functioning CUSP
environment.

Flexibility in analysis of network phase data has been achieved by constructing event
phése files, in HYPOINVERSE or HYPO71 format, from CUSP "MEM" files. Summary
files of hypocenters as well as the phase files are then preserved in monthly "directories" that
are written to 9-track magnetic tape.

Recovery of the seismograms, however, still requires use of the CUSP system, which
requires matching "GRM" and "MEM" files for each event recovered. The procedure is
cumbersome and slow and has been used only on a limited basis. Alan Walter is currently
working on a program to read the CUSP "MEM" and "GRM" files directly on the SUN
computer. This program will facilitate access to network data for SUN and other non-CUSP
users.

The lack of a uniform, "complete” catalog and supporting phase data has impeded
setting up a routine procedure for filling data requests; so such requests have been filled on
an ad hoc basis. This situation will improve markedly in the near future when Dave
Oppenheimer and Fred Klein complete the massive reprocessing of the NCSN data set that
has been underway for several years.

Long-term solutions to the data distribution problem currently are being pursued

through cooperation with other institutions: Caltech, UC Berkeley, and IRIS (Seattle).
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NCSN and SCSN data in the form of hypocenter summary lists, phase lists, and seismograms
will be loaded onto mass-storage devices (eg. optical juke-boxes) and accessed via computer
network or magnetic tape.

It took more than a decade to build the network to its present state. It took another
decade to develop recording, analysis, and archiving systems that can cope with the data
from the existing network; and those systems could handle a 50% increase in the network
wit};out significant problems. If we begin an orderly upgrading of the network at this time,
the work could be completed before the end of the next decade. If we fail to complete the
network, we shall pass an incomplete historical record of earthquakes to our successors and
impair their ability to identify and quantify seismic hazards in a California that is even more

populous and developed than now.
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2. PC-BASED SEISMIC SYSTEM
by
W. H. K. Lee

U. S. Geological Survey, Menlo Park, CA 94025

INTRODUCTION

In this chapter, I want to
present an overview of PC-based

seismic systems (Figure 1). This is

intended to be an introduction for those

of you who may not have any
experience with these systems. First, I
am going to discuss the basic
components that make up a seismic

network, and how those components

have evolved into the present PC-based

system. Next, I will explain why we
have focused our development around

the IBM PC and not some other

PC-based Seismic Networks
W. H. K. Lee

1. Introduction to Seismic Networks
(1) Components
(2) History
(3) Development of PC-based systems

2. Using IBM-Compatible PCs
(1) Why?
(2) Weakness
(3) Early history
(4) Current PCs

3. Seismic Data Acquisition
(1) Seismic sensors
(2) Telemetry
(3) Analog-to-digital
(4) At what costs?
(4) Desirable features

e Systems Develo at the
(1) 12-bit, 16-channels
(2) 12-bit, 128-channels
(3) 16-bit, 64-channels
(4) 16-bit, 48-channels

5. Future Directions

Figure 1. Chapter outline.

hardware configuration. Then I will go into the seismic data acquisition problem. Some of
the relevant issues are: sensor type, telemetry method, analog to digital (A/D) conversion,
cost, and software features. Next, I will discuss the systems that have been developed at the

USGS. There are four of these systems now. The 12-bit, 16 channel system is the first one
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we developed. The 12-bit, 128-channel system has been running for about two years, and the
16-bit, 64-channel system just got on line this year. The 16-bit, 48-channel version is just
being completed. Finally, I want to discuss where we go from here. What are our future

directions?

Seismic Networks: Components

A seismic network consists of

Seismic Networks: Components
the components listed in Figure 2. One

of the pnmary components is the o Seismic Sensors: velocity or acceleration

sensor. At the low end of the "cost o Telemetry: analogy or digital

spectrum"” is the L-22 seismometer, o Data Acquisition System: mini or micro

which is a 3-compone nt velocity o Data Analysis System: mini, PC, workstation

sensor. It is about the cheapest . .
pe Figure 2. Components of seismic

. networks.
seismometer you can buy, at about

$1500 each. This sensor is very rugged and can be tossed into the back of a car and taken
anywhere. It is reliable and very easy to work with.

After the sensor comes some sort of signal conditioning unit and signal conditioning is
followed by telemetry. In the lab or lecture room, the telemetry is simple, just wires
connecting the amplifier to the PC. Normally, however, you would use telephone or radio
for the telemetry link. An important issue related to telemetry is whether to use analog or
digital telemetry. We will be discussing that later on.

The data acquisition system scans the continuous stream of data coming from the
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sensors and looks for seismic events. When the system identifies a seismic event, it saves the
data to disk. In the past we used mini-computers to perform the data acquisition step. Now
we are increasingly using PCs for that task.

The final link in the seismic data system is the analysis system. Mini-computers, PCs,

and work stations may be used for analysis of seismic data.

Seismic Networks: History
Jerry Eaton has talked about the

Seismic Networks: History
history of seismic networks so I won’t

dwell on the issue. However, a little o Drum Recorders: individual paper records
discussion of the history of seismic o 20-channel Develocorders: 16-mm analog films
networks is directly relevant to the o Minicomputer Systems: expensive & complex
development of PC-based systems. o PC-based Systems: simple and inexpensive

Initially, seismic data were all

) . Figure 3. History of seismic
recorded on drums, using either networks.

photographic paper, ordinary paper

with ink and pen, or thermo-sensitive paper and a hot stylus. These drum-based systems have
been around since about 1900 and are still in use to some extent today. The records from
these systems are very hard to work with because each record has its own timing system, and
each earthquake may be recorded in several different records. As a result, timing corrections
and data processing become very tedious.

The next step in the evolution of seismic data processing was the creation of the 20
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channel develocorder system. These systems recorded seismic data on 16 mm-film, and were

very popular from about the 1960’s to about 1970.

In the 1970’s and 1980’s mini-computer-based systems were developed in many

different universities and institutions. They typically cost up to millions of dollars, require

tens of man years to develop the software, and are very complex. A chief virtue of these

systems is that many of them do work quite well and are in routine use today. These are still

the backbone of the processing system for most large seismic networks.

Development of PC-based Seismic Networks

In the late 1980’s, several
groups began to develop PC-based
seismic systems. These systems have
the advantage of being inexpensive and
relatively simple to implement. Many
groups outside the United States have
also developed PC-based seismic
systems. For example, groups in
China, Japan, South Africa, and Spain
have constructed such systems of

varying degrees of complexity. The

Development of PC-based Seismic Networks
o Others: China, Japan, S. Africa, Spain, etc.

o US: UC Berkeley, Weston Obs., USGS, etc.

o 1987: 16-channel system for explosion experiment
o 1988: Systems used for small seismic networks

o 1989: Hardware info and software published

o 1990: System extended to 128 channels

e 1991: System extended to 16-bit; More software

e 1992: Revised editions for IASPEI Vol. 1 and 2

Figure 4. Development of PC-
based seismic networks.

French system is actually pretty advanced. For instance, the data telemetry for the system is
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by satellite. In the US there are several groups putting together PC-based seismic systems.
Principally, these are the Berkeley group, the Weston Observatory group, and the USGS.

The history of the USGS effort began in 1987 with a 16-channel system developed for
a totally different purpose than earthquake monitoring. It was used to monitor an explosion
experiment in a quarry. At this quarry, explosions were set off regularly as part of the
excavation process. However, in the same area, small earthquakes also occurred frequently.
We wanted to be able to tell the two types of events apart and I was asked to find a way to
do so. As part of this effort we deployed a dense seismic network around the quarry.
Although the network was composed mostly of standard equipment used for temporary
monitoring purposes, we also wanted to be able to do local real-time monitoring during the
blasts. For this purpose, we developed the prototype PC-based monitoring system. The
system proved to be quite effective.

In 1988, several groups applied similar systems for small seismic networks. Further
development took place and in 1989 we decided to publish information about the system. The
idea was to provide executable and source code and system information so that others could
copy the system for their own uses. IASPEI Software Library Volume 1 was published in
1989 by the International Association of Seismology and Physics of the Earth’s Interior
(IASPEI) in collaboration with the Seismological Society of America. So far, about 500
copies have been distributed.

In 1990 the PC-based system was extended to 128 channels by means of an external
multiplexer and in 1991 the system has been expanded to provide 16 bit A/D. Also mc;re

software has been developed. We realize that the key to a successful system is powerful
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software. As Jerry Eaton mentioned, we can collect far more data than we can use. Unless
we have powerful software, there is no way we can keep up with the analysis. In 1992, we
plan to revise the programs of IASPEI Software Library Volume 1 and Volume 2, which are
essentially the network processing software. Volume 3, which came out in early 1991, is on

waveform analysis software. I will comment on this later.

ING IBM-COMPATIBLE P

Why IBM-Compatible PCs?

Why do we use the IBM PC in

Why IBM-Compatible PCs?
preference to a MAC or something

else? A major reason is because of the
e Open Architecture

open architecture of the PC. What that o Cost effectiveness

means is that anyone can make a PC, o World-wide availability

) o Plenty of peripherals
not just IBM. The resulting

competition has resulted in low o Software Binary-Compatible

hardware prices, lots of peripherals, o Inexpensive commercial software

o Compatible with future hardware
and worldwide availability. Another

good thing about the IBM PC is that \
Figure 5. Advantages of IBM-

the INTEL microprocessor, which is compatible PCs.

the heart of the machine has been designed so that all of its future versions are backward
compatible. This means that computer code which was written for an early generation

machine will execute on a future generation machine. Work stations like the SUN are not
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always backward compatible between generations, so every time they put out a new system,
you have to start compiling the code all over again. This can be a real mess. I think that
backward compatibility is very important, so that once you have a piece of code that works,
you don’t have to worry about it again.

You can rest assured that if you choose to develop for the PC you will have
compatibility with future hardware. For these reasons, commercial software developers have
written many programs for the PC, and the competition in the software market has kept the
price of PC software low.

To give you an example, our original PC-based seismic system was developed on an
AT (80286) machine. But to make it work on a 386 machine you just plug the A/D card in,
install the software, and everything works! You don’t have to worry about anything. When
the 486 came out things were no different; the system still works just fine on the 486
machine. We know that the 586 is just around the corner and we expect that things will be

no different on that machine either.

Weakness in IBM-Compatible PCs

Like anything else, PC strengths are accompanied by weaknesses. Right now, there
are about 1000 companies around the world making IBM compatible PCs. There is really a
mixture of equipment! In terms of architecture, not all of the "compatibles" are identical.
Even though everyone claims to be 100% compatible, not all of them really are. Some
machines we have tried will not work with our software. However, we have tested a fair

number of PCs, and if you stick with those we have tested, you should have no problems
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implementing the system. If you
Weakness in IBM-Compatible PCs

choose a machine we haven’t tested,

you will just have to try it out e Open Architecture

yourself. o IBM-Compatibles are not identical

The other problem is that you e Too many choices

o Hard to fit all pieces together
have too many choices! Just deciding

what machine to use can sometimes be e Software Binary-Compatible

¢ Too many choices

difficult. Since different manufacturers
o Limitations of DOS

make different pieces, some pieces « Source code not usually available

may not be completely compatible so

Figure 6. Weaknesses of IBM-

you may have difficulty putting the compatible PCs.

system together. At the software end of

things, there also may be too many choices! For example, there are over 100 different word
processors. Which one should you use? Another big drawback for a PC-based system is
related to the operating system, DOS. As it is now implemented, DOS is a very simple
operating system. Although that is in some respects a strength of DOS, there are some
important processes which are either not supported or are poorly supported by DOS. Finally,
most of the commercial software manufacturers will not distribute their source code. If you
don’t like the way their program works, you just have to live with it or else replace it with a

different one.
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Brief History of IBM PCs

The first PC was introduced ten
years ago in 1981. It used the INTEL
8088 chip running at about 5 MHz and
came with 128 kilobytes (KB) of
RAM. At that time, the designers at
IBM considered 128 KB to be a lot of
memory. That turned out to be wrong.
They thought that the potential RAM
configuration of 640 KB was more than
anybody would ever use. That turned
out to be wrong also. When it first

came out, the PC was equipped with a

Early History of IBM-Compatible PCs

1981: First PC

« Intel 8088, 4.77 MHz

+ 128 KB RAM, expandable to 640 KB
« 160 KB floppy disk

1983: PC/XT

 Intel 8088, 4.77 MHz

« 512 KB RAM, expandable to 640 KB
« 10 MB hard disk

1984: PC/AT
« Intel 80286, 6 MHz

« 512 KB RAM, expandable to 16 MB
« 30 MB hard disk

Figure 7. Early history of IBM-
compatible PCs.

160 KB floppy disk drive for program storage. This was soon replaced by a 360 KB floppy

drive.

In 1983, the IBM PC-XT was introduced. Like the original PC, this machine came

with the INTEL 8088 chip running at 4.77 MHz. Standard RAM had been increased to 512

KB, expandable to 640 Kb. The XT also was equipped with a 10 MB hard disk. IBM

thought that this improvement would solve the storage problem, but that turned out to be

wrong also. In 1984, IBM introduced the AT machine based on the 80286 chip by INTEL.

The processor ran at 6 MHz in this machine. As you can see, this did not really improve the

clock speed of the machine much. However, the 80286 is a more powerful chip than the




8088, so the through-put is significantly improved. In the AT machine, RAM was

expandable to 16 MB and the standard hard disk had a capacity of 30 MB. IBM thought that

16 MB was so much memory that there would never be a problem, but that turned out to be

wrong also.

Current IBM-Compatible PCs

The 286 chip has been modified
by different manufacturers so that it
can be operated at higher speeds. Now
chips are available with clock speeds of
8, 10, 12,16, and 20 MHz. This
diversity in chip speeds is not due to
INTEL. It is due to IBM insisting that
they have a second source. When they
first negotiated with INTEL to provide
the chip, IBM did not want to be stuck
with one supplier, so they forced

INTEL to license the chip to other

Current IBM-Compatible PCs

e 286 PC
« Intel 80286: 8, 10, 12, 16, 20 MHz
+ 1 MB RAM, expandable to 16 MB
¢ 40 - 100 MB hard disk

e 386sx & 386 PC
« Intel 80386sx or 80386: 16, 20, 25, 33 MHz
e 2 MB RAM, expandable to 32 MB
e 60 - 300 MB hard disk

o 486sx & 486 PC
o Intel 80486sx or 80486: 25, 33, 50 MHz
+ 4 MB RAM, expandable to 100 MB
e 100 - 1200 MB hard disk

Figure 8. Current IBM-compatible
PCs.

manufacturers. That way, IBM could also buy it from someone else. Very soon after, Harris

and AMD produced high speed chips. Now it is pretty standard that a 286 PC will come

equipped with 1 MB of RAM, and have a 40 to 100 MB hard disk.

IN 1986, INTEL introduced the 386SX AND 386DX processors. These processors
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can have speeds of up to 33 MHz. A standard configuration for a 386 machine is to have
between 2 MB to 32 MB of RAM and have a 100 MB or larger hard disk. Unfortunately,
INTEL has not licensed the design of the 80386 chip so they have been the sole source for
this chip. In fact, there is a big legal battle going on between INTEL and AMD over whether
anyone besides INTEL can produce a 386 chip. Right now, AMD is making a 386 chip
which runs at 40 MHz and is completely compatible with the INTEL chip. You can see that
Witi’l a little competition, you can always do a little bit better.

In 1988, INTEL introduced the 80486 chip. These are running at 25, 33, and
recently, at 50 MHz. Now the feeling is that you need a system with at least 4 MB of RAM,
expandable to at least 100 MB. Also, we are talking about hard disks with a capacity of a
gigabyte or more. All of this in a span of about 10 years. The processors have improved by
a factor of 50 to 100 times over the original 8088 processor. This rapid improvement in
technology is due, at least in part, to the open architecture of the PC. Because of the open
architecture, there has been a lot of competition. The competition has not only helped to

drive down prices, it has resulted in rapid improvements in the available technology.

SEISMIC DATA ACQUISITION: GENERAL ISSUES
ismic Sensor. |
One of the first questions to be asked is "What sensors should one use?" There are
several types of instruments. Some people like long- period sensors and some people hke
broadband sensors. Short-period instruments cover a band roughly from one to ten Hz. They

are really designed for recording local earthquakes. The long-period instruments respond to

63



frequencies from about 0.01 second to
about 1.0 second. They are good for
recording teleseismic events.
Broadband seismometers span the
response spectrum covered by these
two instruments. They are relatively
ex;;ensive and are currently used
mostly for research.

To give you some idea of the
relative costs; a short-period, 3-
component seismometer will cost you
something like $1,500. Long-period
sensors typically cost something like
$5,000 to $10,000 each and broadband
seismometers will cost from $10,000 to
$30,000 each. If you are interested
primarily in teleseismic events, you
don’t need that many stations so you
could invest more money in your

sensors. On the other hand, as Jerry

Seismic Data Acquisition: General Issues

o Seismic Sensors: What is appropriate?
o Telemetry: What is practical?
o Analog-to-digital: What is needed?

e Data Acquisition System: At what costs?

Figure 9. General issues of
seismic data acquisition.

Seismic Sensors: What is appropriate?

o Short-period vs long-period vs broadband
o Short-period (1-10 Hz) for local earthquakes
o Long-period (0.01-1 Hz) for teleseisms
+ Broadband (0.01-10 Hz) for research

o Velocity vs acceleration for local quakes

o Short-period velocity sensors for MO - M6

o Acceleration sensors for M5 or greater

e Vertical-component vs 3-components
e Vertical-component for P-waves

o 3-components for both P- and S-waves

Figure 10. What is appropriate
for seismic sensors?

Eaton pointed out, if you want to pinpoint a lot of small, local earthquakes, then you really

need to use inexpensive sensors. Otherwise, you can not afford to deploy hundreds of them.
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There is also a question about recording velocity versus acceleration. Should you
record velocity, or should you record acceleration? The general rule of thumb is that if you
want to record in the range from about magnitude O to magnitude 6 you would use the
velocity sensor. You start using the acceleration sensor for magnitude S and larger.
Acceleration sensors are more expensive, typically costing about $3,000 each. Also, they are
not sensitive enough to record the smaller events. In practice, we have a few acceleration
sensors in case there is a very large earthquake locally. That way we still have some on-scale
records.

There is also a question of whether to use vertical-component sensors or use 3-
component sensors. Obviously you would like to use all 3-component seismometers. But if
you use all 3-component sensors, your network will cost about three times as much as the
equivalent network built using vertical-component sensors. Vertical-component seismometers
are really good only for the P-wave. It is not very easy to recognize the S-wave on a vertical
waveform trace. The 3-component seismometers respond to both the P- and S-waves.
Basically, the choice of sensor depends on what you want to record and how much money

you are willing to spend.

Telemetry: What is Practical
The next issue is telemetry. In Chapter 4, John VanSchaack will talk more about that.
The problem boils down to what is practical. The main problem is to choose between analog

and digital telemetry. The analog telemetry is cheap but will be hard pressed to provide a

dynamic range greater that about 48 db or so. To achieve economy, it is necessary to
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multiplex analog data before Telemetry: What is practical?

transmission. Right now, with digital
e Analog vs digital
tel , ically get a d i

emetry, we typically get a dynamic ¢ Dynamic range (dB): 48 (analog) vs 96 (digital)

range of 96 dB with 16-bit digitization. « Cost: digital is several times more expensive

Clearly you have far better dynamic o Cable vs telephone vs radio vs satellite
o Cable: up to about 1 km

s Telephone: convenient but expensive

range with a digital system. However,

the digital system is several times more o Radio: line-of-sight to 100 km, but needs
frequency allocation
expensive because we cannot multiplex o Satellite: nice but very expensive

as many channels as in an analog
Figure 11. What is practical for

system telemetry?

There is also a question about how to do the telemetry. There are about four choices.
The first is to do the telemetry by cable. That is the cheapest, simplest approach for small
distances. Once you buy the cable, you have it literally for forever. There are really no
operating costs in the sense that nobody is going to charge you for the use of the cable.
However, with this method, any distance beyond about a kilometer will be very difficult.
Jerry Eaton has done about 10 kilometers in Hawaii, so he can tell you how hard it is. I give
up at about one kilometer in distance.

The next option is to use telephone lines. They are very convenient, and you let the
telephone company take care of the maintenance. However, this method is limited to where
there are phone lines. Also at the end of each month, you get a big phone bill! Finally,
during an earthquake, the phone lines may become inoperative, so if you are dependent on

phone lines for all your telemetry, your network goes down.
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Another telemetry option is to use radios. But this requires line of sight between
stations, and has a maximum distance of about 100 km or so. Beyond that distance, you need
repeaters and that brings its own set of problems. Another problem with radios is that there
are so many of them in use. You will need to get a frequency allocation for your system.
Even then, you may find that others are using the same frequencies and causing interference.
This may be especially true in many developing countries, where it is very hard to find a
ﬁeciuency band that no one else is using.

The last option is to use satellite telemetry. That is really nice, but is also extremely
expensive. For example, a satellite-based station may cost up to $1,000,000. As you can see,

this is a very expensive proposition.

Analog to Digital Conversion

Every sensor that you might use only produces a voltage change in response to
seismic ground motion. It does not produce "numbers" that a computer can use. So you have
to do something to turn the analog signal into a stream of digital data that the computer can
use. When people talk about digital stations, they are still using an analog front-end. The
question is "where is the digitization being done?" Are the signals digitized at the sensor site
or at a central recording location? If you need high dynamic range, then you definitely must
digitize at the site. That way, you don’t get the loss of dynamic range because of the analog
transmission. However, in situ A/D is quite costly to install and maintain. If you have 100
stations then you need to maintain 100 A/D converters in the field. That is a lot of work.

Another problem with in situ A/D is that it is very difficult to achieve a common time base.

67



Every station is running on a separate
Ty & Analog-to-digital: What is needed?

clock, so you need some kind of
o Centralized vs in situ

scheme to synchronize clocks. That can
o Dynamic Range: in situ A/D is much better

also be very difficult. In short, there is o Cost: in situ A/D is more expensive

o Common Time Base: difficult for in situ A
a trade off between fidelity of the on Time Base: difficult for in situ A/D

o 12-bit vs 16-bit vs 24-bit

digitized signal and cost. A centralized
e 12-bit: « 2048 range, or 72 dB

system will be easier and cheaper to o 16-bit: « 32,768 range, or 96 dB
o 24-bit: + 8,388,608 range, or 144 dB

implement and maintain but will not
e Cost: 12-bit ¢ 16-bit ¢¢ 24-bit

produce as high a quality of data as an

in-situ method can provide. You have {jg“ggntzés?gzg is needed for
to consider what your network will be

used for. If you really need 16-bit A/D then you have no choice but to use in situ
digitization. Otherwise, save yourself time and money and go with analog telemetry.

A related topic concerns how many bits should be used to encode your data. A 12-bit
system will give you a dynamic range of about + 2,048. The current analog network using
either phone lines or radio transmission with 8 signals multiplexed onto one carrier has an
intrinsic dynamic range of about 40 to 50 dB. So using anything more than 12-bits is really a
waste of money. A 16-bit system has a dynamic range of + 32,000. If you can afford it, this
much dynamic range is nice. Even if the system gets some DC drift, you still don’t have to
worry too much about clipping seismic signals. With a 12-bit system, on the other hand, DC

drift can cause serious clipping problems.

The research people really love 24-bit systems. These systems have dynamic ranges
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of + 8,388,608. With such a system you can record earthquakes in the range magnitude 1 to
magnitude 8 on scale. Of course 24-bit systems cost lots of money. Typically the cost of a

24-bit system is an order of magnitude greater than the cost of a 16-bit system.

Data Acquisition System: At What Costs?

What sort of computer
P Data Aguisition System: At what costs?

should be used for data acquisition?

o Mini-computer vs PC

The big debate here is between mini-
o PC is much easier to use & maintain than Mini

computers versus PCs. Many people o Cost: Mini-computer is more expensive
started out with mini-computers and o Simple vs complex software

. + Simple software is preferred because of high
are reluctant to switch. They are used cost of software development and maintenance

» “Open” software is preferred over “proprietary”

to their present system and all their

software is written and debugged, so Figure 13. Cost considerations

for seismic data acquisition
why should they change? However, system.

sooner or later, the costs will catch up
with them. The mini-computers are more expensive to operate and maintain. Also, most
mini-computer companies are going bankrupt! Pretty soon, you will not be able to buy
replacement parts for mini-computers. |

Other issues are related to software. Many people like to have very complex software
which can deal with any imaginable situation. But to do that there must be a large inve§tment
in money and man hours to create that software. I think it is much better to have simple

software. Simple software is easier to develop and maintain. Right now, the cost of
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developing software is skyrocketing.

Another software issue is the question of "open" versus "proprietary” software. If
your code is open to others then they may build upon it. They don’t have to rewrite the code
from scratch. This can only happen if you have a common hardware platform and a desire to
work together. If people don’t want to work together, then even open software won’t help.

For these reasons we have designed our system to be based on a PC. When I set out
to solve this problem several years ago, that was my goal. I wanted to reduce the time spent
on analysis by about a factor of three. That is not easy to achieve. It turned out to be the
hardest part of the struggle. I wanted to reduce the system cost by a factor of #?, or roughly
about ten, and it was easy to do.

I realized that it was necessary to get people to want to help me, so I would have to
publish software as it was developed, so others would have access to the code. That is what I
did in 1989. Incidentally, when I first proposed this idea to the directors of the Seismological
Society of America, one of the directors said that I would be lucky to sell 50 copies in his
lifetime. I think I have proved him wrong since about 400 copies of volume 1 and a total of

about 1,000 copies of all three volumes have been sold in the last 3 years.

Desirable Features of the Data Acquisition System

We would like to handle one to hundreds of channels. We also would like to be able
to sample at rates of from about 10 to about 1,000 samples/second/channel. We want to be
able to display the data in real time, so we can see what we are doing. We want as wide a

dynamic range as we can afford, and we want to be able to save the data either continuously
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or by event. We al ant to be abl
y so want to © Data Acquisition sttem: desirable features

to do a lot of the standard processing

. . o Handle 1 to 128 channels of input signals
automatically. Finally, we want
o Digitize 10 to 1000 samples/sec/channel

software which will aid in further data Display digitized data in real time

analysis. These are the basic e 72- 96 dB dynamic range

. e Save digitized data continuously or by events
parameters around which my system
e Automatically pick P-arrivals & locate events

has been built. e Off-line analysis support software

Input to the data acquisition

Figure 14. Desirable features of
system are the channels of analog a data acquisition system.

seismic data and one channel carrying

the IRIG-E time code. The system uses two 386 PCs, one for on-line acquisition and one for
off-line analysis. Each PC can handle 128 input signals. With a 25 MHz 386 PC (a middle of
the road machine these days) you can digitize 128 channels at a maximum rate of about 300
samples per second per channel. A 486 machine will certainly provide even better
performance. The total cost of everything you need for the data acquisition is about $10,000
to $15,000. Right now we are using a program called XDETECT for monitoring local
earthquakes, and a program called TDETECT for monitoring teleseisms. The XPLAY
program allows you to quickly play back events. The FIXTIME program corrects the time,
and also determines the actual A/D sampling rate. The program uses the IRIG-E codes,
which have been recorded by the system to do the time corrections. That is something that I
learned from Jerry Eaton. People think that they can design their hardware to be so smart

that they don’t need to record the time. However, almost all of the automated timing systems
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have problems of one type or another. Unless you record the time side by side with the
seismic signals, you are not really sure what is happening.

Another program is used to demultiplex the data files. The data is recorded in a
channel-by-channel fashion so that between two adjacent time samples for one channel are
samples from all the other channels. However, when you analyze events you need all the
data for each channel to be in a continuous stream. Therefore, you need to demultiplex the
datzi. After demultiplexing the data, you can run it through an automatic picker program
which we will discuss later. This may be followed by a hypocenter location program and a
plotting program. There are also several waveform analysis programs which can be used on
your data.

We feel that this inexpensive system will eventually play a big role in seismic data
acquisition and subsequent research on the events collected by the system. As of the fall of
1991, there are about 50 of these systems running around the world and the number is

increasing almost every week.

Data Flow

Up to 127 analog seismic signals plus one IRIG-E time code are saved in a waveform
file. The waveform file is time corrected and demultiplexed. This is followed by automatic
arrival time picking and hypocenter location. The analyst can then review the data and make
any necessary changes. When everything is satisfactory, the data is archived on an optical
disk.

The automatic picker does a reasonably good job most of the time. Even though a
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human analyst could probably do a little better, if you have lots of stations with good arrivals
there will be very little difference between the hypocenter locations. The way we use the
system is to let it do its work at night. Then in the morning we can look at the paper records
it has produced. These show the actual picks and the expected picks according to the
computed hypocenter location. Since these are on paper, the analyst can look through the
records very quickly, and only follow up on the ones which look like there may be a

problem. This method greatly speeds up the routine data processing.

-QUAKE SYSTEMS DEVELOPED AT S
Four PC-Quake systems have been developed at the USGS. In this section, I will

describe the basic features of these 4 systems.

- em I: 12-bit, 16 Channel

This system uses a standard 8 MHz 286 PC equipped with an off-the-shelf A/D board
and software capable of digitizing up to 16 channels with 12-bit resolution at up to 500
samples/second/channel. The system displays digitized data in real time and can save data
continuously or by event. The system automatically picks P-arrivals & locates events and off-
line software does filtering, FFT, and Coda Q analysis. Principal advantages of this system
are that it is inexpensive and available world-wide, (The cost is only about $5,000.) and all
of the required software was published by IASPEI/SSA in 1989. The principal disadvantages
are that the system is limited to 16 channels and has only 12-bit resolution. This resolution is

further limited by analog telemetry.
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PC-Quake System II: 12-bit, 128 Channels
The PC-Quake System II expands the capabilities of System I through the use of a

more powerful computer and the addition of an external multiplexer. The system uses
standard 25 MHz 386 PC with an off-the-shelf A/D board and software. It can digitize up to
128 channels with 12-bit resolution at up to 500 samples/second/channel when all 128
channels are being used. The sampling rate increases if fewer channels are digitized. Like
Syétem I, the system displays digitized data in real time and can save data continuously or by
event. The system automatically picks P-arrivals & locates events and uses off-line software
to do filtering, FFT, and Coda Q analysis. The principal advantages of the system are that it
is relatively inexpensive and available world-wide (Cost is about $10,000.), and the required
software and specifications will soon be published by IASPEI/SSA. Disadvantages of the
system are that it is limited to 12-bit resolution and must used an external multiplexer

developed at the USGS. The resolution is further limited by analog telemetry.

PC-Quake System III: 16-bit, 64 Channels

The PC-Quake System III has been designed as a resolution system, capable of rapid
deployment to the field. It uses a 16 MHz 386sx portable PC with the standard off-the-shelf
A/D board and software. The system digitizes up to 64 channels with 16-bit resolution at up
to 200 samples/second/channel. As with the previous systems, the System III displays
digitized data in real time, saves data continuously or by event and automatically picks P-
arrivals & locates events. Off-line software does filtering, FFT, and Coda Q analysis. The

principal advantageous of the system are its 16-bit resolution, portability and its relatively
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low price ($10,00). Its software and specifications are soon to be published by IASPEI/SSA.
Disadvantages of the system are that it requires a Quesig multiplexer and direct cabling.

Also, it requires AC power (200 watts).

- m IV: 16-bit, 4 nel

The most sophisticated of the PC-Quake systems is the System IV. This unit is based
on a 16 MHz 386sx portable PC and is designed so that the A/D conversions are done in the
field and the data is transmitted by 16-bit, digital telemetry to the processing site. The system
can digitize at up to 100 samples/second/channel when all 48 channels are being used. As
with the other PC-Quake systems, the System IV displays digitized data in real time and can
save data continuously or by event. The system automatically picks P-arrivals & locates
events and has off-line software which does filtering, FFT, and Coda Q analysis. Despite its
capabilities, the System IV is relatively inexpensive at about $10,000. Its low price,
portability, and high resolution are its principal advantages. It could be significantly less
expensive were it not for the costs of doing field A/D and digital telemetry. Also, the Cutler
digital grabber used by the system imposes additional cost and complexity. Another drawback
is that the maximum digitization rate is limited by digital telemetry capabilities.

Commercial schemes for digital telemetry involve packaging the data and
transmitting. If there is a transmission problem, the data is retransmitted. This requires a
relatively complicated field unit. At the central receiving point, things are also more
complicated. This is because the order in which data packets are received is not necessarily

the order in which they occurred. So the real time detection software has the additional
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complication of having to unscramble the data packets.

However, in our scheme, if there is a transmission problem, the system simply does
not replace the previous data. Because ground motion is never constant, we know we have a
problem if two or more data values are the same. With this design, there is no need for
calibrated clocks at the field sites, since the time base is still maintained at the central
recording site. Our system is about an order of magnitude simpler than the commercial
syst;ams. I think most commercial designs are intended to be so difficult to implement that an
individual could not possibly duplicate them. By contrast, our system is intended to be easy
to implement.

Right now the 16-bit A/D chips are running about $100 each. It takes 3 of them per
three-component station in our design. In the future, I expect the chip prices to fall, and I
hope we will be better able to utilize the chip capabilities so that fewer chips will be required
per station. Outside of the digitization hardware, the system is essentially identical to other
systems we have produced. The sensors are the same, and the radios are the same as in other
of our systems. At the central site, the PC is the same, but in place of the A/D board, there
is a digital grabber. Because of the similarities, we hope to evolve a hybrid system that will

be able to work with both analog and digital signals.

FUTURE OF PC-BASED SEISMIC SYSTEMS

I expect the hardware cost to continue to go down. This is because of the fierce
competition in the electronic and computer industries. The hardware engineers seem to be

doing a better job than the software engineers. I expect software costs to continue to increase
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as software continues to increase in complexity. I believe that the PC-Quake system will be
widely used. I expect that by the end of 1992 there will be about 100 systems in operation.
These systems are being used for a lot of different purposes. Some people are using them for
monitoring earthquakes. However, the greatest success so far has been in monitoring
volcanoes. In the Philippine case, a small network was set up before the eruption using
simPle gear. The American-Filipino team was able to predict the eruption of Mount Pinatubo
very accurately. This allowed all the people to be safely evacuated before the eruption.
Potentially, thousands of lives were saved, and the US government was saved billions of
dollars in airplanes. The US Bureau of Mines is using the system for monitoring rockbursts.
Caltran wants to use the system for monitoring highways and bridges. However, the‘biggest
expansion in system installations will come from building monitoring. Civil engineers are
very interested in using the system to monitor the response of large buildings to earthquakes.
In the past, there would be at most, 3 accelerographs in a building. This did not provide
enough detail about the motion of the building to really understand how it was responding to
the earthquake. Now, with a 128 channel system, you can instrument the building well
enough to really see what is going on. I imagine that in the next couple of years, the biggest
user of the PC-based system will be civil engineering projects, e.g., there are plans in

Taiwan to install about 100 systems in the next couple of years.
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3. SEISMOMETERS THEORY AND PRACTICE
by

J. P. Eaton
U. S. Geological Survey, Menlo Park, CA 94025

INTROD N

Commonly we are so tied up in seismology with what we are going to do with the
records we have that we don’t think about how we are getting those records. More and more
of the people who are writing papers in seismology are interested in analysis of waveforms
and the physics of the earth, and they get farther and farther away from seismometers. In
doing that they don’t realize what shaky ground they are on, literally a bed of sand, because
seismometers, by and large, don’t do what the manufacturers say they do. So it is terribly
important that you realize what a seismometer is and what it can do and can’t do.

The task that we put seismometers to is breathtaking. One group of seismologists
expects them to record down to background earth motion at frequencies as high as 100 Hz
while another group expects them to record signals with periods as high as 100 seconds down
to the prevailing noise level. This problem is complicated by the earth itself in that things
moving on the surface of the earth, weather, pressure patterns, waves, generate a terrible
racket in the frequency band of about one to ten seconds. Early on, when the interest was
primarily in recording teleseisms, seismologists were well aware of microseisms generated by
storms with periods in the range four to ten seconds. As we got more interested in local
earthquakes and focused on higher frequencies, the noise generated by wave action with a

period of about one second became important, at least along the California coast.
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This barrier between the high frequency world and the low frequency world
essentially has divided seismology into two camps. More recently there is an effort with the
very sophisticated long period instruments, which are essentially force-balance devices
driving electronics that make the world look level, as it were, and record with very high
dynamic range, to bridge this barrier. So far, this class of instruments has done marvels for

long period seismology, but their benefit for short period seismology is questionable.

DEVELOPMENT OF SEISMOMETERS

I will start out by showing you
what seismometers used to look like.
These are pictures from the classic
textbook on seismology by Boris
Galitsin, who was in my opinion, one
of the most outstanding seismologists
that ever lived. He worked in Russia
primarily between about 1900 and 1915

when his work was published. Figure 1

is a picture of a German built vertical

component mechanical seismograph. Figure 1. German built

vertical component seismometer.
The magnification of this instrument
was about 100 and its period was several seconds. It was one of the first instruments

designed specifically to record P phases of distant earthquakes.
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That class of instruments, which
depended entirely on mechanical
amplification of the ground motion,
was superseded by galvanometric
recording which was introduced by
Galitsin. Figure 2 shows, on the left, a
horizontal component seismograph and,
on the right, the galvanometer. By

using a fairly heavy mass in the

seismometer and a light mass in the Figure 2. Horizontal component

. seismometer.
galvanometer, one could get additional

amplification. However, there were problems lurking right under the threshold because in
this system the galvanometer reacts on the seismograph and produces a more complicated
relationship between the ground motion and the output of the seismometer. This instrument
leapfrogged from rﬁagniﬁcations of the order of 100 to magnifications of the order of 1000.
It came in both horizontal and vertical configurations.

Figure 3 shows a vertical component, galvanometer-assisted seismometer. You can
see the mass and the transducer magnet way out on the left. Also, a damping magnet was
provided so that you could control the damping. In order to get sensitivity at the long periods
for which these were used, the spring and support system were specially configured so that
when the boom went up and down a lot, the spring changed length only slightly. This

instrument and a modification built by Witip essentially dominated long period seismology

81



from about 1910 when it first
came into use, at least until
about 1950. It still is a very

respectable instrument that

produces excellent records. One . ‘ﬁ ‘.‘%7// ‘ I
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paper in the dark and you have galvanometer-assisted seismometer.
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Figure 4. Response curves for several
seismometers.
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reflected in the next figure. Figure 4 is taken from a summary of earthquakes in northern
California put out by Berkeley a few years back. The figure shows response curves for a few
instruments. The vertical axes are magnification and the horizontal axis is period of the wave
motion. The curve with the high peak in the upper left corner of the chart is a 100 kilogram
Benioff. It has magnification of near 100,000 and involves galvanometric recording but the
seismometer transducer instead of being a moving coil uses a variable reluctance type
tran@ucer which attains magnifications an order of magnitude greater than you can get with
a moving coil. So for short period seismology, this instrument invented by Benioff in 1930
dominated until it was superseded by electronic seismographs. On this diagram you can also
see the Wood-Anderson curve which has the lowest magnification of the three short beriod
seismographs. The Wood-Anderson also records photographically but is very much smaller
than the seismometers shown in the previous figures. For long period work, a variety of
special purpose instruments have been built with peak magnifications of the order of 3000 or
so, but with the peak magnification displaced out to a period of ten to 100 seconds. They are
fairly low gain because the seismic waves in that band are quite large and the noise in some
of that band can also be quite large. Their gains drop off as you come back into the vicinity
of about one second.

In the higher frequencies, the earth is quite a bit quieter so we run to higher
magnifications. The response curves for electronically amplified seismometers are different
from that of the Benioff in that the electronic instruments have a much wider range over
which their magnification is high. That is very important in getting a high fidelity recording

of the earthquake.
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units: cgs, absolute electromagnetic

Figure 5. Schematic of moving-coil
seismometer.

Now I would like to describe an instrument equivalent to the Mark Products L-4
seismometer. It has a free period of one second and it doesn’t have any mechanical output.
The signal comes out a set of wires and you have to figure what to do with it from there. A
" major operational difference between this seismometer and the mechanical ones I have been
talking about has to do with testing and calibration. With the other seismometers, one can
imagine performing experiments where you put weights on the mass and lift it and play
games like that. The L-4 is sealed up so that any test you w1sh to perform has to be applied
through the seismometer leads and interpreted through the signals that come back. That
changes the calibration process considerably. Figure 5 shows a schematic view of a moving
coil seismometer. The heart of a moving coil seismometer is the coil unit, which is the |

transducer. As shown in Figure 5, the seismometer mass is suspended by springs and
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constrained to move vertically. The mass is suspended inside a transducer which produces a
strong magnetic flux through the coils wrapped on the moving part of the instrument. When
there is relative motion between the seismometer mass and the frame, one gets an output
voltage. The principle is similar to that used in a speaker for an audio system. For a one
Hertz instrument, if you have a spring with a free length of L, in order to attain a period of
about one second, when you attach the mass the spring must stretch about 25 cm. That poses
quite a packaging problem if the seismometer is to be made compact. So in modern
seismometers like the L-4 they don’t use a simple coil spring but instead use a plate type
spring with the property of having different spring constants for different positions of the
mass. That poses a problem in terms of the response of the seismometer if the mass sags
because of age or, in a horizontal unit, if the seismometer is not level.

In Figure 5, L, is the unloaded length of the spring and L is the loaded length. When
the seismometer is disturbed, the mass is displaced by an amount Z. That is the coordinate of
motion relative to the frame. The whole frame is displaced by an amount ¢, the coordinate of
ground motion. The function of the transducer is to convert relative motion between the coil
and the frame into an output voltage. The induced EMF produced by the motion is
proportional to a motor constant times the relative velocity of the mass with respect to the
frame. When a current is fed through the coil, it reacts with the magnetic field to produce a
force which moves the mass with respect to the frame. The same motor constant applies in

both cases.
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EQUATIONS OF MOTION

The equations of motion for the seismometer are developed by calculating the
balance of forces on the system described in the last figure. The equations involve gravity,
the force due to the spring, damping, and the driving force that comes from the earth. To
derive the equations of motion, we first need to calculate a balance of forces for the
seismometer system. The force on the mass due to gravity is given by -Mg. The restoring
forc; developed by the spring is given by [(L-Ly]-Z)U where Z is the disturbance to the
system and U is the spring constant. This force turns out to be equal to Mg - ZU.

There are two forms of damping in the system. The coils normally are wrapped on a
thin aluminum coil form which acts like a shorted turn. So when the mass moves, even if the
external circuit is disconnected, there is fairly large damping, about 0.3 in the L-4. This

damping term is given by
open circuit damping = -AZ (1)

The second part of the damping is due to the current flowing through the seismometer coils

and is given by

2
electromagnetic damping = -GI = - R(isz (2)

So, the total damping is given by

total damping = ~(A+ G? )z (3)

The inertial force is given by
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inertia = -MZ (4)

Finally, there is a virtual force developed by the movement of the earth relative to the x

frame, given by
virtual force = -My (5)

Summing the forces, we get the equation of motion

M- G? 13 -ZU-Ma-My = (6)
MZ (A+ = )Z+Mg ZU-Mg-M{ = 0
Simplifying, we get
5 1‘ G o, Uy o _ (7)
Z+=|A+ ~ )Z+-—-Z i =0

It is traditional to further simplify this equation by rewriting the coefficients in terms that

relate more naturally to the physical properties of the response. Then we define:

= Y - 2% (8)
g, M T,
2

260, = Ha+-Z ) (9)

where 8 is damping in terms of fraction of critical and £}, is circular natural frequency. Since
the damping comes from two terms, § can be separated into two parts; 8, which is the open
circuit damping, and B, which results from the current through the coil. Using these

coefficients, the equation becomes
Z+2PQ,Z+Q%Z = § (10)

87



Solution of the differential equation of motion can be done a number of ways. Here, I
use a Laplace transform method which conveniently deals with the initial conditions of the

problem. After transformation, the equation becomes

L[g]+(z+2BQ,) Z(0) + Z(0)

®(7) = (11)
[t2+2pQ,7+Q3]
The denominator of the RHS can be factored and the resulting equation is
- (%] (t+2pQ,) z(0) z(0) 12
¢ (t-1,) (z-1,) * (t-1,) (t-1,) " (z-1,) (v-1,) (12)
Here, 7, and 7, are given by
1"1 0 —B+y ﬁz 1) (13)

Q. (-p-v/p%-1)
One thing we want to know is the response of the system to a long continuing harmonic

motion. Such motion can be characterized by

A51n(m t) t20
= 14
x (t) £<0 (14)

For this kind of input, equation 13 becomes

2

LR(E)] = AL 4 14(0) + £(0) (15)
T+

There are standard, fairly straightforward inversion techniques for this equation. When we
carry those out, we end up with an equation for the motion of the mass relative to the frame

of the form
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Z(t) = Aw? sinjlwt-tan- _E_ﬁ_‘i%_ (16)
J(Q3-0?) *+4p20?03 Q5-w?

This is the motion of the mass relative to the frame. But we don’t measure that. What we

measure is an output voltage. This has the form

= S
v(t) R+SGZ(t) (17)

Combining equations 17 and 16 we get the equation for the output voltage

' Q
v(t) = RfSG Aw? cos{m t-tan‘l[ zpzm 2"]] (18)
y (Q3-0?)*+4p20203 Q-0 :
SEISMOMETER CALIBRATION
Figure 6 is a schematic diagram .
E(t) = GZ(t) E,(t) = ———R‘fss(t)
of the seismometer and its external
circuit. The seismometer is G ; g
<
characterized by a motor constant G
Seis Load
and an internal resistance R. When B

there is relative motion between the
Figure 6. Schematic of

mass and the frame, an output voltage seismometer and external
’ circuit.

is developed across the seismometer

leads that is given by:
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E(t) = Gz(¢t) (19)

Normally the seismometer is driving some other unit like the input of an amplifier which has
an internal resistance S. So the voltage which actually appears the load is given by S/(R+S).
This is the relation between the output voltage and velocity.

We need to carry out a number of tests on the seismometer to measure what its
constants are. Normally the manufacturer specifies the values of the motor constant, the mass
of the seismometer, the free period of the seismometer, the open circuit damping, and the
damping corresponding to some particular load value. This invites you to believe that this is
all true and that if you set things up according to the specifications you will get the correct
results. But seismometers are variable from one to the next. In the L-4 series, getting the
free period right is very critical. You specify a range like 5% that you will tolerate. That
makes an appreciable difference in some parts of the response curve. Also, the stability of
the motor constant depends on the stability of the magnet charge which, with rough handling,
can change. So, there are a variety of factors that can cause the seismometer to change with
time. You need to be able to protect yourself by measuring those constants so you know
what they are.

One way of doing that on a closed seismometer like the L4 is called the release test.
In some manner you deflect the seismometer from its equilibrium position for a period of
time. Then you release the mass and let it return to equilibrium. In a mechanical instrument,
one can envision taking the case off, putting a little weight on the seismometer mass, and

then snatching the weight off. That is a perfectly good test, but you can’t carry it outon a

seismometer with a closed case. Another test that you can use, is to apply a voltage to the
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coil which offsets the mass, and calculate what the offset is. Then suddenly cut off the
voltage and let the seismometer return to zero while recording its output voltage. That turns
out to be a very useful test for this type of instrument. You can use it not only to determine
the constants of the instruments, but also, in a cruder form, to tell whether an instrument is
centered, or, with a horizontal instrument, to actually carry out the centering of the mass.

The equations governing the release test are derived from the equations of motion
shown before. If you set the motion of the earth equal to zero, the initial velocity of the
seismometer relative to the frame equal to zero, the initial displacement not equal to zero,
and the damping less than critical, then the equation describing the position of the

seismometer mass as a function of time is

-pQ,t 2
z(¢t) = z(0) 2 sin(,/—l-pzn c+tan-lﬂ) (20)
V1-Pp2 ° P

Since we measure the output voltage rather than the actual motion we need an equation

relating output voltage to the motion of the mass. This turns out to be

. _S Z(0) Qe ,{ 57 -u(};_fﬁ_) 2
E (t) = 2+5°C — sinly1-p2Q, t+tan B (21)

It is necessary to determine the relationship between the offsetting voltage and the value of

the first maximum. This is given in equation 22.

—P _can1¥1-
s CZoQoe Vi-g? (22)

RS i

As we actually carry out this test, we send a current I through the seismometer and it

produces an offset equal to the motor constant times I divided by the spring constant U so
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G*r1
2

0

Z(0) = (23)

When we substitute this value for Z(0) into equations 20 and 21 we get the final "working"

versions of the equations for output voltage and first maximum for the current release test.

__S GIRePH 24
Es(t) = 25w, = o V1-p2Q,t) (24)
B an VI
S GIq ViR J (25)
o

These equations are essentially

what are required to interpret the g"_'o @
(6 3R s

. . £'
release test and from it to derive the ' -%
Gecs

motor constant, the free period, and

the damping. The experimental setup

I

for doing this can be relatively simple. v |
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|
Figure 7 shows in schematic form, the |
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seismometer and the external circuit Y
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with a load resistor across it which A % ;’ —~ %, T
represents the input to the amplifier. Eo

. Figure 7. Set-up for Release Test
Here, I have shown that one picks off au P

the voltage across the external circuit with an oscilloscope. It is much more convenient to run

the output voltage directly into a PC so you have a permanent record to study. Also,there is
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a battery with a resistance which can be set to a specific level and a switch. When the switch
is turned on a current flows which offsets the seismometer mass. Also, current flows through
the shunt resistor and the voltage drop across the shunt resistor is equal to the applied voltage
on the seismometer. The diagram of the output of the release test is shown in the lower part
of Figure 7. Up until the time that you release the mass the voltage across the shunt is E,.
After that point, the measured voltage is generated by the seismometer as the mass returns to
the équiﬁbﬁum position. You can see the first maximum and then the voltage continues to
oscillate if the damping is small enough. This response is characterized by the various peaks
and their amplitudes and the time between the peaks. Those are things we have to measure in
order to get on with the analysis.

If you differentiate the equation of motion, it takes this form.

dE,(t) _ 5§ @21 Pt ’n(/_—- p) - -u@) 26
dt = R+S M /——1-3281 1-P*0,t-tan p (ze)

From equation 26, you get that the successive zeros and extrema of E,(t) occur according to

V1-B2Q,T = n=n n=1,2,3,~ :zeroes
> (27)
V1-p2Q,t-tan? 1‘; = mn m=1,2,3,- : extrema
Both successive zeros and successive extrema follow one another at intervals of
TO
T = (28)
2y/1-p2

Where T, is the free period of the seismometer and T is the damped free period (what you

measure). With the regard to the damping, the ratio of one extremum divided by the

93



following extremum is given by

E —xB_
_81_ = evl‘ﬂ (29)

8in

We define A as the natural logarithm of that ratio and call it the logarithmic decrement. From
that we can get the total damping governing the rate at which the sine wave dies out. This is

given by equation 30 as:

_ 1
P 14 T2 (30)
+ =
(3)
Here B contains both the open circuit damping and the electrical damping. From the
definition of 8, B,, and B,
2
B-B, =B, = 1 G (31)

2MQ, R+S

I find it convenient to define a parameter I" which I call the damping factor as follows:

T =S = (B-B,) (R+S) (32)
0

From that, one can calculate the motor constant as

G = ——— (cgs emu) (33)

Here, T has been determined experimentally, {1y has been determined by measurements of
successive zeros, and M is the mass of the seismometer. For that, you must either take the
seismometer apart and weigh it, or else insist that the manufacturer honestly tell you the

exact weight of the mass in each seismometer. Also, we want to operate the seismometer at
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some specified level of damping. Commonly, the level chosen is about 0.7 to 0.8 of critical.
From the defining equation for I' we can solve for the value of the external resistance (D)

required for a specific level of damping. For a damping value of 0.8 we have:

= 1 -

In some experiments, one records the open circuit damping directly by deflecting the
seiémometer and cutting off the deflection voltage while no shunt resistor is connected across
the seismometer. That is not always an easy thing to do correctly. Alternatively, you can
carry out two damping tests with different values of shunt resistance S and S’. This leads to

the following equations:

(B-B,) (R+S) =T
35

(B/-B,) (R+S) =T (3%)

I is a physical constant of the system so the only unknown is 8, which can be solved for as:

B, = B’(R+s;-—sﬁ (R+S) (36)

Table 1 shows the test results from a particular L-4 seismometer. As you can see, 4
different values of shunt resistor were used ranging in value from open circuit to 13280
ohms. The values of I" obtained this way deviated from each other by about a percent or
less. The experiment was carried out rather crudely using a storage oscilloscope. It is
difficult to be accurate with this setup, especially for smaller values of resistance since there
are only one or two recognizable peaks and the second is rather small. Using the equations

relating T' to the motor constant G we get
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Table 1. Damping Test Results on L4-C Seismometer

R = 5580 ohms
M = 980.0 grams

To = 1.039 seconds

S (ohms B B -8B R+S (ohms) T dev (%)
® 0.271 0.000 © ——— ———
20155. 0.507 0.236 25695. 6064. +0.6
14999. 0.561 0.290 20579. 5968. -1.0
13280. 0.592 0.321 18860. 6054. +0.4

average = 6029.

G =2.672X 10%emu/cm/ sec
G=2.672 volts / cm / sec
There are other ways of going through these equations. You can, indeed, solve them
on the basis of a single open circuit damping test if you record the results with something
like a PC where you have a very accurate record of the decaying wave train. The difference
between the two approaches is that you do have to use the value of the first maximum and
the ratio of that to the offsetting voltage to get the motor constant. Since you have essentially
carried out an open circuit test, the damping ratio gives you the open circuit damping directly
and from that and the measured interval between zeroes you can calculate the free period.
We started out doing it this way because early on I was concerned that cutting off the
current in the coil which produces a transient as the inductance tries to keep the current
flowing would produce a spike which would confuse the interpretation of the actual height of
the first peak. In these damping tests, it doesn’t matter how you set the seismometer in

motion as long as that activity occurs before the first peaks that you start to use in the
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analysis.

Mark Products is now marketing a little card that plugs into a PC and into which you
can plug a seismometer, set up the parameters correctly, and punch a button and it gives you
back these figures. It solves the problem of calibration. I plan to look into it further and
convince myself that it is sufficiently precise. It would be a tremendous boon to be able to
set a seismometer on a bench and calibrate in a few seconds, rather than go through these

fairly elaborate and difficult experiments.

One of the problems

1 uEper stop

Zu
can’t get inside of, particularly T

with a seismometer that you

mass —J‘— X =
_— zero offset
center !

one with a free period as long

as one second is that its

4

calibration can change 2l

F 7rrrrrTrIT lower
significantly over time. On stop
some seismometers and with Figure 8. Release-from-stop test.

some springs, it appears that problems occur, perhaps local work hardening of some parts of
the spring. So even though the mass may be perfectly centered when the seismometer is new,
over a period of some months or years, the mass gradually settles. Our experience is that
after a period of five years in service, a large fraction of the seismometers have periods that
are clearly wrong. You need some way of detecting that, or detecting whether the masses are
off center.

With the horizontal component seismometers, the problem is even worse because one
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tenth of a degree off level is enough to drive the seismometer mass against the stop. There is
no indicator on the outside of the case where the mass actually rests. In the three component
units a bubble on the case is intended to allow leveling of the internal components, but a
little bit of rough handling changes the system axis so the system goes out of adjustment. The
release test provides an easy way of getting at that. If the seismometer is symmetrical and if
you put a big enough current to drive the seismometer against its stop, first one way and then
the opposite way, the amplitudes should be the same. From this, we can derive an equation

relating the upper voltage, lower voltage and the zero offset. This relation is:

EU-EL _ 22X (37)

EU +EL EU + EL

One final thing that turns out to be important is that when you calculate the motor
constant and other properties of the seismometer, you find that there is a variation in that
motor constant. If you want to have standard seismometers, each one performing like every
other one, you want to have some way of connecting the seismometer to the input of the
amplifier such that all of the seismometers look alike for a given earth motion. You need to
be able to adjust the motor constant to some standard value and you want to be able to set
the damping to a prescribed value. The diagram and associated equations that are in the

handout run through the procedure for doing that.
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4. BASIC TECHNIOQUES FOR TELEMETRY
by

J. R. VanSchaack
U. S. Geological Survey, Menlo Park, CA 94025

INTRODUCTION

The Branch of Seismology has been operating seismic networks since 1966 in
California. We started with about half a dozen telemetered stations made by Teledyne
Geotech. However, the quality was not what we wanted, so we discussed specifications with
a company in Mountain View. They made a Develco 6202 preamplifier/voltage controlled
oscillator (VCO), which was a very good unit for our purposes. However, prices escalated
rapidly, and in three years unit prices doubled. At that time, we had installed about 100
units, but our budget would not allow us to buy any more. For the future, we decided that it
would be better to not be subject to what the market place had to offer, so we decided to
make something of our own. We went through several versions of VCOs numbered J201,
J301, J401, J501, and J512, which is where we are now. All of these instruments are
basically the same. The seismic signal is amplified and modulates a voltage controlled
oscillator with frequency modulation in the audio-frequency range.

What took us 15 years to learn about networks, I am going to try to explain to you in
about 30 minutes, so I will miss a lot of the good stuff. I want to concentrate on the general
types of things you have to be concerned about with a seismic network whether it is very

large or very small. Also I will touch on some of the specifications that turned out to be very
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critical, that you have to be very careful of.

All of our sites are telemetered to Menlo Park with the exception of one that is right
outside the building, and at each site we use one of two general types of instrumentation.
One runs off internal batteries and into telephone lines, and the other requires an external
power source and is generally connected to a radio transmitter. The attached station list is
intepded to give you an idea of what we do here in Menlo Park. It isn’t that we do anything

that is particularly complex. We just do a lot of it.

NETWORK RELATED TO SENSING AND TELEMETRY

The type of instrumentation that we use is determined by the types of earthquékes we
are interested in recording and the areal range of coverage we need. Another factor to
consider is the duration of monitoring. If you just are going to be monitoring for a few
weeks, you will set up the network quite differently than if you are going to be monitoring
for 20 or 30 years. The location of the network has to do with the types of telemetry that
you will use to get the data back to a central point. If you have to go to an exceptionally
remote location, you may need to take the data processing center to the region you wish to
monitor. A PC system is, of course, exceptionally well suited for this sort of application.
However, telemetry can be done for long distances. We currently telemeter data from the
Oregon border to Menlo Park. For quite a few years we had data coming from Oregon,
Washington, Yellowstone Park, and Colorado to Menlo Park. At that time, the telephone
lines were very cheap and there wasn’t any problem with doing it. These days, because of

increased costs, we have had to cut way back on the area that we cover and contract some of
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the other networks.

A very important consideration is how you are going to handle network timing. If you
want to learn anything about the earthquakes you record, you must have accurate timing.
One hundredth of a second accuracy is the standard for our networks. That is adequate for
earthquakes with dominant frequencies of 5 to 15 Hz or less.

There are several ways to get timing. We have satellite timing, rubidium frequency
standard, and WWVB. Our base timing now is a clock synchronized by satellite. WWVB is
commonly used for remote sites. It is very good for a 24-hour period, but in any one second
interval, you can have a ten to twenty millisecond error because of the propagation time from
Colorado to your station and because of phase changes in the signal. You need to pay
attention to that when you are looking at data. You can convince yourself that this really is a
problem if you use a storage oscilloscope to look at the timing pulses from WWVB. After
you have collected enough samples, there will be a smear about ten to 20 milliseconds in
width. So, WWVB is good for a long term average, but you never can tell within about 20

milliseconds where you are if you use just one tick.

INSTRUMENTAL CONSIDERATIONS AT MONITORING SITES

The sensors that we use in the California network are exclusively the 1-Hz Mark
Products L-4. This is primarily because of the economics involved in deploying this many
sensors. You could also use 2-Hz seismometers for the same price (about $750). If you are
installing a very small, close in network, you could probably use the very small L-22

seismometer, which costs about $375. Most other sensors cost more than $1200 per
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component.

Another important consideration at the field site is signal conditioning, amplification,
and filtering of the seismometer output to prepare the signal for telemetry. The means you
choose to employ for this step can have a significant effect on the power requirements at the
remote site. If you have a high power system you also need to concern yourself with getting
power to the site, installing solar panels, or putting in lots of batteries. This becomes an
iml;ortant factor in the economics of each site.

The telemetry method that we employ exclusively in the northern California network
is frequency modulation and multiplexing. However, we are in the process of putting in some
digital telemetered stations now. As you know, the analog method has a dynamic range
restriction, but you can get many more signals on a carrier. With analog telemetry, on a
single voice grade, unconditioned phone line, you can get eight channels easily and a ninth
for just a little more trouble. With conditioned lines you can get a somewhat better signal
back, but it will cost you about three times as much and the improvement is less than 6 dB in
dynamic range.

We don’t have much experience with digital telemetry yet. We have been talking with
manufacturers about equipment and currently are able to get 9600 baud continuous on a voice
grade line. There is one local network in southern California that is employing digital
telemetry and transmitting three component, 16 bit, 200 samples per second data. The 15
stations are collected into a microwave link for transmission to the data processing center.
This is an expensive and complex system.

The telemetry paths that are available are phone lines, terrestrial radio, satellite radio,
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and combined paths. We started off almost exclusively with telephone lines because they
were very cheap, about $20 per month per station. That cost now is about $150 per month
per station. The terrestrial (FM) radios we use operate in either the 160MHz, 200MHz, or
400MHz bands and are low cost, low power systems. We have about 240 to 250 radio pairs
in northern California and we have about 100 radios in southern California. The Yellowstone
network has about 15 stations using VHF telemetry. Commonly, we use a combined path in
which the first link is by radio, the second link is by phone line, and finally the signal is
placed on our microwave system.

We installed a microwave system which connects this area to the Parkfield area
strictly because of economics. We could save enough money on the telemetry cost to buy
more than a link per year. In about three or four years we had the whole network paid for. It
takes one technician about 2/3 time to keep the system up. The microwave network has been
running about five years now, and has a very good uptime. It is a redundant system with two
transmitters and two receivers running all the time, so if one fails the other still carries the
load. We have found that the system has a higher percentage of ontime then a telephone line
does running through the commercial companies. Also, it turned out that our microwave
system worked through the Loma Prieta earthquake, but the phone system did not. The
microwave system costs about $35,000 per link (about 40 miles). It works very well for the
San Andreas fault network because it is a strip network and we run the microwave right
down the middle of the strip. For areas beyond the range of the microwave system we get
the data either by phone lines or by radio link. If you are operating a long network that is

configured to monitor something like a fault zone, then microwave communication turns out
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to be relatively cheap. Our most expensive telephone lines on the network now are from San
Jose to Menlo Park. There are several exchanges on the way and the price is about $750 to
bring eight stations 30 miles. We are in the process of converting most of those to radio
stations, both because of the cost and because we think we can keep the system operable

during an earthquake by making these changes.

PRACTICAL NETWORK INSTR SPECIFICATION

Table 1 shows my view of what constitutes a practical set of instrument specifications
for a seismic network. Experience has taught us that some of the companies manufacturing
telemetry equipment do not make equipment which meets these specifications. Choice of an
appropriate sensor is at least partly dependent on what it is that you are trying to observe. If
you are trying to record strong ground motion you will want a very different sensor than if
you are trying to monitor microearthquake activity. Although our network is primarily
devoted to monitorjng microearthquake activity, we are installing some stations which have a
wider dynamic range so that we will be able to record some of the larger events on scale.

Our experience indicates that if the motor constant of your sensor is in the range 1
volt per cm/sec at 0.8 critical damping, then you will have adequate seismic signal to
override electronic noise no matter what the gain of the system. The Mark Products L-22
works well in most places where there is a fair amount (10 - 15 uv) of background noise.
However, there seems to be a problem in a well experiment being conducted in Parkfield, in
that the Brownian noise of the L-22 seismometer is greater than the earth noise. The L-22

can produce 0.5 volts per cm/sec into a 100 K-ohm load. Practically, an L-22 can achieve
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Table 1 Practical Network Instrument Specifications

Sensor
®resonant frequency 1hz+5%
O motor constant 1Volt/cm/sec at 0.8 critical damping
®dual coil for AC canceling
®waterproof
Signal Conditioners
e®amplifier gain, variable 50 - 90 dB
®input, differential 10 - 100K impedance
ofiltering 12 dB bandpass, 0.1 Hz - 25 Hz
®system noise <1uV PP, referred to input
Voltage Controlled Oscillator
®sine wave stability 20 - 50 ppm /°C
®sine wave distortion <1%
®sensitivity S5V PP —-> 1125 Hz deviation
®linearity better than 1%

Power Requirements, Field System =200 mW

Discriminator Specifications
®signal input level -35to -15 dB
®discriminator Stability 20 ppm / °C
®bandpass filters 18 to 20 dB attenuation at adjacent band edge
®output level +5V / + 125 Hz deviation
ofiltering 5 pole lowpass, 20 - 25 Hz
®power requirement 150 - 250 mW
Radio Specifications
e modulation type FM of phase modulation
®frequency bands 160-170 MHz, 216-220 MHz, 406-420 MHz, etc.
®frequency stability .0005 %
®trans., rec. audio dist. <2% each
®total distortion <3%
®transmitter output power 100-200 mW output
®audio output level -20 - 0 dbm adjustable
®power req. transmitter <600 mW for 100 mW output
®power req. receiver 150 mW

Overall dynamic range is approximately SO dB when distortion of carriers is 2% or less.

about a fourth of the signal possible with the L-4 seismometer for the same movement.

Another problem associated with using a 2-Hz geophone is that because of the low frequency
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cutoff, earthquakes above about magnitude 3 will start to all look alike since larger
earthquakes have more low-frequency content.

If you are using a coil-wound sensor it is best to use a version with dual windings,
since these can be connected to a differential input amplifier which will help provide
cancellation of 60-Hz line noise. It is important to buy a sensor that is waterproof, especially
if you are leaving it out for several years. We bury Mark Products L-4 seismometers in the
earth about a foot deep. We do put the sensor inside a piece of sewer pipe before we bury it.
However, that is not for the purpose of waterproofing it. Rather, it is for electrical insulation
from the ground. It is preferable to have only one ground point for one of these systems. If a
sensor is out twenty or thirty feet, and is in contact with the earth, it makes a very g60d Cw
receiver and, at least in this area, you can pick up the continent to continent teletype signals
very well.

An amplifier should have gain of the order of 50 to 90 dB with a differential input.
Not everyone thinks differential input is critical. However, I am convinced that the
differential input configuration gets rid of lots of common-mode noise, particularly in a
populated area. In such places there are lots of sources of AC power that cause problems.

The filtering that is used in the J series preamp/vco’s is bandpass from 0.1 Hz to 20
Hz with 12 dB rolloff at each end. We selected 20-Hz low-pass to get less noise and to get
away from some problems that can occur when you modulate the carrier at 100% at
frequencies above 20 Hz on these constant bandwidth systems. The system noise should be
less than 1 microvolt peak to peak referred to the input. You can buy a 19-cent integrated

circuit that will get you near that range. However, in our units we use an OP-77 amplifier by

107



Precision Microlithics. This unit has about half a microvolt noise in the range in which we
are interested. It provides a simple front end for the system, and if a lightning strike occurs,
you just unplug the unit and plug a new one in. They are a couple dollars each. Ease of
maintenance is very important. Right now we have two field people working full time
maintaining 360 sites. We have one person who works on special assignments to places like
Mammoth Lakes or Yellowstone Park. Because of this, it is important that things go together
easi.ly.

The voltage controlled oscillator must be very stable in order not to produce drift or
false signals. The constant bandwidth multiplexing system allows you to put eight signals on
one line with carrier center frequencies spaced at 340 Hz. The first carrier is 680 Hz, the
next is 1020 Hz, and so on. The companies manufacturing these multiplexing systems have
standardized on this constant bandwidth approach with these frequencies. One of the most
critical specifications is the sine wave distortion. We recommend maximum distortion of less
than 1% in order to get good dynamic range. If distortion exceeds this in a multiplexed
system you start getting beat frequencies. Because each one of these are separated by 340
Hz, you get difference frequencies that can match one of the channel center frequencies. For
instance, 1700 Hz minus 1020 Hz gives the channel one frequency of 680 Hz. This
difference frequency can beat against the 680 Hz carrier and produce a noise signal. You get
a little amplitude modulation in the carrier, which in the discriminators shows up as periodic
noise usually. You can easily see this noise on a develocorder record. It is a lot harder:to get
rid of than it is to identify.

Our VCOs generate sine waves by means of a D/A conversion scheme. An oscillator
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operating at 16 times the center frequency of the VCO output produces a square wave which
is fed through the D/A convertor to produce the sine wave. The output is very clean and the
system is inexpensive to build.

The industry standard for VCO sensitivity is 5V PP input producing + 125 Hz
deviation in the carrier. We have actually cut back on this to about + 110 Hz to give us a
little bit more space between channels to get a better signal to noise ratio.

Linearity is also important. When the carrier swings between its extreme frequencies,
you want to have it done in proportion to the voltage levels driving the VCO. We
recommend linearity of 1% or better.

Although some of our VCOs have very low power requirements, most draw about
200mW of power. The majority of the units are installed in a field package that contains a
radio transmitter which has fairly high power requirements. Therefore most of the sites have
a solar panel and batteries which provide enough excess power to run the VCOs which draw
200 mW of power.

Our systems typically contain a 200 mW VCO and a radio transmitter with a power
output of about 100mW. We operate both off of a solar panel with 9 Watt peak output and a
storage battery. That works very well in California, Oregon, and up into Montana even
during the darkest days in midwinter. That solar panel plus the battery costs about $150.

The discriminator is the demodulator we use at the central recording site. Its output,
ideally, reproduces the original seismic signals, which can be digitized or fed to a drum
recorder, etc. The discriminator should operate with an input signal level over a range of

about -5 dB to -35 dB. The discriminator stability should be about the same as the VCO
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stability, even if you are in an air conditioned building. Each discriminator contains a
bandpass filter whose function is to only accept signals with the right center frequency for
that discriminator. The filter characteristics are important to the overall performance of the
discriminator. We recommend that the filters provide 18 to 20 dB attenuation at the edge of
adjacent bands. That way even if a channel is modulated at 100%, there will still be an
allowable dynamic range of greater than 40dB without cross talk. The output level of the
disc;'iminator is not particularly critical, especially if the output is being fed directly into an
A/D board. Most companies manufacture discriminators with an adjustable output level.
Typically the output signal is fed through a four or five pole low-pass filter with a cut off at
about 20 to 25 Hz. On our system we sample at 100 samples per second and use a five-pole
filter with a 20-Hz low-pass characteristic and have experienced no problems with aliasing.
Typically, discriminators will have a power requirement of about 150 to 250 mW.

Radios are a critical part of a telemetry system. Commercial companies don’t
generally use the radio bands the Federal government uses. We use the bands from 160 to
170 MHz, 216 to 220 MHz, and 406 to 420 MHz. These bands all work about the same.
New radios use a different crystal filter setup from what used to be common, and a
consequence is that the selectivity of current radios is not as good as what used to be
available. However, they are cheaper. So, in a congested area you may have to put an RF
bandpass filter in your system at a cost of about $150 in order to reduce interference from
adjacent channels.

You can purchase radios with frequency modulation or phase modulation. Phase

modulation was used by Motorola in their old Handi-talkies years ago. As a matter of fact,
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many of the radios in our system use surplus boards from Handi-talkies. They generally meet
the specifications we needed. One problem is that they have high audio distortion. We have
been trying for several years to replace them, but a radio pair costs about $1000 these days
so we haven’t gotten very far in replacing them. Frequency stability is dictated by the FCC
for a fixed site. The required frequency stability of .0005% can be achieved easily at the
$1000 a pair level.

‘ Transmitters and receivers should have less than 2% audio distortion each. When
distortion reaches a level of about 3% in either unit, you start limiting your dynamic range.
When it reaches a level of even 5%, you have serious problems. Distortion is cumulative
over the various telemetry devices, so to keep the total distortion low enough each piece
must have very low distortion. If you want to have a clean system you must keep the total
distortion below 3%. This distortion level is perhaps the single most important specification
in the entire telemetry system. It is worth a lot of money and effort. Otherwise you find
yourself chasing what you think is telephone line noise, radio noise, or some other kind of
noise that isn’t really there. It also severely limits your dynamic range. At a total distortion
around 1%, the dynamic range is around 60dB. When you get up to 4 or 5 percent
distortion, the dynamic range has decreased to around 30dB.

Nearly all our transmitters have a power output of around 100 to 200 mW. For this
power output, the input power requirement is around 600 mW. Some companies would like
to sell you transmitters for a local network with power ten to 100 times that. However, we
have had good success with our low-power systems. Part of the reason may be that we use

high gain antennas (9dB Yagi) on both the transmitters and the receivers. If you buy a $150
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Table 2 Computed Receive Signal Strength Level

Antenna gain, receive (dbm)
Antenna gain, transmit (dbm)
coaxial lead loss, receive (dbm)
Coaxial lead loss, transmit (dbm)

Transmitted Power (dbm)
1mW = O0dbm
10 mW = 10 dbm
100 mW = 20 dbm
1 watt = 30 dbm
10 watt = 40 dbm

Receive Signal Strength Level (dbm) = transmit power (dbm)
+antenna gain (Tx)
+ antenna gain (Rx)
- coax loss (Tx)
- coax loss (Rx)
- free space loss

where free space loss (dbm) = 36.6 + 20 log freq. (MHZz) + 20 log distance (mi).

Yagi antenna, the effect is pretty much the same as multiplying transmitter power by a factor
of ten. Another advantage of using a highly directional antenna is that you may be able to
reuse the same frequency off the side lobes of the antenna, since the signal is so strongly
attenuated there. We have a network that we installed over in Jordan a few years ago in
which a 100 mW transmitter is successfully coupled to a receiver 115 miles away! The
network is installed on a flat plateau so there probably isn’t even true line of sight between
the transmitter and the receiver. We would have recommended an intermediate station, but
there was no practical location for it.

The number of repeaters in a telemetry path relates to the earlier discussion about
distortion. Every time you repeat a signal you add the distortion of the receiver and the

transmitter to the cumulative distortion. This means that with even moderate distortion levels
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for individual pieces of equipment, a repeated signal can easily have cumulative distortion
that is too high to be usable. In Hawaii the volcano observatory has up to four repeats on
some of their telemetry links, which requires using very good equipment. We are limited to
one repeat here because of the old Motorola equipment we are using. Occasionally we go up
to two repeats, but we know that we are generating noise when we do that.

All of the frequency bands we use require line-of-sight radio paths. There is,
hovc;ever, some bending of the radio wave path to follow the curvature of the earth. It is
sometimes possible to receive signals here from south of Parkfield, a total distance of about
280 miles. This also happened in Nevada, where we could transmit 100 mW signals and
receive them 250 miles away (but not all the time). Signals of 100 milliwatts will always
travel 100 kilometers with 9 dB gain antennae at each end. Receive signal strength of -95 dB
is adequate in almost all environments (Table 2).

We have developed our own VCOs and discriminators. Our VCOs operate on
voltages of from about 11 to 15 volts DC. They have a built-in calibrator circuit that offsets
the seismometer mass once every 24 hours. We manufacture these for our own use, but other
government agencies can also get these units from us. If you have one of these built, the cost
will be about $350. We plan to publish all the specifications of the current VCOs in a
U.S.G.S. Open File Report soon. There is a completely different VCO-amplifier system in
use in Alaska. My understanding is that it is designed to operate well in very cold weather
over long periods of time. It is more complex and more expensive.

The discriminator that we manufacture is identical in dimensions to the Develco

Model 6203 discriminator. Our present discriminator (model J120) is quite a bit better than
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éarlier versions we were using. It has bandpass filters which attenuate adjacent channels by
18 to 20 dB at the edge of their allowed band. This is in comparison to attenuations of 12 to
14 dB offered by some of the commercial companies. We are also about to release an open
file report describing the discriminator. The cost will be about $85 to $90 each in lots of
100. We built about 1000 of the J120 discriminators three years ago to replace the old

discriminators in all our operations, and we have had excellent performance from these units.
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5. REALTIME SEISMIC DATA ACQUISITION
by

W. H. K. Lee
U. S. Geological Survey, Menlo Park, CA 94025

INTROD N
The first thing I want to cover in this chapter are some general issues related to
realtime seismic data acquisition. Since everyone’s application is unique, you need to
understand these issues to be able to configure your system. The general issues I intend to
discuss are: computer hardware, operating systems, software languages, data formats, and

cost (See Figure 1).

The question of computer General Issues of Seismic Data Acquisition

hardware really boils down to "What is
available?" This includes the question o Computer Hardware: What is available?

of affordability and availability. The o Operating System: What s practical?

choice of operating system is largely a
o Software Language: What is needed?
consideration of what is practical and

fits your needs. You can make all o Data Format: What to adopt?

kinds of theoretical arguments, but the o At what costs?

bottom line is ease of use and
Figure 1. General issues.
suitability. People can argue endlessly

about relative merits of different
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software languages, but I think that the important question is "What language will get the job
done most efficiently?"

Data formats are also subject to controversy. However, I think that if someone comes
up with a format that gets the job done, and if it is adopted by enough users, then it will
become the standard which most users will follow. The last general issue I will discuss is the
cost of seismic data acquisition. This is something that many people would like to ignore.
Tht;, cost is not simply the up front purchase price for equipment. Rather, it is the total cost
of constructing, maintaining, and operating the seismic data system over its lifetime.

Unfortunately, it often happens that some country will spend a lot of money to install
a complicated seismic network. After a few weeks of operation, the network goes down
permanently, because the local people just are not able to maintain it. So I keep emphasizing
that even though it may be satisfying to have cutting-edge technology, you are going to pay a
price for it. Also, most of those latest developed technologies only work in the laboratory
environment. It usually takes a few years before they become workable in the field. My
advice is to always stay at least one to three years behind whatever the cutting edge of

technology is! Let other people become the guinea pigs and work out the solutions for you.

COMPUTER HARDWARE

What computer hardware is available to you depends on the money you have available
and also where you live (See Figure 2). In certain countries, for instance, you just can’t get
SUN workstations and there is no one around who can maintain them. So even if you can

afford a SUN, it wouldn’t make any sense to use one in such a place.
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A question one might ask is Computer Hardware: What is available?

"Why not use DEC mini-computers?"
o Why not DEC Mini-Computers?

These have been available through the o PRO: We have been using them for years

1970’s and 1980°s. They have been in o CON: Proprietary and expensive

o Why not SUN Workstations?
o PRO: Powerful and used by most seismologists
o CON: Proprietary and difficult to interface

use for years, so lots of people are

familiar with them, and there is a fair

: £ sof for th o Why not Apple Macs?
amount of software for .
em o PRO: Easy to use and cute

However, there are at least two major o CON: Proprietary and difficult to interface

o Why IBM-Compatible PCs?
o PRO: Non-proprietary and inexpensive
proprietary architecture, and the second o CON: Neither cute nor classy

objections. First, they have a

is that they are very expensive. Unless
Figure 2. Computer hardware.

you have a very large budget, they are
just too expensive. At several
universities a few years ago, they dropped all their DECs when Digital Equipment raised the
cost of their maintenance contract to the point where they simply couldn’t afford to even run
the machines anymore. This also illustrates the point that the cost of your system is not just
the initial capital cost. It includes operating and maintenance costs as well.

A case can also be made for using SUN workstations. These machines are also very
powerful and, in fact, are used by many seismologists. However, these machines also have a
proprietary architecture, and are difficult to interface with other hardware. We have a dozen

or so SUN workstations in the USGS Seismology Branch at Menlo Park, and we have a full-

time person just to keep them going. You have to ask yourself, "Can I afford to have one

117



person working full time just to keep the computers going?"”

A lot of people these days are using Apple Macintosh computers. They are very easy
to use. The problem again is that they have a proprietary architecture and are difficult to
interface. You could not even open the case on the original MAC without voiding the
warranty. The later MACs are designed more along the lines of the PC. However, you can
only buy them from Apple, so you are at their mercy.

' As you probably know by now, I am strongly in favor of using IBM-compatible PCs
as the computer hardware for seismic data acquisition. The PC does not have a proprietary
architecture so anyone can make a PC. This has resulted in them being quite inexpensive for
the computing power delivered. Having said that, I still must emphasize that you must make
a decision about what hardware to use based on your needs and on your budget. For some

applications, the PC just may not be adequate.

OPERATING SYSTEM

The operating system you choose must be practical. Lots of people are using UNIX
these days. It has a lot of good features. It supports both multi-tasking and multi-users.
However, UNIX is a very complicated operating system with at least 27 different versions,
not all of which are compatible with each other. Besides, the UNIX manuals fill up at least
three feet of bookshelf space! Do you want to mess with that if you don’t have to?

The OS/2 operating system for the PC is a fairly sophisticated multi-tasking operating
system which could be used for a data acquisition system. However, OS/2 is still pretty new

and because of this, it is not very stable. Also, it has not achieved very widespread
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acceptance so the amount of supporting
software which runs under OS/2 is
rather limited.

We finally settled on using
DOS. DOS was originally named
QDOS, which stood for "Quick and
Dirty Operating System.” When IBM
decided to market the system they
changed the name to DOS which they
said stood for "Disk Operating
System." The original version of DOS

was written by one person. That is

Operating System: What is practical?

o Why not UNIX?
o PRO: Multi-users and multi-tasks
o CON: Too complex and too many flavors

o Why not 0S/2?
o PRO: Multi-tasks
o CON: Too new and unstable

o Why use DOS?
o PRO: Simple and stable
o CON: Can not multi-task
o CON: 64 KB segments & 640 KB space

Figure 3. Operating systen.

probably one of its greatest strengths, since it is really simple even with all the revisions it

has undergone. DOS has been around for a long enough time now that it has become a stable

operating system, and it has by far the largest number of users of any other operating system

in existence. DOS does not allow multitasking directly. Fortunately, the hardware is cheap

enough that for many purposes, you can multitask just by using more than one computer!

Another problem with DOS is related to the way it addresses memory. The largest program

that can be run under DOS is less than 640 Kbytes in size. It doesn’t matter how much

physical memory your machine has. That is all DOS is going to use. Also, memory is

addressed in 64 kilobyte long segments, so there is a lot of programming overhead involved

in specifying a complete memory address. This addressing scheme was forced on DOS by
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the design of the original INTEL 8088 chip, and in order to maintain backward compatibility

DOS still uses this method of addressing.

SOFTWARE LANGUAGE
People have been debating the

Software Language: What is needed?

relative merits of software languages

o Use multiple languages out of necessity
o A/D: Assembler and C

Graphic Display: Assembler

Trigger Algorithm: C

P-Picking: Fortran

Event Location: Fortran

for years (See Figure 4). My
philosophy is to use whatever language

that gets the job done. In practice,

© 0 o0 o

multiple languages were used to create
o Use existing programs to save cost

the software for the PC-Quake system. o A/D: From Data Translation

o Graphic Display: From Symmetric Research

The routines that directly control the o Event Location: Modified from HYPO71

A/D board were written in assembler.

The reasons are (1) faster execution

Figure 4. Software language.
speed can only be achieved with
assembly language, and (2) assembler
provides a natural format for manipulating registers and handling interrupts, both of which
are integral to controlling the A/D board. In the data acquisition program, the main routines
were written in C. Graphic display routines were also written in assembler. Again, this is
because of the speed possible with assembler, and the flexibility with which assembler can be

used to move information into the display memory. The trigger algorithm was written in C,

and the P-picking algorithm and earthquake location program were written in FORTRAN.
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Much of the code used in this system was originally written years ago to run on other
computers. Since, historically, FORTRAN has been the programming language of choice for
scientists, most scientific code is in FORTRAN. This applies not only to the P-picking
algorithm, but also to the event location program.

Whenever possible one should use existing programs to save time and money. For
instance, the assembler routines which control the A/D board were provided by the A/D
boaﬁ manufacturer. If you had to write this software from scratch, you would really have a
lot of headaches. Not only would you have to deal with all the complexity of assembly
language, but you would also have to understand how the A/D board works. Similarly, the
graphic display software came from Symmetric Research. Symmetric Research has donated
their graphics software to the International Association of Seismology and Physics of the
Earth’s Interior, so we don’t have to pay royalties to them. The event location program is
more or less a straight port of the original HYPO71 program (Lee and Lahr, 1975; Lee and

Valdes, 1989).

DATA FORMATS

The question of what is the "best" data format is very much an open one (See Figure
5). Right now there are literally hundreds of data formats. Almost every seismologist has
created some kind of format for recording earthquake data. My position is that we should not
create any new formats until we retire some of the old ones.

One fairly popular format is known as the CUSP format. It has been used for years,

there is lots of data recorded in the CUSP format, and many seismologists are familiar with
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the format. However, CUSP has one
Data Format: What to Adopt?

major weakness in my view. The data
) . o Why not CUSP data format?
and indexes are stored in separate files. o PRO: We have been using it for years

This means that any time you want to o CON: Data and indexes are in separate files

o Why not Lamont AH data format?
o PRO: Widely used on the SUN workstations
to access both files and you must be o CON: Data stored as floating-point numbers

review or reprocess an event you need

certain that you have matched the o Why adopt SUDS?

o Carefully thought out by Peter Ward

o All event data in one file

o Can be expanded indefinitely

o Data stored efficiently as binary integers

correct index file with the data file you
intend to analyze. This often can create

big problems.

Another candidate for a Figure 5. Data formats.
standard format is the Lamont AH
format. This format is widely used on
SUN workstations so in that sense, it is somewhat of a standard already. However, in this
format, data are stored as floating-point numbers. This is inefficient in terms of storage space
requirements.

For our system we have decided to use the SUDS data format developed by Peter
Ward (Ward, 1989). This format has been carefully thought out by Peter. I maintain that the
most successful designs are often the product of just one or two people. Design by committee
just doesn’t seem to produce useful products. In the SUDS format, all the information

relevant to an event is contained in one file. The file is infinitely expandable, so if you want

to add new data to an event, you simply add to its file. You don’t have to create a new file.
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Also, data are stored very efficiently as binary integers.

Because the SUDS format was written by one person, there is someone to go to when
problems come up. In contrast, committees usually get dissolved in a year or two. For
instance, when Peter originally designed the format, it was for the SUN-3 computer. When
the SUN-4 computer was introduced, a completely different processor was used. Everything
changed, so one cannot use SUDS data created on a SUN-3. But I didn’t have to do anything
about it. Peter worked on the problem every night and on the weekends until the problem
was solved. Who knows what would have happened, if the data format had been developed
by a committee.

Right now none of the seismic data formats really has more than a small group of
adherents. However, I think that the SUDS format may well become the standard in the
future. Partly this is just because Peter is so dedicated to maintaining and improving the
format. Also, SUDS is more than just a recipe for laying out the data. It involves a
philosophy of how data should be handled in general. Since SUDS is the data format for the
PC-Quake system, and since there are already about 50 such systems distributed around the
world collecting data in SUDS format, there will soon be a lot of data in this format. Also,
as the editor of the IASPEI Software Library volumes, I have had the opportunity to insist
that all software submitted for publication must support the SUDS format.

We are also working to develop a means of converting all the common data formats
into the SUDS format and vice-versa. By increasing the ease with which users can use SUDS
data or convert their data into SUDS format, it should become increasingly easy for more

and more people to adopt this format. The SUDS that we are using right now is called SUDS
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1 (Banfill, 1992). Right now, Peter is working on SUDS 2. He has given it to people to try
out in order to get comments or suggestions. By the end of 1992, the format will be frozen
and will be called SUDS 3. What Peter and I have agreed on is that SUDS 3 will be a
superset of SUDS 1. So, our data acquisition program will still keep on using SUDS 1.
SUDS 3 will be totally independent of the computer it is used on. There is some computing
overhead involved in making the data files hardware independent. For this reason we have
dec.ided not to change our data acquisition program to fully support the SUDS 3 format. We
simply don’t want to slow the program down. However, in the current system, after the data
has been collected, there is a demultiplexing step. In future versions of our system we will

give users the option of changing to the SUDS 3 format at that point.

EISMI FTWARE

One thing not everyone realizes ]
Seismic Software: At what costs?

is that software costs far exceed

. ft
hardware costs (See Figure 6). For o Software costs far exceed hardware costs

example, at least one commercial o Complex software is hard to maintain

company sells software roughly ° ,S,f.fmiﬂl“ art depending on individual

equlvalent to the IASPEI data o If software is simple to use, then it is hard to write

acquisition, processing, and analysis . . .
o Writing good software is harder than writing good

papers

volume for $139,000. By contrast, the

first edition of the IASPEI Volume 1 Figure 6. Seismic software.

(Lee, 1989) cost only $50 to SSA
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members! Complex software is also hard to maintain. It is nice to have a program that can
do everything. But you pay a price for this. Software is an art, and is really dependent on
individual innovations. Good software, good format, or even good hardware design is usually
traced back to one person. I have never seen a piece of software written by a committee that
really worked well. However, one or two people cannot write all the software seismologists
need, so when a good piece of software is developed for seismic data analysis, we need to
sha;'e it. If software is simple to use, then it will be very hard to write. Writing good
software is harder than writing good papers. I will "prove" that by contradiction. I can name
many good papers. However, I challenge you to name a really good piece of seismological

software.

DESIRABLE FEATURES IN SEISMIC DATA ACQUISITION

What I want to do here is describe what I feel are useful features in a seismic data
acquisition system (See Figure 7). Not coincidentally, these are more or less the features of
our PC-Quake systems. First, the system should handle between one to 128 channels of input
data. There are very few networks that require more than 128 channels. The system should
be capable of digitizing signals at a rate of at least ten samples per second per channel and
occasionally may need to be capable of sampling at rates of over 1,000 samples per second
per channel. Currently, a U. S. Bureau of Mines system used to monitor rockbursts is
operating at nearly 3,000 samples per second per channel.

The system should also display the digitized data in real time. I think that is very

important. The system should have a reasonable dynamic range (12 to 16 bit). The capability
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.should exist to record data either
continuously or by event. It is desirable
to have the capability of picking P-
wave arrivals and then computing a
hypocenter. Of course, there must be
off-line analysis support software. We
woixld like the hardware to be
inexpensive and easy to maintain.

The PC-quake system is very
easy to assemble and get running. 1

know of one person who assembled

Desirable Features in Seismic Data Acquisition

Handle 1 to 128 channels of input signals
Digitize 10 to 1000 samples/sec/channel
Display digitized data in real time

72 - 96 dB dynamic range (12 to 16 bits)
Save digitized data continuously or by events
Automatically pick P-arrivals & locate events
Off-line analysis support software

Hardware: inexpensive and easy to assemble

Software: robust and easy to use

Figure 7. Desirable features.

one in 34 minutes, and I routinely assemble a system in less than an hour even while

explaining things to other people. It is really not that hard! Even if you are completely new

to PCs, it shouldn’t take you more than a day or two to get a system up and running.

A final consideration is the software quality. To be really useful the software should

be robust and easy to use.

NAL

NVERSION

In our system, we just use a commercially available A/D board (See Figure 8). The

board, manufactured by Data Translation, is available in both 12 bit and 16 bit versions. The

12-bit board (DT2824) comes from the factory set up to do 16 channels. If that fits your

requirements, you just plug it in to a PC and go. If you need to monitor more than 16




channels, you will have to connect a
24 Analog-to-Digital Conversion

multiplexer to the board. In either
o Use Data Translation DT2821 series A/D boards

case, you just plug the A/D board into o Use Data Translation ATLAB software

an empty 16-bit slot in your PC, make o Can be either 12-bit or 16-bit resolution

o Use PC’s extended memory for data buffers

the connections to your signal lines,
o Use two DMA channels on 8 MHz AT bus

load the software, and you are about
Advantages

ready to begin monitoring! HOWCVCI', I o Inexpensive: $1,500 for 12-bit; $3,000 for 16-bit
o Hardware and software commercially available

do have to warn you that there are o Most 286, 386, and 486 PCs with 8 MHz AT bus

about 40 or 50 jumpers on the A/D Disadvantages
Must be Data Translation DT 2821 series boards
o Requires a MUX to expand to more channels

o}

board, which are used to configure the

board. These are set at the factory and
our software uses the board in the Figure 8. A/D conversion.
default configuration. However,
occasionally, a jumper is set differently from the published default setting. So, it is a good
idea to check all the jumper settings either using the manual that comes with the board (Data
Translation, 1989), or by comparison with a board that you know has been configured
properly.

Data Translation provides a set of callable routines that take care of the low level
control of the board. Our software uses those routines in all its interactions with the board,
since it would have been very difficult to write the control routines from scratch. Also, Data

Translation provides a means of using extended memory for data buffers, and we take

advantage of their routines in the following way. If the sample rate is high enough relative to
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the processing speed of your computer, then at times the processor may be unable to handle
the data as fast as the A/D board sends them. This is called a "buffer overrun", and it will
cause the program to stop execution. However, if you have the space in extended memory,
the program will just take the data from the A/D board and put them in extended memory in
a circular buffer queue. The program then processes buffers of data from the queue as it is
able to. As long as the computer catches up before all the available buffers are filled up, no
data is lost and everything continues just as though there never were a problem. Of course, if
your processor is just too slow relative to the A/D sampling rate, then eventually all the
buffers will be filled up and the program will stop.

Another performance feature of the Data Translation board is its use of dual DMA
channels. The PC contains a separate chip called a DMA controller chip, which can move
blocks of data from one device to another without using much of the CPU processing
capability. The Data Translation software allows the continuous movement of data by the
DMA controller on alternating DMA channels.

The Data Translation board is relatively inexpensive. The 12-bit version costs about
$1,500 and has a maximum data rate of 50,000 samples per second. The 16-bit version costs
about $3,000. Data Translation also makes a board with a maximum sample rate of 250,000
samples per second. Also, the board is available worldwide and will work with most 286,
386, and 486 IBM-compatible PCs. We did find a few PCs that would not work with the
board, and in every case the reason was that the machine did not use the DMA controller
chip made by INTEL. We have a list of all the computers that we know work (Lee, 1991).

One disadvantage of our system is that the A/D board must be a Data Translation
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DT2821 series board. The problem with having a single source for such a critical part is that
you are at the mercy of the manufacturer. However, last week I saw a brochure for another
company which is making A/D boards that are compatible with the Data Translation boards.
I haven’t tried their board, but I think it is a good sign that other people are making Data
Translation compatible boards. Recently, Liu (private communication, 1991) has ported the
XDETECT program (version 2.02) to work with A/D boards by Microstar and IOtech.

. Another disadvantage with our system is that a multiplexer (MUX) is required if you
want to do more than 16 channels. Actually, that is not a big disadvantage. It is far cheaper

to use a MUX than it is to provide the capability of directly digitizing all those channels.

REAL TIME DISPLAY OF DATA

Our system is unique in that you can see the data that is being collected (See Figure
9). You can display only 32 channels at a time, but you can scroll through the channels in
blocks of 16. This makes it quite easy to look at any channel you want. This practice is in
accord with the "what you see is what you get" school of thought, that has become so
prevalent in commercial software these days. All the important numbers are displayed. Hard
disk free space, number of events captured, how long the system has been up, etc. are
displayed at the top of the screen.

The program will work with Hercules, EGA and VGA graphics cards. Although we
have not supported any higher resolution graphics displays, we are doing something about it
now. Symmetric research has added support for 1024 by 768 pixels in their graphics library.

We have not yet modified the code to take advantage of this in our realtime software, but we
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are beginning to use this resolution in Realtime Display of Seismic Signals

some of our off-line analysis programs.

. . : h . . o . .
One slight awkwardness with o  Display seismic signals in real time

o Display size is set by the user

our data display is that the seismic o Display sets of 16-channels by user control

signals do not scroll across the screen
Advantages

smoothly. Instead, the data is displayed o You see what is going on in real time
All the important numbers are there

o Works for Hercules, EGA or VGA color display

o

in frames and the screen changes a

frame at a time. This means a delay of

Disadvant
a few seconds from when the data isadvantages

Higher graphic resolution is not yet supported

o

reaches the PC to when you see it. Data displayed in discrete frames, no scrolling

o

Figure 9. Realtime display.

TRIGGER ALGORITHM

There are two types of algorithm being used (See Figure 10). One is for local events
and one is for teleseismic events. To cut down on false triggers we require triggers in
multiple channels. We have used two types of trigger algorithm for local events. The first
one was a modification by John Rogers of a trigger algorithm that has been in the literature
for the last one or two decades (Tottingham et al., 1989). That turned out to be too slow, so
we implemented an algorithm that was originally developed in 1969 by Eaton, Lee, and
Stewart (See Lee and Stewart, 1981). The teleseismic trigger we use was written by John

Evans (Evans and Allen, 1983). Our local trigger algorithm is simple, robust, and efficient.
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Recently, we have implemented subnet Trigger Algorithms
triggering. Currently, the program only
o Two types of algorithms: local and teleseism

supports one trigger algorithm at a o Require triggers in multiple channels

. . Local trigger by Eaton, Lee, & S 1969
time. This means that there are two ° frigger by Eaton towars (106)
o Teleseismic trigger by Evans (1983)
versions of the program; XDETECT

Advantages
for local events and TDETECT for o Simple, robust, and efficient
teleseismic events. .

Disadvantages

o Subnet triggering not yet implemented
o Support only one trigger algorithm at a time

Figure 10. Trigger algorithms.

AL TRIGGER ALGORITHM

The first step in processing is to take the absolute value of the first difference of the
incoming time series (See Figure 11). This filters out long-term variation in the signal. The
algorithm then calculates recursive short- and long-term averages in a moving window over
the data. The algorithm calculates the averages recursively to save on storage requirements
and on arithmetic operations. The algorithm continuously compares the ratio of the first
difference to the long-term average. Whenever the signal changes abruptly, this ratio will be
very high, and if it exceeds some preset level, a trigger flag is set. To confirm the trigger,
the ratio of the short-term average to the long-term average is also computed. If it exceeds a

different preset level, then the trigger is confirmed.
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Figure 11. Operation of trigger algorithm.
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P-PICKING AND EVENT LOCATION
Although people have been

P-Picking and Event Location

working for decades on the problem of

. o Three different P-Picking algorithms
automated P-picking and hypocenter
(1) Instantaneous vs short-term average

location, there are still no fool-proof (2) Rex Allen (1978) algorithm

3) Movi ind ithm
algorithms. In our work we have used (8) Moving window algori

o Two different hypocenter location methods

(1) Slightly modified HYPOT1
(See Figure 12). The original algorithm (2) Half-space algorithm

three different P-picking algorithms

by Jerry, Sam, and myself was really Problems to be Solved

very primitive. It used the ratio of the o Robust P-picking and event location needed

) ) o Difficult in real time, but solvable off-line
instantaneous signal value to the short-

term average as the decision criterion Figure 12. P-picking.
and used the onset of the trigger flag as
the P-pick. Often that did not work too well. In 1978 Rex Allen published a P-picking
algorithm (Allen, 1978), which has been widely used around the world and we have used
that algorithm also. More recently, we have been experimenting with a moving window
algorithm. This algorithm is much faster than Rex’s algorithm and has some other advantages
as well.

We use two different hypocenter location programs. One is a slightly modified
version of HYPO71, and the other is a simple half-space algorithm written by John Lahr. It

is very quick, so it is well suited for realtime hypocenter location.

In the course of developing our system we have come to realize that since hardware is
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cheap, it is better to divide up the seismic network tasks among several computers, rather
than to devise clever schemes which will allow one computer to do everything. Our current
approach is to use one machine strictly for data acquisition, and another for all the time
consuming data analysis when an earthquake occurred. This works well since earthquakes
usually make up only a small percent of the total data stream. This means that the off-line
machine has much more time to solve a particular data analysis problem than the on-line
ma;:hine could afford to devote. Even in the event of an earthquake swarm, as long as the
on-line machine is writing to a big hard disk, no data will be lost and the off-line machine

will eventually catch up.

BASIC PC-QUAKE SYSTEM

We use two fairly similar PCs
Basic PC-Quake Seismic System

in our system, one on-line and one off-

o Use 2 PCs: on-line, and off-line
line (See Figure 13). Not only does

o On-line PC:
this allow the processing advantages 386 PC with 4 MB RAM, 300 MB hard disk
already discussed, but in the event of o Off-line PG:
486 PC with 16 MB RAM, 300 MB hard disk,
failure of the on-line machine, the DSP board, laser printer, WORM drive
Other machine can eaSily take its place o Software: DOS, IASPEI, KEDIT, PCTOOLS, XTREE

. . Total Cost: less than $ 20,000
so that there is a minimal loss of data. °

The current configuration for the on- Figure 13. Basic PC-Quake system.
line machine is a 386 PC with 4

MBytes of RAM and a 300 Mbyte hard
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disk. With this size hard disk and if you are recording on 128 channels, you will be able to
record 100 to 200 earthquakes before the disk is full. This PC is equipped with an A/D
board and multiplexer to allow 128 channels of input data. We typically digitize at rates from
100 to 300 samples per second per channel. The off-line machine is connected to the data
acquisition machine through a local area network. For this machine we have been using a
486 PC with 16 Mbytes of RAM and a 300 Mbyte hard disk. This PC is also equipped with
a DSP board, a laser printer, and with a WORM drive for data archiving. The reason we use
16 Mbytes of RAM has to do with the maximum expected event duration. The longest event
we recorded has a duration of about 300 seconds recorded on 128 channels. This created a
file of about 7 megabytes in size. A large RAM disk helps speed up processing of large files
like this, if the file is first copied to the RAM disk before processing begins and then
accessed from there. This is particularly true if your hard disk is not very fast. The DSP
board we use has an AT&T chip which is capable of 25 MFLOPS (million floating-point
operations per second). For comparison, a 386 machine with a coprocessor can do about 0.5
MFLOPS, a 486 machine can do about 1 to 1.5 MFLOPS, and the best workstations
currently available can do about 8 to 10 MFLOPS. So if you can write code which takes
advantage of the DSP board, it is possible to get truly impressive performance out of a PC.
For instance, the Symmetric Research DSP board can do a 1024 point FFT in about 15

milliseconds.
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We use the following software in our system:

DOS

IASPEI SOFTWARE

KEDIT (text editor)

PCTOOLS (file & disk management)
XTREE (file & disk management)

We have also learned the hard way that it is important to have backup power, so our
machines are connected to an uninterruptible power supply. During the Loma Prieta
earthquake, the system was just plugged into a normal wall outlet, which lost power shortly
after the earthquake occurred. Fortunately, John Van Schaack quickly plugged the PC system
into an emergency power supply. This allowed the system to record most of the aftershock
sequence. The total cost of all this equipment and software (including 2 PC’s, A/D boards,

etc.) is less than $20,000.
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6. THE XDETECT PR M

by

W. H. K. Lee

U. S. Geological Survey, Menlo Park, CA 94025

LD SOFTWARE FOR REAL TA A

Many people are still using a
program which we wrote called
MDETECT (Tottingham et al., 1989)
(See Figure 1). MDETECT was our
first attempt to write a realtime data
acquisition program. It proved to be a
popular program for small networks.
However, we no longer support this
program because the code is very
difficult to maintain. We wrote
XDETECT (Tottingham and Lee,
1989) because we needed a faster data
acquisition program than MDETECT.

XDETECT was published in the
first IASPEI Software Library Volume.
However, it is now superseded by

XDETECTV and XDETECTH (See

ITION

Old Software for Realtime Data Acquisition

o Why not use MDETECT?
o PRO: Very popular for small seismic network
o CON: No longer supported

o Why not use XDETECT?
o PRO: Published
o CON: Replaced by XDETECTV or XDETECTH

Figure 1. 0l1d software.

New Software for Realtime Data Acquisition

o Why use XDETECTYV or XDETECTH?
o PRO: Currently supported version with SUDS
o CON: Poor online P-picking and location

o Why use TDETECT?
o Excellent for teleseismic events
o Requires a high-speed PC

o Why use STPARSE?
o Required for preparing STATION.QQQ file
o Input data must be accurate

Figure 2. New software.
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Figure 2). These programs removed the requirement that a Hercules graphics card be used.
If you want to use a VGA monitor, use XDETECTV. If you still want to use the Hercules
card, use XDETECTH. Both of these programs produce their output files in the SUDS data
format. Both also can pick P-wave arrival times and do a half-space hypocenter location.
However, the quality of these processes still needs to be improved.

There is also a program called TDETECT (See Chapter 7). TDETECT is designed to
reco.rd teleseisms. However, TDETECT takes about three times as long to process data as
XDETECT, so you will need a relatively fast machine to use it. A 25-MHz 386 machine
running XDETECT on 128 channels only uses about one third of its computing power, so it
would run the TDETECT program successfully.

Both XDETECTYV and XDETECTH need an input file which describes the station
data. The input file is first created using an ASCII text editor and is then converted into a
binary file called "station.@@@", using the program STPARSE. Unfortunately, STPARSE
does not do much error checking, so you must be very accurate when you prepare the ASCII
version of the input file. Another reason why it is important to prepare the station data file
accurately is that any inaccurate information in the station data will be propagated through
the entire analysis (since the SUDS data format includes all the station data with the
earthquake data). This is one of the ways in which SUDS differs from old earthquake data
formats. Instead of having separate earthquake and index files, everything is self-contained in
a SUDS file. Overall, this is a strength since there is no possibility of mixing up index files
or anything like that. However, any mistakes in the input file will be repeated in all the event

files produced under that version of the input file. So be careful!
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SETTING UP THE CONF]G.SYS
On most PCs with hard disks there is a file named "CONFIG.SYS." This file is read
during initialization of the PC system, and information in it is used to customize the PC
system for a particular set of applications. The current version of XDETECT requires that
the "CONFIG.SYS" file contains the following (or similar) lines:
BREAK ON

SHELL C:\COMMAND.COM /E:1000 /P
DEVICE = C:\XDETECT2\ATLDRYV.SYS /E 2048

FILES = 50
FCBS = 16,8
BUFFERS = 30

LASTDRIVE = N

The first line will cause DOS to check for the control-break key, so you have a better
chance to stop a program which is running. There is always "control-alt-delete" if nothing
else works! The second line specifies the command processor to use, the size of the
environment each program will have, and specifies that the command processor stays loaded.

The third line is very critical. It tells the system to install the driver required by the
Data Translation A/D board, and sets the amount of extended memory to use for the data
buffers. The software absolutely will not work if there is an error here. There are different
drivers for the 16-bit and 12-bit A/D boards, so make sure you use the correct one. Of
course, the amount of extended memory you specify with the /E parameter must exist on
your machine, and it must not be used by any TSR programs. Also, you must leave some
extended memory free (at least 256 Kbytes) for the XDETECT program to use for pre-event
buffers.

The FILES = 50 line sets the maximum number of file handles that DOS allows to
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be open at once. During the processing XDETECT may need to have several files open at
the same time and this line makes sure that no system errors are generated when XDETECT
opens files. You will need the line FCBS = 16,8 if you network the data analysis computer
to the data acquisition computer. BUFFERS = 30 sets the number of disk buffers to 30. This
is primarily intended to speed up disk accesses.

LASTDRIVE = N should be used if you network the data acquisition computer. This
wili give you plenty of drive names available on your physical machine and the network
"master” drive will, by default, become drive M. That should simplify access to the network
drive, since you know it will always be drive M.

If you have problems with your system that you think may be caused by DOS, and if
you are currently using MS-DOS, you may be able to correct the problems by switching to
IBM-DOS. There are minor differences between the two operating systems, and since we
have developed the XDETECT program entirely on IBM-DOS, it is less likely to cause
problems than MS-'DOS. So far all the incompatibilities we are aware of have been traced to
the software provided by Data Translation. If you choose to use IBM DOS version 3.3, you
can be sure that you will have no compatibility problems. However, that operating system
only supports hard disks up 32 Megabytes. So, if you have a large hard disk you will either

have to divide it into several logical drives, or else move up to DOS 4.01 or higher.
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THE A BAT

Another file used to customize the PC during initialization is called
"AUTOEXEC.BAT." I will show a sample "AUTOEXEC.BAT" used on one of our NEC
portables.

ECHO OFF

PATH C:\;C:\SYSCOM; C:\DOS;C:\ANALYSIS;

PROMPT $P$G

C:\DOS\SHARE

C:\DOS\TURBO +

C:\SYSCOM\NUMOFF

C:\SYSCOM\MOUSE

CD \XDETECT2
The first line just instructs the machine not to display the remaining command lines in the
"AUTOEXEC.BAT" file. The next line sets the path. Every time you issue a command,
DOS will look first in the current directory for the program name that matches the command.
If it is not found there, the DOS will search every directory in the path until it either (1)
finds the file and executes it, or (2) fails to find the file and displays an error message. By
putting all your executable files in just a few directories and including those directories in the
path, you can run any program from any directory.

The PROMPT $PS$G line causes DOS to change its prompt so that it shows the disk
and directory that are currently logged. This is much more informative than the default
prompt.

The SHARE command is related to network use and causes the system to support file

sharing. The next command relates only to the NEC machine. The system clock can be run

at either low speed or high speed on the NEC. Unfortunately, the computer boots up in the
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slow-speed mode. The TURBO + command switches the machine into the high-speed mode.
The next command reflects my preference to have the numeric key pad function as an arrow
key pad. It seems that most machines boot up with the NUM LOCK key on. This little
program just turns the NUM LOCK key off. The program is not a part of DOS. It was
provided by John Lahr’s son, Nils.

If you are going to be running any of the analysis programs you will probably be
using a mouse. In that case, you will need to load the mouse driver. That can be done at any
time, but in this example the command is in the AUTOEXEC.BAT file. The last line just
switches the current directory to XDETECT?2. In general, your machine may be used for
many different purposes so you would have several "AUTOEXEC.BAT" files and séveral
"CONFIG.SYS" files. You can write a little batch file that will copy a particular
“"AUTOEXEC.BAT" and "CONFIG.SYS" to the root directory and reboot the system. This

makes the process of re-configuring your PC system relatively painless.

PREPARING THE XDETECT.INP FILE
There are two files that XDETECT must have to run. They are the
"STATION.@@@" file, and the "STATION.INP" file. Here I will show how to prepare an
"XDETECT.INP" file.
Figure 3 shows the first section of the “XDETECT.INP" file. The control parameter
keywords are to the left and are terminated with an "=". The setting you choose is to the
right of the "=".

When an event is detected, you can have the machine beep or not beep. The first line
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controls that behavior. Some people like to L E
#:EventhlertBellz OFF-”

. . Autotrigger=:ON; i
have the machine beep, so they can run  Autolocation= ON;

-Autereboot= Off, ‘Time= oo .00z oo,;

over to the machine and look at the

quh nnelGa -' =
- ClockSource= INTERNAL,
TriggerSoutce= INTERNAL

earthquake. But if you are in a crowded

. _ " ChannelBL scksizes 25,
room, this can be very annoying, so we -;::Digxtizationkate— 10 _oo

. vPreEventTime= 1 0; #was 15
allow you to control this feature. MinEventTime= 5.0; #was 60

,mMaxEventhmee 10 0, #was 180

Autotrigger can be switched on or off.

Normally you will leave this feature Figure 3. Control parameters.

switched on. You will normally leave the AutoLocation feature switched on, unless it is not
important to you to get real-time hypocenter locations. We normally leave the Autoreboot
feature off. If you switch this feature on, then when the PC clock shows the time set after
the TIME= parameter, the computer will reboot itself. This can be used for "poor man’s
multitasking." In Alaska, we are running this system in a very remote village. Once a day
the computer reboots, backs up the data files to a cartridge, and then starts XDETECT again.
Then the village postman drops by, replaces the cartridge with a new one, and sends the old
cartridge to John Lahr.

Channel gain can be set to 1, 2, 4, or 8. The reason that you might want to set the
channel gain is to increase the seismic signal levels to matc':h the A/D board. For instance, if
the maximum output voltage of the discriminator is +2 volts, you should set the gain to be
4. Since the A/D board is set to digitize $10 volts at full scale, setting the gain to 4 would
drive the board at 80% of its maximum digitization range. This will increase resolution by a

factor of 4, without running the risk of over-driving the A/D board. If you are not using a
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multiplexer, you can also adjust the gain on individual channels (as we will see soon).
ClockSource and TriggerSource have to be set to INTERNAL at this time, so you must leave
them that way.

"ChannelBlocksize" and "DigitizationRate" are related parameters. ChannelBlocksize
is the size of the data buffers which XDETECT will handle. If you increase the digitization
raten you should increase the ChannelBlocksize, so the machine has a better chance of keeping
up with the higher data digitization rate. ChannelBlocksize must be a power of two. The
maximum allowable value for ChannelBlocksize is 32,768/nchan, where nchan is a power of
two, equal to or greater than the number of channels in the input station definitions.
Maximum allowable digitization rate is dependent on a number of factors including CPU
speed, memory speed, bus speed, and hard disk speed. Right now the bottleneck is the hard
disk. With the original AT running at 6 MHz. The best that machine can do is about 100
samples per second (Sps) on 32 channels. However, a 12-MHz AT can run 128 channels at a
rate of 100 Sps, because in addition to the faster clock, the hard disk is faster. With a 25-
MHz 386 PC we are able to keep up digitizing 128 channels at about 300 Sps. Faster than
this, the hard disk will fall behind while an event is being captured.

The PreEventTime is the number of seconds of data to save prior to a trigger. In the
example above, it is set to one second; but normally it should be 15 seconds or longer. The
MinEventTime is the minimum length of time that data will be written to the disk, regardless
of how long the event actually is. The MaxEventTime is the maximum length of time the
system will keep recording an event. Normally the program will recognize the end of an

event and stop recording. In the case that it doesn’t, after MaxEventTime has elapsed, the
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system will stop recording. This provides protection against filling the entire disk, because of

some anomalous trigger condition.

Figure 4 shows the section of the
input file that sets parameters to control
how the trigger algorithm works. The first
parameter is called TriggerTimeLimit.

Essentially, this should be set to the time

that it takes for a seismic wave to propagate

.- CriticalMu= 2;: .

across your network. Any triggers, which
Figure 4. Trigger parameters.

do not result in a confirmed event within
TriggerTimeLimit, are discarded by the XDETECT program. With a very dense network
like the one we have at the USGS, we don’t have to wait for a seismic wave to propagate
across the entire network. In 6 seconds there might be 50 triggers, so we run numbers like 6
for this parameter. CriticalNu is the number of channels required for declaring a valid event.
By setting this value relatively high, you can substantially reduce the number of false
triggers. In this example file, the parameter is set to 1 since the program is being used for a
demonstration session in the lab, and only one seismometer is connected. Normally, this
number would be set from 5 to 10, depending on the size of your seismic network.

STAverageWindow (STA) and LTAverageWindow (LTA) are the number of points in
the STA and LTA moving average windows used by the XDETECT trigger algorithm.

Unless you have a good reason to change them, just use the default values shown here.

CriticalAlpha is the threshold value for the ratio of the instantaneous value to the short-term
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average value (STA). If that ratio is greater than CriticalAlpha, then a trigger is declared.
The smaller this number is, the more sensitive the trigger algorithm will be. After a
successful trigger has occurred, CriticalBeta is compared to the ratio STA/LTA. If the ratio
does not exceed CriticalBeta for at least TriggerconfirmationCount samples, then the trigger
is discarded. This weeds out spikes and other types of transient signals.
EventContinuationCount, CriticalGamma, and CriticalMu are parameters used to
dete.rmine when to stop recording an event. If at least CriticalMu channels have gamma
values that exceed CriticalGamma for EventContinuationCount samples, then recording
continues. Except for the value of CriticalNu, all the values given here are good choices. If
you decide to modify them, you should change one parameter at a time. Otherwise, it may

prove very difficult to see the effect of changing an individual parameter.

Comp onent= v,
tmgd CompOnept__ s ues o
22E, Component=

Figure 5. Network information & station definitions.
In Figure 5, CriticalPhi is the minimum number of stations that must have triggered
in order to do a source location. This number must be at least 4. HalfspaceVelocity is an

assumed P-wave velocity in kilometers per second. The number shown here is a good one to
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use, unless you have a better estimate for the region you are working in.

The next three lines of Figure 5 are used to provide information which will be
inserted in the SUDS file. The primary justification for this is that since the SUDS file could
end up being examined by many different people not necessarily connected with your
network, a standard way of identifying the network would help them keep their information
straight. If you use an authority code from Peter Ward, then this number alone can be used
to icientify the data. The Network name also identifies the network; and in the case of an
organization with more than one network, tells which of that organization’s network collected
a particular event. If more than one PC is collecting data from a given network, the
NetworkNodeld will identify the particular PC used to collect the data. PathName simply
tells XDETECT where to write the data files.

The station definitions provide the link between the station and the physical channel
on which the station data is digitized and recorded. It is critical to get the channel numbers
correct, or all subsequent analysis will be flawed. The StName parameter is the 4-character
station identifier that will be displayed on the screen along with each trace. Component is the
seismometer orientation. You can also choose whether to include it in trigger determinations,
and whether to display a channel through the Trigger and Display parameter settings,
respectively. In this example, only four stations are shown but in general, there will be as
many station definitions as there are actual stations in your network (up to the number that

your hardware can support).
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PREPARING THE "STATION " FILE
Station. @@@ is the name of the binary file which contains the station information.
The XDETECT program looks for a file by this name when it starts, so there is no other
choice on the name of this file. A two-step process is involved in preparing this file. First,
you prepare an ASCII file with the station information, and then you use the program
STI"ARSE to convert the ASCII file into binary format. Figure 6 shows part of a sample

ASCII station file.

0700 121 8367 0 : . G L 3 i
USGS, StName= IRIG, COmponent- V, InstrumentType—l, ' o
Azimuth= 0, Incidence= 0, StLatitude= 37,0700, Stlongitude= -121 8367, v
Elevation 0 ’StDelay~ 0, Enclosure- "', Annotatxon— 0, 8

olarity= n,.

vnc;dence- O, stLatxtude- 36 1758, stlongitude-j-121;’”

1219, StDelay= 0, Enclosure="' ', Annotation='0, . . .
= ' ', RockClass= ' ', RockType- 0, s;teCondxtlon- Aty
i, ensorGaln- 1, Polarxty= Mmoo =

Figure 6. Sample ASCII station file.

When you modify either the ASCII station file or the "XDETECT.INP" file, you
must make sure that the information, which is common to both files, matches exactly.
Otherwise, the program may behave unpredictably when it encounters the inconsistency. Of
course the cautions related to the "XDETECT.INP" file also apply here. If any of the
information is wrong here, all analysis and all files based on events recorded while this file

was in effect will be erroneous.
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XAMINING THE DAILY LOG FILE

Examining the Daily Log File

*%% 04:46:24.200 **+=
EVENT DETECTED Sat May 04 04:46:30.763 GMT

CH AVG
Short Long Time

3 E 137 30 Sat May 04 04:46:30.763 GMT
21 244 30 Sat May 04 04:46:30.174 GMT
26 778 161 Sat May 04 04:46:29.615 GMT
27 159 36 Sat May 04 04:46:28.946 GMT
29 328 170 Sat May 04 04:46:29.475 GMT
33 679 295 Sat May 04 04:46:28.856 GMT
37 561 60 Sat May 04 04:46:29.924 GMT
42 143 30 Sat May 04 04:46:30.693 GMT
46 166 30 Sat May 04 04:46:29.655 GMT
49 405 125 Sat May 04 04:46:28.786 GMT
50 151 30 Sat May 04 04:46:30.863 GMT

%%k 04:49:25.399 *x=
DATE ORIGIN LAT LONG DEPTH MAG NO RMS

May 04 1991 04:46:25.760 37.147 M 121.768 W 16.17 2.5 11 0.1

w¥% 04:49:25.679 »»»

Event saved in: C:\tottingh\xdetect\v201\91050400.WVM
G- 10

Figure 7. Example of daily log file.
XDETECT generates two types of output files. During each session of XDETECT, a

log file is generated (See Figure 7). Also, there will be an event file made for each
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earthquake detected by the system. Whenever an event is detected, XDETECT makes a new
entry in the current log file. This will consist of the date and time of the event and for each
channel that triggered, the short- and long-term averages for that channel, and the time of
trigger for that channel. Then, if a source location is calculated, information from that is also
recorded. Finally, the fully qualified file specification of the event file is given. Figure 7 is

an example of a daily log file.
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7. THE TDETE R M
by

John R. Evans
U. S. Geological Survey, Menlo Park, CA 94025

INTRODUCTION

TDETECT is XDETECT with a different trigger module in place of the local-
earthquake trigger. TDETECT is optimized for teleseisms, hence the name. These events
are very small and low frequency, so they tend to be emergent. Most local earthquake nets
get only the very large teleseisms, typically one or two a week on the CUSP system, for
example. Teleseisms are useful for global and local structural studies of many kinds, for
checking station polarities, and for finding station statics for local earthquakes. Those which
are useful in this way are much more common than would be indicated by the number of
detections usually made of them. Also, volcanoes often produce low-frequency events
probably associated with deep magma movement. These events are very similar to teleseisms
and very likely will trigger TDETECT, although we do not yet have an example of that.
Indeed, we don’t know very much about those deep volcanic events because they are rather
rare and the appropriate type of trigger has not been used. An analyst looking at volcanic
records typically is not very alert to such candidate events because they are so rare compared
to the thousands of local events occurring.

TDETECT can be set to be fairly sensitive to local earthquakes too, so it can be used

in some cases for all of the network needs, both local and teleseismic. Eventually, there will
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be a capability to run both XDETECT and TDETECT triggers in parallel so there won’t be
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Figure 1. Voicegram of local event.
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the longer travel path. By

about 3 degrees distance

(300 km) from the network, in an attenuating environment like the western U.S., all of the
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high frequencies are pretty well gone and you have something that looks fairly

monochromatic near the corner frequency of the short period seismometer, as in Figure 2.

Even for a relatively high-frequency teleseism, the peak frequency only reaches two

or three Hertz in the western U.S. There are a few cases, like New Zealand recording

events from Indonesia, where one can get high frequencies 40 degrees (4000 km) away

simply because it is a very efficient path, but generally there will be a complete cut off of the

higil frequencies a few hundred km out.

Figure 3is a
voicegram of a vehicle
driving up to the station and
stopping. It has the nice
characteristic that most of

the energy is high

frequency.
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Figure 3. Voicegram for passing vehicle.

OF TDETECT PROGRA

Figure 4 is a flowchart detailing the logic of the TDETECT program. The basic

strategy is to run two parallel triggers in two frequency bands, one down around the

frequency associated with teleseisms (one Hertz) and one at a higher frequency. A teleseism
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is taken to be an event that has low frequency energy but no high frequency energy. So we
want to see a trigger in the low frequency (triggering) band which is not associated with a
simultaneous trigger in the high frequency (masking) band.

One divides the incoming signal into a triggering band and a masking band. In each
band, typical statistics, like STA and LTA and a higher order term called the "short term
average variability” (STAYV) are computed and the ratio
(STA-STAV)/LTA is computed. In each band the computed ratio is compared to a threshold
to trigger within that band. A high frequency "masking" trigger simply turns a timer on for
the next few seconds. The idea is that the low frequency trigger may occur somewhat later
than the high frequency trigger.

The low frequency triggering threshold is set very low. Typical values may be as
low as 2 dB in a network. However, if one has only a single station, the threshold would be
higher than this (typically 6 dB). The algorithm pauses for about one second after a low-
frequency trigger to allow any masking event that is lagging to come in and mask. This
pause also gives time for the machine to evaluate the duration of the low-frequency signal.
To throw out certain kinds of spikes, there is a minimum duration in the trigger. This is a
very simple requirement that the low-frequency ratio has to remain above its threshold for
some minimum amount of time before you accept it as a trigger. When that pause (the "post
event quiet period") runs out, typically a second after the initial trigger, the logic simply
checks to see if there was any activity in the masking band, and if there was activity it does
not record that event. This expedient masks out most kinds of vehicles that happen to come

near the sensor. In fact vehicles are rejected with very high reliability by this trigger
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algorithm. It also rejects local earthquakes, which are broad band and have simultaneous
activity in both bands. Discarding most local earthquakes is necessary because to get
teleseisms at adequate sensitivity one must set the threshold level very low. You would be
overwhelmed by local earthquakes if the area were at all active.

However, three criteria suggest that we need one other thing going on in the
triggering channel--a second, higher, threshold that will accept an event no matter what is
goix{g on in the masking channel. First, you don’t want to be embarrassed by not recording
a magnitude 6 earthquake just because you happen to be running TDETECT. Second, if a
teleseism is large enough that clipping occurs, spurious high frequencies will be generated
and the event will mask itself. Third, a very large teleseismic signal may simply have
enough leakage past the filters that it sets off the masking band. For these reasons, one
needs to implement a secondary threshold test. (It is this secondary threshold that allows one

to throttle the rate of local-earthquake capture semi-independently of teleseismic triggering.)

Figure 5 shows A
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) Figure 5. Detection algorithm operating on
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pass (triggering) filtered trace and the high-pass (masking) filtered trace shows that there is
some leakage into the masking channel simply because the filters are imperfect. The third
trace down is the (STA-STAV)/LTA ratio for the triggering band. You can see it has the
characteristic exponential shapes of the averaging filters that we use. The main threshold
level is indicated on the trace also (9 dB in this single-station example). It takes some time
for fhe ratio to climb to the threshold level. The time during which the ratio is above the
(9dB) threshold is called the duration. If that number is greater than 0.75 seconds then the
duration criterion is satisfied, and the threshold criterion is satisfied, and at the end of one
second the algorithm checks the equivalent high frequency statistic. As you can see, the
masking statistic isn’t doing much, so the algorithm decides that the event is a valid éleseism
and saves it.

There is also a cautionary window ("A") that starts up, which for the most part you
should ignore because it doesn’t work too well. The idea was that sometimes microseisms,
oceanic wave noise, large reservoir wave noise, or large waterworks noise, can produce very
monochromatic low-frequency signals, and these signals, because of multipathing, can have a
repeating, pulse-like characteristic which looks very much like a series of teleseisms. To
compensate, one can turn on this cautionary window, which says that if there has been
activity in the triggering band recently then don’t take anything but big events (in which the
ratio exceeds the upper threshold).

Figure 6 shows the signal from a sonic boom. It has characteristics which are very
similar to those of a local earthquake, as far as the trigger algorithm is concerned. It has

lots of low frequency energy, hence one gets a response of good duration in the triggering
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channel. However, the
check of the masking band
shows that there is high
energy there too, so the
event is ignored.

If, however, the ratio
in tﬁe triggering band had
touched the upper threshold,
even for one sample, then it

would accept the event no
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Figure 6. Sonic boom and time series.

matter what was going on in the masking channel, contingent only on a duration criterion in

the triggering band. So large local earthquakes, clipping teleseisms, and so on, can be

collected by this "big event" type of trigger. You can throttle the number of local

earthquakes that are recorded somewhat independently of teleseisms. Since most teleseisms

are triggered on the lower threshold and all local earthquakes are triggered on the upper

threshold, you can increase the number of local earthquakes recorded by lowering the upper

threshold until you have the desired sensitivity. You shouldn’t put the upper threshold more

than about 6dB above the lower threshold, because you will start missing medium size

teleseisms that clip or leak into the masking band. But you can make it less than 6dB above

to gather more local earthquakes.
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TIN ETECT FOR BEST PERFORMANCE
Table I is an annotated copy of an input file for TDETECT, with coefficients that have been
found to be most effective in capturing teleseisms. The only real difference you will see
between the operation of TDETECT and of XDETECT is that the .INP file has a few
different settings. In this table, the lines indicated by arrows are the ones that you will most
likely have to adjust as you tune your network trigger. Most of the rest of the parameters
have been pretty well optimized in lab tests and subsequent field testing so you shouldn’t
have to change them. Note that the trigger is exquisitely sensitive to the main trigger
threshold, Tthl, and that Tthl admits of fractional values (0.2 dB can be a world of
difference). There are something like 18 parameters for this trigger and they are not entirely
independent or linear, so it is mostly experience that lets you set them correctly.

The algorithm only works at 100 samples per second at the moment. That is only due
to not having extra banks of filter coefficients and a little bit of programming. But 100 sps
is perfectly adequate for most situations.

Typically any single channel will take about three seconds after the first arrival to
trigger (because of the emergence of the event, the delays for the post-event quiet period,
and the time it takes for the statistic to rise above the threshold). So set the PreEventTime
parameter to 3 seconds plus the propagation time across your array plus a margin for error.
The trigger becomes sensitive to events about three degrees away, given typical values of Q,
and you can assume an apparent velocity of about 8 km/s for distant regionals. So if you
divide the array aperture by 8 you will get an appropriate transit time. If you are only

interested in true teleseisms, from about 20 degrees or further out, the appropriate apparent
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Table I TDETECT input file with suggested values of coefficients.
L ]

¢ TDETECT Paransters f£or ".INP" Frile
[
& Operxation settings.

EventAlertBell= ON;
Autotrigger= ON;
Autoreboot= ON, Time= 00:00:00;

4 ATLAB settings $448888888 (unit) Comment and suggestions.
ChannelGain= 8; ¢ 8 s maximum, Set high--teleseisms are very weak.

ChannelBlocksize= 128; 4 (samples) 256 OK.
DigitizationRate= 100.00;: # (samples per second) Fixed--no option.

LR

4 Event settings #48##88### (unit) Description and suggestions.
=> PreEventTime= 15; (s) Set > 3 s + (array aperture) / (8 or 10 km/s).
=> MinEventTime= 30; (8) Recozrd length of "nozrmal” event.
=> MaxEventTime= 600; (s) Record length of “big"™ event.

(s) Set to (axray aperture) / (8 or 10 km/s).
(n) number of triggers within TriggerTimelLimit.
eee ™ «so Set squal to CriticalMu.

~> TriggerTimelLimit= 10;
=> CriticalMu= 10;
=> CriticalNu= 10;

GBPB s

¢ Teleseismic trigger settings.

4 Timers
Aset= 0; # (3) Microseism csution window (a period after any
4 triggex-band activity during which only "big"”
& events recorded). Not very effective.
Bset= 1; 4 (s) Pre-event quiet period (in masking band).

=> Cset= 10; 4 (s) Pre-event + post-event quiet period.
Eset= 3 4 (s) Delay onset of microseism caution window.
Sset= 200; 4 (s) Start-up trigger delay to let averages settle.

¢ Masking (high-pass) band. Statistic is (MSTA-MSTAV)/ (MLTA-Mminen).

Cmlta= 10; 4 (s) LTA 1l/e time
Cmsta= 1; 4 (8) STA 1/e time
Cnstav= 100; & (s) ISTA-LTAl, "STAV™, 1l/e time
Mminen= 1; 4 (counts) "Minimum energy” in masking band.
=> Mthe S; 4 (dB) MASKING BAND THRESHOLD. Generally >= Tthl

# Triggering (low-pass) band. Statistic is (ZETA-TSTAV)/(TLTA-Tminen).

Ctlta= 10; (s) LTA 1/e time.

Ctsta= 1; (s) STA 1/e time,

Ctstave 100; (8) ISTA-LTAl, “STAV", 1l/e time.

Tminen= 1; (counts) "Minimum energy” in triggering band.
=> Tthle= 2; (dB) MAIN TRIGGER THRESHOLD.

Mndurl= 0.75; (s) How long the statistic exceeds Tthl.
(dB) BIG~EVENT THRESHOLD, Generally <= Tthl + 6.

-> Tth2= 9;
(s) How long the statistic exceeds Tthl, NOT Tth2.

Mndur2= 1.40;

® G S BN

DCcoef= 10; (s) 1/s time of low-cut filter in triggering band.

& Station definitions.
-> (At least 16 triggering stations recommended; maximum is about 48 due to

computational limits.)

(*=>" means "likely to be changed while tuning PC".)
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velocity is more like 10 km/s.

The notion of the "normal” event (Tth1) and the "big"” event (Tth2) can be used to
determine how long the record will be. There is no specific event cutoff criterion in this
algorithm. Instead, a "normal" event will always record for the MinEventTime and a "big"
event will always record for the MaxEventTime. The TriggerTimeLimit should also be set
large enough for the aperture of whichever part of the array you are triggering on.

TDETECT is a very numerically intensive trigger algorithm because of the filters and
because you are running two of them for every station. So typically you will run a subset of
about 16 of your stations with this algorithm.

The next parameter is called CriticalMu. This and Tth1l will be the numbers you
change most often when you are tuning the algorithm. Numbers like 10 (out of 16) seem to
work for Calnet. That is partly because we set the main threshold (Tth1) very low. Bset is
the number of seconds after an initial trigger in the triggering band during which you must
see silence in the masking band (post-event quiet period). Cset equals Bset plus the number
of seconds before fhe trigger that you want the masking band to be silent (pre-event quiet
period). For a single station, Cset would typically be set about 3 s. In the Calnet, we found
by trial and error that 10 s worked better. Because the algorithm computes very long
averages, you want the averages to settle without triggering for awhile after starting
TDETECT. The Sset parameter tells the algorithm how many seconds long the settling
period should be and it should be about twice the longest averaging period.

The Cmita, Cmsta, and Cmstav parameters are the 1/¢ times for the STA, LTA, and

STAV windows in the masking band. Ctlta, Ctsta, and Ctstav are equivalents for the
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triggering band. There is a minimum energy requirement, in digitizer counts, in both bands.
The signals must be above the Mminen or Tminen level before the event is looked at in the
masking or triggering band, respectively. Mth is the threshold level in the masking band and
Tth1 is the main threshold in the triggering band. Mndur] is the "normal" event minimum
duration. In the triggering band there are also the parameters Tth2, which is the secondary
threshold level, and Mndur2, which is the time that the statistic must exceed the main
threshold level (Tth1) for a "big" event trigger. Dcoef is a parameter which adjusts the high-
pass filter used to remove any DC offset from the signals prior to processing.

Following the parameter list is a list of stations with the information as to which are
triggering and which are not, exactly as in XDETECT. For a small network of 16 stations
having 10 - 16 stations triggering typically will work. We know that a 25 MHz 386 will
handle 48 stations triggering at once and that it will not handle 64. (We now know it also
fails eventually for 56.) That will cover just about any net you could consider running,
except for us since we have 500 stations running.

We have modified the system so that the log file will come out on an RS-232 stream
which can be used to trigger some other system. Our immediate application is to trigger the
CUSP system more sensitively for teleseisms than it currently does with its own algorithm.
We use a PC that monitors a subnet of CUSP and sends information to CUSP whenever it
sees interesting events. CUSP can then evaluate this information and decide whether to keep
an event and how much of it to keep. This arrangement is applicable to any network that is
running any kind of system. That log file will have a "b" for big events and a "n" for

normal events so one can evaluate the event’s size and make a determination of recording

163



duration on that basis. Network glitches and microseisms, for a coastal subarray, are
significant problems with Calnet. They generate 3/4 of all triggers. The remainder are valid
events, reliably reaching a threshold near my, = 5.0 for teleseismic P. Hence, some manual
editing is required, though automatic tests should be relatively easy to develop and should not
delete almost any real teleseisms. A 6-month statistical base has been gathered and will be

used to design such tests.

GESTED READIN

Allen, R.V. (1978) Automatic earthquake recognition and timing from single traces. Bull.
Seism. Soc. Am. 68, p 1521-1532.

Allen, S.S., and R.C. Brodine (1980) Development of a teleseism detection algorithm and
implementation on a microprocessor based system. Final Report, U.S. Geological
Survey Contract no. 14-08-0001-18369

Evans, J.R. (1981) A teleseism-specific digital detection algorithm for isolated, triggered
seismographs. EOS, Trans. Am. Geophys. Union 62, p 968.

Evans, J.R., and S.S. Allen (1983) A teleseism-specific detection algorithm for single short-
period traces. Bull. Seism. Soc. Am. 73, p 1173-1186.

164



8. ROUTINE SEISMIC NETWORK DATA PROCESSING
by

W. H. K. Lee
U. S. Geological Survey, Menlo Park, CA 94025

INTROD N
As pointed out by Jerry Eaton, it is much easier to collect data than it is to process
the data. So, one of the basic problems faced by any seismic network is developing an
integrated set of procedures to streamline the data processing after data has been collected. In
this chapter, I will outline the types of data you can collect and store and the necessary
procedures to process that data. Then I will briefly discuss the various IASPEI programs that
have been developed to facilitate network data processing and analysis. Many of these

programs will be discussed much more thoroughly by other authors later on in this volume.

NETWORK DATA
Seismic network data (See Figure 1) can be grouped into the categories of:
Instrument data
Raw Waveform Data

Phase data
Earthquake event list

Reports
The first item is where most people get into trouble: the instrument data. Basically, it
is easy to put some instruments out in the field, but most people are not very careful tc; write
down where their sensors are and all of their characteristics. Often times people keep

changing seismometers, VCOs, and things like that. After a few months the information gets
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all confused. Therefore, it is very Seismic Network Data

important to get all this information
o Instrument Data: location, characteristics, etc.

recorded before you collect the first
o Raw Observation Data: continuous seismic signals

byte of data, or else you will regret it o Earthquake Waveform Data: seismic event traces
from then on. o Earthquake Phase Data:
o Arrival times - — P, S, etc.
The volume of the raw o Maximum amplitude and period

- . ) o First motion, signal duration, etc.
waveform data collected is mind & ’

o Earthquake Event List:

boggling. If you digitize a station trace o Origin time, epicenter, focal depth

o Magnitudes, focal mechanism, t, etc.
at 100 samples per second, two bytes e mecianism, moment, ete
o Scientific reports, papers, books, etc.

per sample, and 3x10’ seconds in a

year, you end up with something like Figure 1. Network data.

6x10° bytes per year. That is 6 gigabytes just for the raw waveform data of one station trace.
A big book is about a megabyte, so you are talking about 6,000 big books per year. At a
megabyte per floppy disk, you are talking about 6,000 floppy disks for just one station trace.
As a result, very few people really collect raw waveform data continuously.

Another problem is that even if you collect all the raw waveform data, it is not easy
to move it around. Even writing from a hard disk to another hard disk, the data rate is
something like 50 kilobytes per second. In short, it is very hard to rapidly move more than a
few tens of megabytes between any two devices. So most seismologists just try to collect
those few wiggles that represent earthquakes. That can be very dangerous because you can
throw out a lot of data. One classic example is the hole in the ozone layer. That hole was not

discovered by NASA with all the satellites and modern instruments. It was discovered by a
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few British scientists working in Antarctica using very primitive equipment. The reason
NASA didn’t discover the hole was that their automatic data collection algorithm was
designed to reject "bad data." It turned out that some of the "bad data" was indicating the
presence of the hole. So I caution you that even though we only try to save earthquake data,
the practice can be very dangerous.

A good thing about the earthquake waveform data is that usually it is no more than a
per;:ent or two of the continuous stream of raw data. In other words, the data which must be
saved is reduced to something like 6x10’ bytes per year per station trace. That is something
like 60 megabytes, which is not too bad. But if you have 100 station traces, you are back to
where you were in the first place. So you can see that in the network we have running here
in Menlo Park, we have quite a problem. Since we have more than 500 channels of seismic
data coming in, handling all this data is a big problem.

The next step in compressing these waveform data is to just save the phase data. The
phase data consist of things like P and S arrival times, maximum amplitude, period, etc.
What that means is that each earthquake requires of the order of ten to 20 numbers per
station trace to be saved. That uses about 40 bytes, a lot less than a typical seismogram of an
event for a station trace which requires 10,000 bytes or more. Consequently, this is what
most people have been doing. They just save the phase data and throw the rest away. From
the phase data you get the earthquake event list containing origin time, epicenter, focal
depth, magnitude, and focal mechanism, etc. If you want to compute seismic moment, then
you have to go back to the waveform data again. The final data compression comes when we

publish our papers and reports.
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SEISMIC NETWORK DATA FLOW

Here 1 will discuss the flow of Seismic Network Data Flow
data through a PC-based seismic
127 Analog Seismic Signals

system using the IASPEI software (See IRIG-E Time Signal
Figure 2). The programs which do the Digital Waveform Data
processing and analysis are, for the Time Correction and De-multiplexing

) ) ] Automatic P-Pickings and Earthquak i
most part, command line oriented and tromatie £ gs'ln quake Location
interactive. This allows processing to Listing of Location Results

Expanded Pick Section by Distance

be done in batch mode while still Record Section by Distance
retaining the ability to intervene in the Review and Corrections by an Analyst
process. Archive on an Optical WORM Cartridge

seismic data with the IRIG-E time code recorded on one channel. From this, a digital
waveform file is created for each seismic event which has been triggered. This file is time
corrected and demﬁltiplexed. Then we do the automatic P-picking and earthquake location,
and get back an expanded pick section by distance and a record section by distance. Then an
analyst has to review this information for errors and make the necessary corrections. Finally
the relevant data are archived on a WORM cartridge.

Probably the single most time consuming step in this procedure is manual review of
the automatic picks. For this reason, we have put a considerable effort into making the
picker program very accurate and also easy to interact with. Figure 3 shows an example of

the automatic picks performed by the system.
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Figure 3. Example of P-wave picks made by SUDSPICK.

As you can see, on the fifth trace the picker appears to have picked the time slightly early.

The solid bar represents the computed arrival time given by the computed hypocenter, and

the open bar is the time picked by the automatic picker. None of the stations shown on this

section have had any station corrections applied to them. Therefore, if station corrections

were applied, the difference between the computed time and the picked time would be less.

Overall, the picks are really quite good, so the analyst would not have to spend much time

correcting this set of data. By doing this automatic picking, we hope to reduce the analyst’s

time by a factor of ten or so. Because in the past he had to look at every trace. Now the

analyst needs to look at only one out of ten or so.
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IASPEI SOFTWA

Increases in efficiency for
y IASPEI Software Library List
analyzing seismic data are bein
yzing g o Vol. 1: Toolbox for Seismic Data Acquisition,
o Processing, and Analysis (May, 1959)
brought about by a combination of
o Vo}. 2 Toolbox for Plotting and Displaying
improvemen ts in hardware and in Seismic and Otber Data (September, 1990)

o Vol. 3: Digital Seismogram Analysis and

software. In order to aid in the Waveform Inversion (Febrary, 1991)

. ) Vol. 4: Bibliographic Referen d BSSA
development of efficient and useful ® Database (Decenser, 1991)
software, I feel that the software o Vol. 5: Programmable Interactive Toolbox

for Seismic Analysis (April, 1992)

must be shared. For this reason, the o Vol. 6: Standard Processing for Earthquake
Strong-Motion Data (December, 1998)

software developed for the PC
seismic system has all been Figure 4. IASPEI software library.
published.

Right now, there are three IASPEI volumes that have been published (See Figure 4).
The first volume is for seismic data acquisition, processing and analysis (Lee, 1989). Volume
2 is a toolbox for plotting and displaying data (Lee, 1990). Volume 3 is about digital
seismogram analysis and waveform inversion (Lee, 1991).

Volume 4, which has not been published, deals with the literature and the BSSA
database. The Bulletin of the Seismological Society of America (BSSA) is in its 81st year.
The first 80 years of data has now been entered into a database so that you can easily see
what papers have been published in BSSA. One big problem these days is that there are just

too many books and articles and we don’t find time to look through all of them. As a result,

we often reinvent the wheel. What we are trying to do in Volume 4 is make it easy for you
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to find out what has been done, so that
you won’t ignore other people’s work.
For example, when I was a student 30
years or so ago, they were still
publishing the collected works of
Euler. In fact, they were only about
half way through his stuff. Quite often,
when someone invents a mathematical
technique today, it turns out that Euler,
or Gauss, or one of their colleagues,
thought about it a long time ago or
worse, had already published the idea.

Volume 5, which is a programmable

IASPEI] Software Library Volume 1

Purpose:  Simple, inexpensive, do-it-yourself,
seismic data acquisition, processing, & analysis.

Design Goals:
o Reduce analyst’s time by a factor of 3.
o Reduce system costs by a factor of 10.
o Reduce data retrieval time by a factor of 30.

System Characteristics:
o Digitize 16 signals at 100+ samples/sec/channel.

o Digitized data are displayed in real time.
o Automatic P-pick and event location.
o Digitize up to 128 channels with a multiplexer.

Programs: Mdetect, Xdetect, Xplay, HypoT71ipc,
Pceq, and Qcoda.

New Programs: Tdetect, FixTime, Demux, Ex-
tract, Export, St2Asc, and SudsPick.

Figure 5. Volume One.

interactive toolbox for seismic analysis, is scheduled for publication next year. Volume 6,

which will be called "Standard Processing for Earthquake Strong-Motion data", is scheduled

for publication at the end of next year.

AVAILABLE SOFTWARE

Volume 1 contains the programs MDETECT, XDETECT, XPLAY, HYPO71PC,

PCEQ and QCODA (See Figure 5). We are in the process of putting out a new edition of

volume 1 with updated versions of these programs. Volume 2 is mostly concerned with

plotting and displaying data (See Figure 6). This turns out to be easier said than done. What
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we are trying to do is provide an
integrated data plotting environment.
We also have programs which provide
3-D graphic display of seismic data.
We have put a considerable effort into
making the programs easy to use. As
you know, if a program is easy to use,
then it is hard to write.

The programs in these volumes
support many earthquake data formats,
although we are trying to standardize

on SUDS (Banfill, 1992; Ward, 1989).

IASPEI Software Library Volume 2

Purpose: Plotting and displaying seismic data.
Design Goals:

o Integrated data plotting environment.

o Powerful 3D graphic display of seismic data.

o To aid automatic network data processing.

Program Characteristics:
o Easy to use.
o Support many earthquake data formats.
o Support several PC graphics hardware.
o Support dot-matrix and laser printers.

Programs: PixPlot, PenPlot, GoPlot, DoPlot,
AcroSpin, Spin®, and RecSec.

New Programs: SudsPlot and QMap.

Figure 6. Volume Two.

The programs also support several types of graphics hardware. As you know, one of the

biggest problems on the PC is that there
are so many different kinds of hardware
for the PC that it is difficult to have
software to support all of them. The
IASPEI programs usually support only
the commonly used dot-matrix and/or
laser printers.

As an example of the program

capability, here is a plot produced by

-
AR ]' 2 KM
T o
+« DS
gttt
“
*
hd 182 kM
.“
20 KM

Figure 7. Sample ACROSPIN
output.




the program ACROSPIN from Volume 2 (See Figure 7). The program plots earthquake
hypocenters on a projection of a 3-D solid, and allows you to rotate the viewing position in 3
dimensions.

Volume 3 provides an interactive data analysis environment for teleseismic events
(See Figure 8). There are two major programs in this volume. They are SEISGRAM and

SYN4. The SEISGRAM program is

described in Chapter 17. SYN4 is used IASPEI Software Library Volume 3

Purpose: Interactive digital seismogram analysis

for inversion of teleseismic body and inversion of teleseismic body waves

waves. Essentially you have recorded Design Goals:
o Interactive data analysis environment.
some earthquake waveform data, and o Powerful graphic display of seismic data.

. o To aid seismic network data analysis.
you are trying to figure out what are yee

Program Characteristics:
the most likely source parameters for o Easy to use.
o Support many earthquake data formats.

that data. Yo to match the
a u try o Support several PC graphics hardware.

theoretical waveform generated by a o Support dot-matrix and laser printers.

Programs: SeisGram and SYN4.

double-couple source model with the

observed data. We won’t have time to Figure 8. Volume Three.
talk about body wave inversion so you will just have to read it yourself. Also, Volume 3,

which is under revision, will have a program added to do seismic moment tensor inversion.

E IASPEI VOL

Right now we have three volumes in preparation and three volumes in planning.

Planned volumes are: volume 7 will contain seismic ray tracing and synthetic seismograms.
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Volume 8 will contain ISOP programs. As you probably know, there is a program called
International Seismological Observational Period (ISOP). The idea is that for a period of two

years, everyone around the world will

very much like the International o Why use FIXTIME?
o Required for making time correction

Geophysical Year in 1957 that launched
o Why use XPLAY?

) . . o Provides ick
the space satellite program. To facilitate rovides & quicklook at the wavelorm data

) o Why use DEMUX?
systematic observations, the necessary "o Data must be de-multiplexed for processing

programs will be combined in this one o Why use EXTRACT?
o Let you extract selected seismic traces

volume which hopefully will be widely

o Why use ST2ASC and STDESCR?
distributed. We are also thinking of you examine & SUDS fle easly

producing a volume dedicated to Figure 9. SUDS file software.
earthquake location and focal mechanism determination, although this could be split into two
volumes, because of the amount of information that needs to be presented. What I am trying
to do is mobilize the international community of seismologists to put a serious effort into
writing programs that are mathematically sound, easy to use, and with a reasonable user
interface. We want the user interface of these programs to be reasonably similar to each

other, so that their use becomes somewhat intuitive.

FTWARE FOR PROCESSIN AVEF FILES
The first of these programs (See Figure 9) is FIXTIME written by Dean Tottingham.

This program is required to make the time corrections in the SUDS files (See Figure 10).
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The problem is that the clock in the PC is pretty poor. It drifts about one or more seconds

per day. That is not acceptable in
seismology. To have accurate timing,
we also digitize the IRIG-E time code.
The reason for using IRIG-E over any
other time codes is that IRIG-E has ten
pul:ses per second, so we can quickly
decode what the time is. FIXTIME
decodes the digitized IRIG-E codes,
and uses them to correct the clock
times and the digitization rates
recorded in the SUDS file. There is no

manual intervention required.

Usage of FIXTIME is:

FIXTIME: Time Correction Program

(o)

[}

o O

o Automatic decode IRIG-E time code and correct
time for SUDS waveform files

Written by Dean Tottingham

Usage: fixtime IRIG-channel-number filename

Advantages

Automatically takes care of time correction
Appends time correction to SUDS waveform file

Disadvantages

IRIG-E code must be digitized as a seismic signal

Figure 10. FIXTIME program.

fixtime IRIG-channel-number filename

IRIG channel number is the channel number on which you record the IRIG-E time code, and

filename is the name of the SUDS file to be processed.

The next program which may be used on SUDS files is XPLAY (See Figure 11). This

program was also written by Dean Tottingham. It allows you to take a quick look at the data,

and make sure that it is not grossly wrong. Usage is

xplayv [filespec]

175




(If you are using a Hercules graphics XPLAY: A General Display Program

card then you must use an alternative o Displays waveform data from the PC-Quake Systems
o Written by Dean Tottingham
o Usage: xplayv or xplayv =*.wvm

program published in IASPEI Volume o) XPL?Y. XPLAYEGA, XPLAYVGE: Published in IASPEI Soft-
ware Library Volume 1 (does not support SUDS format)

© XPLAYH, XPLAYV: Available now (supports SUDS format)

program called xplayh). The original

one does not support the SUDS format,

Advantages

but the later versions do. XPLAY has Displays waveforam data as recorded quickly

Has online HELP: by pressing the F1 key
‘Works for Hercules, EGA or VGA color

on line help, which may be accessed

0O O o o

Supports dot matrix IBM-compatible printer

by pressing the F1 key. The help

. . Disadvantages
consists of a summary of the possible 8
Limited to displaying 16 traces per frame
valid keystrokes and the effects of Does not support higher resalution graphics

Does not use mouse

o O 0o o

those keystrokes. XPLAYV supports Does not support laser printer directly

EGA and VGA graphics adapters, and Figure 11. XPLAY program.
also supports IBM-compatible dot
matrix printers for hard copy output. It only displays 16 traces at a time, but you can page
down through the traces if you have recorded more than 16 channels. Currently, XPLAYV
does not support high resolution graphics modes, but a new version, which is currently being
tested, supports resolutions up to 1024 X 1068 pixels.

The DEMUX program, written by Dean Tottingham, is used to demultiplex the
SUDS waveform files (See Figure 12). As I explained earlier, the data acquisition program
digitizes the data on a channel by channel basis. That is, the first sample is from channel

zero, the second from channel one, the third from channel two, and so on. Only after all the

channels have been sampled is the next sample taken from channel zero. However, when you
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process the data, you would prefer to have all the data grouped by channel. The DEMUX
program performs this transformation to the SUDS files.
Usage of DEMUX is:

demux input-filename output-filename

DEMUX does not destroy the input file DEMUX: A De-multiplexing Program

so if you do not want to keep this,
0 Automatically de-multiplexes a SUDS waveform file

essentially redundant, information on o Written by Dean Tottingham
disk you will have to erase the input O Usage: denux input-filename output-filename
file. Advantages

o0 Automatically takes care of de-multiplexing

By convention we have been 0 Creates a demuxed file needed by many programs

naming the waveform files with the

Disadvantages
extension .WVM, where WV stands o Slow: Requires a RAM disk for speed
for waveform, and the M stands for Figure 12. DEMUX program.

Menlo Park. The demultiplexed file normally has an extension of .DMX. Although this
program does not force these conventions on you, some of the analysis programs, which use
demultiplexed files as input, have a default extension of .DMX. So if you are using a
different extension, then when using those programs, you ﬁll have to type the complete
filename (including the file extension), rather than just the filename. DEMUX is rather disk
intensive, so if you are using a PC which does not have a very fast hard disk, then yoy may
want to create a RAM disk to do your demultiplexing on. |

The EXTRACT program by Dean Tottingham, is used to produce a new waveform

177



file which contains a subset of all the EXTRACT: A Seismic Trace Extract Program

recorded channels (See Figure 14). For
0 Automatically extract seismic traces from a SUDS de-

. . muxed file according to a list specified in the Control fil
instance, if some channels were not © ¢

o Written by Dean Tottingham
working correctly when an earthquake

o Usage:
extract control-filename input-filename output-filename
was recorded, you can remove them

Advantages

from subsequent processing with the
0 Automatically extract selected seismic traces

EXTRACT program. EXTRACT

Disadvantages

extracts traces according to a list o Control file must be prepared accurstely
o Input data file must be a SUDS demuxed file

specified in a control file.

Usage is: Figure 13. EXTRACT progranm.

extract [control filename] [input filename] [output filename]
The input file must be a SUDS file, and the output file written by EXTRACT will also be a
SUDS file. The control file is an ASCII file, which lists the stations to extract in sequential
order. Unfortunately, EXTRACT has limited error handling facilities, so if the control file
has an error, unpredictable results may occur.

Two programs which are similar in purpose are ST2ASC AND STDESCR. These
programs are written by Peter Ward and are intended to let you easily look at a SUDS file.
Since a SUDS file is binary, you can’t just type it, or use a word processor, if you want to
examine it. The ST2ASC program simply creates an ASCII version of the SUDS file, so that
you can easily examine it. Usage is:

st2asc [-v] input filename [ > output filename ]

The optional -v switch produces a verbose or complete listing. Otherwise, the output is a
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summary of the event. Output of ST2ASC & STDESCR: Utilities for SUDS files

ST2ASC is sent to the standard output 0 ST2ASC: Converts a SUDS data file to an ASCII file

o STDESCR: Gives a summary of the SUDS structures

device, which is usually the screen contained in & specified SUDS data file

o Written by Peter Ward

monitor. If you want to pl'OdllCC a file o Usage1: st2asc [-v] input-filename > oxtput-filename

or else send the output to a p rinter jUSt o Usage 2: stdescr [0 oulput-filename] input-filename

Advantages
use the DOS redirection symbol ( > 0 Let you examine a SUDS file in ASCII format
. . 0 Use STDESCR for a quick look
) followed by the device name or the o Use ST2ASC only if you need an ASCII data file
Disadvantages

output filename.
Intensive data I/O and conversion in ST2ASC

STDESCR produces an ASCII o No error handling facility to belp you
0 Requires a RAM disk for speed in ST2ASC

o

file containing all the important
Figure 14. ST2ASC & STDESCR.

structures of the SUDS file. It provides

a summary look at the event. Usage of STDESCR is:

stdescr [-0 output-filename] input-filename
If the optional output filename switch is not invoked, then output goes to the screen monitor.
Both ST2ASC and STDESCR are disk intensive, so expect some delay even if your

machine has a fast hard disk. Also, neither program has extensive error handling built in. If

you make a mistake in typing, the program is not going to complain. It will just do

something unexpected, or else terminate with little or no explanation.

SOFTWARE FOR EARTHQUAKE LOCATION

Before discussing the software specifics (See Figure 15), let’s first talk about what

data are needed. The first data are instrument coordinates. Next you need a velocity model,

179



i.e., you must have some idea what the
y Software for Earthquake Location

crustal structure is like under the
o What data are needed?

seismic network. You need some ] .
o Station coordinates

control parameters to constrain the o A velocity model
o Control parameters
program. Finally, you need the phase o Phase data from seismic waveforms

data from the seismograms. Most of
o How to prepare phase data?

this information is more or less the o PICKI: automatic or interactive
o PCEQ2: interactive
same for all earthquakes processed by

your network, but every earthquake has o How to locate an earthquake?
o Use HYPO71PC or HYPOE

a unique set of phase data. What is

needed is an efficient way to prepare Figure 15. Location software.
the phase data given by the earthquake waveform data.

One way to do this is with the program PICK1 written by Willie Lee and Robert
Banfill (See Figur¢ 16). This program will pick phase arrivals automatically or interactively.
It provides all the standard information used for subsequent processing with the exception of
amplitude measurements. It automatically determines first P-arrival times, polarities, and
coda durations. PICK1 is actually just a temporary name for this program since it is still
under development. When the program is completed, it will be called SUDSPICK. Usage of
PICK1 is:

pickl filename [/b]
The filename is the name of the demultiplexed waveform file. and the optional /b switch is

for batch processing. The algorithm used in PICK1 is more stable and faster than the one by
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Allen (1978). Also, PICK1
automatically determines a weight or
quality factor for its picks. Therefore,
the picks with the highest confidence
are given the most weight in the
solution process. As part of the
continuing work on PICK1, we are
trying other algorithms. The intent is
to create a picker which can produce
good picks at least 90% of the time.
Another approach is to use the
program PCEQ2 written by Carlos
Valdes (See Figure 17). PCEQ2 is a
program designed to perform
waveform analysis on a single seismic
trace. It can be used to pick arrivals,
determine coda duration, perform
filtering, and produce amplitude
spectra. The primary disadvantage of
PCEQ2 for this purpose is that you
have to do all the work. It does not

determine any parameters

PICK1: An Offline P-picking Program

o

Automatic P-picking using a moving window
algorithm in either batch or interactive mode

(o]

Written by Robert Banfill and Willie Lee

Usage: pickl filename [/b]

o

Advantages
Supports either batch or interactive mode
Creates a phase file for earthquake location
More stable & faster than Allen (1978) algorithm

o o O

Disadvantages

o Still under development and not yet completed

Figure 16. PICK1l program.

PCEQ2: A Waveform Analysis Program

0 Waveform analysis on a single seismic trace: windowing,
picking arrivals and coda duration, filtering, and FFT

0 Written by Carlos Valdes

0 Usage: pceq2 /e:4 for VGA

o PCEQ: Published in IASPEI Software Library Volume 1
(does not support SUDS format)

o PCEQ2: Available now (supports SUDS format)

Advantages
Efficient analysis on a single seismic trace
Produces a phase file for earthquake location
Works for Hercules, EGA or VGA color
Supports dot matrix IBM-compatible printer

o o0 o0 o

Disadvantages
Limited to ooe seismic trace at a time
Does not support higher resolution graphi
Requires a mouse

Does not support laser printer directly

0O 0 O o

Figure 17. PCEQ2 program.

181



automatically. Everything is done using a mouse. Program usage is:

pceq2 [/e:d]
The /e:4 switch is used if your system uses a VGA adapter. In that case, PCEQ2 needs the
parameter in order to correctly map the display onto the screen. The original program
(PCEQ) did not support the SUDS format, but PCEQ2 does. PCEQ2 can be used to print a
hard copy of a single trace, if you have an IBM compatible printer connected to your

computer. At this time, PCEQ2 only supports a resolution of 640 X 350 pixels even on a

VGA monitor. Also, it will not work at HYPO71PC: Earthquake Location

all without a mouse. These problems © Locates local earthquakes fn & multiple-layer earth model
o Written by Willie Lee and Carlos Valdes

are being worked on now. o Usage: hypo7ipc or hypo2

o HYPO71PC: Published in IASPEI Software Library Vol-

The programs available for ume 1 (does not support blak data Seld)

o HYPO2: Available now (supports blank data field)

hypocenter location are HYPO71PC Advantages
0 Robust earthquake location program
and HYPO2. In Chaptcrs 10 and 11, 0 Uses stepwise multiple regression for nd'justmentu
Disadvantages

John Lahr and I will talk more about

© Limited to a multiple-layer earth model

o Punch card and batch oriented

o Does not try ‘bard’ enough

o Does not provide adequate reliability estimates

these two programs, but here I want to

outline the HYPO71PC program (See

Figure 18). HYPO71PC locates Figure 18. HYPO71PC program.
earthquakes using a layered earth model. There is also a version of HYPO71PC known as
HYPO2. HYPO71PC does not support blank data fields, and HYPO?2 is the fix for that.
HYPO?71 has been in use for about 25 years, so it is a very stable and well tested program.
However, it is limited to a multiple layer earth model, so for some applications it may be

inadequate. Also its punch card heritage is still quite evident, and is the cause of many
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complaints by users. Many users also SUDSPLOT: Plotting Seismic Record Sections

complain that HYPO71 does not "try"
hard enough to get an optimum
solution. This may be true if all the
default control parameters are used.
However, since its behavior is
controlled by parameters in the input

file, adjustments can be made to

certain parameters which will cause the

o

o

[o]

[o]

Plots seismic record sections (SUDS data files)
Written by Robert Banfill

Usage: sudsplot filename [options]

Advantages

Supports both screen display and HP laser printer
Has Online HELP - - type: sudsplot ?
Has many options

Disadvantages

True distance record sections not yet supported

Does not support dot-matrix printers

program to "try" much harder. It also Figure 19. SUDSPLOT program.

does not provide adequate reliability estimates on its solutions.

The SUDSPLOT program by
Robert Banfill was designed to allow
you to look at and plot seismic record
sections (See Figure 19). He will
discuss it in detail in the next chapter,
but I will present an outline of it here.
SUDSPLOT supports both screen

display and an HP laser jet printer as a

hard copy device. It is command line

QMAP: Plotting Earthquakes on a Map

(o]

Plots earthquake epicenters by magnitude or

depth, stations, and line segments on a map

[¢]

(o]

[<]

[o]

Written by Robert Banfill and Willie Lee

Usage: qmap

Advantages
Plots earthquakes on screen quickly
Can plot map of any arbitrary scale

Creates sections of map using a laser printer

Disadvantages

Input data file must be prepared accurately
Cutting and glueing needed to assemble a map

oriented. All the control information

Figure 20. QMAP program.

for the program is specified on the command line. If you forget how to specify the control
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information just type:
SUDSPLOT

and it will describe how it should be used. At this point the program does not support true
distance record sections, but work to support that option is in progress. The program also
does not support dot matrix printers, although given the graphics speed of dot matrix printers
that is not much of a loss.

The QMAP program by Robert Banfill and Willie Lee is used to plot earthquakes on
a map (See Figure 20). It plots earthquakes epicenters by magnitude or by depth, and also

plots stations and an arbitrary set of line segments defining geographic boundaries. Usage is:

qmap

After the program starts, it prompts ACROSPIN: A 3-D Viewing Program

you for some information and then
o Allows you to view data in 3-dimensions

proceeds to produce the requested map. o Written by David Parker

o Published in IASPEI Software Library Volume 2
QMAP plots maps on the screen very

Advantages

quickly, and can produce a map of any o Let you zoom and rotate data in 3-dimension
Supports Hercules, EGA or VGA color
Extremely fast, even on an 8088 PC
Supports IBM/Epson dot-matrix printer

©

scale. It does this by printing sections

o

(-]

of the map on 8.5 by 11 sheets. The

Disadvantages
blgger the map, the more sheets are o Input data must be prepared accurately

o SPIN* programs for data preparation are clumsy

used. You have to manually paste the

sheets together to get the complete Figure 21. ACROSPIN program.

map. Although it is inconvenient to have to tape the sheets of paper together, it actually turns

out to be much quicker than using a large pen plotter. At this time, there is very little error
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handling ability in QMAP. Therefore, if you don’t specify the data correctly, you will get
unpredictable results.

The ACROSPIN program written by David Parker allows you to view data in 3-
dimensions. It lets you "zoom" in on your data or rotate it in 3 dimensions (See Figure 21).
The program supports Hercules, EGA, and VGA graphics adapters. It is extremely fast, even
on an 8088 PC. In fact, on the fast 386 and 486 machines you may have to slow down the
PC‘in order to keep up with the program. Screen plots can be sent to an IBM/Epson dot
matrix printer. As with many of the programs in this collection, there is not very extensive
error handling built in. Therefore, the input data must be prepared very carefully. There are

some programs to do the data preparation but they are very clumsy.

SOFTWARE FOR WAVEFORM ANALYSIS

We have three programs which Software for Waveform Analysis

fall under this general heading (See
o General processing: PCEQ2, SEISGRAM, PITS

Figure 22). These are QCODA2, .
o 3-component analysis: SEISGRAM, PITSA

SEISGRAM and PITSA are intended to o Coda Q analysis: QCODA2

do 3-component analysis. PITSA also Figure 22. Waveform analysis.
is a general signal processing program.
QCODA2 by Carlos Valdes and David Novelo-Casanova, is designed to analyze coda waves

to determine estimates of the attenuation factor Q (See Figure 23). It shares much of the

interface code of PCEQ2 and its usage is similar:
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qcoda2 [/e:4] QCODA: Coda Q Analysis Program

Because of the similar code, QCODA2 0 Performs coda Q analysis

o Written by Carlos Valdes and David Novelo-Casanova

also does not support graphics at a

o Usage: qcoda2 /e:4 for VGA

resolution higher than EGA, it works © QCODA: Published in IASPEI Software Libeary Volume 1
(does not suppart SUDS format)
with only one trace at a time, and it © QCODAZ: Awilable now (supporte SUDS format)
Advantages

requires a mouse to operate. The o Eficient coda Q analysis on a single seimic trace

". o Computes 5 different coda Q estimates
original QCODA does not support o Works for Hercules, EGA ar VGA color

SUDS data, but QCODA?2 does support Disadvantages

o Limited to one seismic trace at a time
SUDS data. QCODA2 Computes ﬁve 0 Does not support higher resolution graphi

0 Requires a mouse

different estimates of Qc. The

Figure 23. QCODA program.
philosophy is that: if these estimates
agree substantially, then they are probably good estimates.

The SEISGRAM program will be discussed in detail in Chapter 17 by its author
Anthony Lomax (See Figure 24). However, I will briefly mention some of its features here.
It allows you to perform general waveform analysis procedures on seismic traces. It supports
several graphics resolutions including EGA and VGA. Output can be sent to IBM/Epson
compatible dot matrix printers or to HP laser printers. The original version of SEISGRAM
does not directly read SUDS files. They must be converted into the SEISGRAM format.
However, Anthony has created a new version of the program called SGRAM2 that does
support SUDS files. SEISGRAM is also limited to 15 traces at a time. This is mostly a

function of screen size. Also, because of the DOS limitation on program size, SEISGRAM

can not handle very long seismic traces. We plan to eventually develop a version which can
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work with arbitrarily long traces, SEISGRAM: Seismic Waveform Analysis

although this version would be
0 Performs general seismic waveform analysis

restricted to running on 386 and higher .
o Written by Anthony Lomax

PCs. o Published in IASPEI Software Library Volume 3
Advantages
PITSA (Programmable o Let you perform general seismic waveform analysis

o Supports Hercules monochrome, EGA or VGA color
Interactive Toolbox for Seismic o Supports IBM/Epson dot-matrix and HP Laser printers
Analysis) has been under development .

Disadvantages

for the last four or five years by Frank o SUDS file must be converted to SEISGRAM format

o Limited to 15 seismic traces at a time
Scherbaum in Germany (See Figure 0 Can not handle long seismic traces

25). It is a very ambitious program. Figure 24. SEISGRAM program.
Essentially, it is a "smart” program

which remembers the way you like to analyze seismic data. Once you lay out a procedure,
the program remembers it and from then on you don’t have to guide it through the analysis.
We plan to publish it in Volume 5 of the IASPEI Software Library in 1992. The program
supports the same range of output devices as the other programs I have mentioned and also
comes with a digital signal processing tutorial. Also, the published version will support both
the PC and the SUN work station. In fact, starting with Volume 5 of the IASPEI Software
Series, we plan to make all of our software work on both the PC platform and the SUN
platform. It turns out that a lot of people, especially in the United States, are using SUN

work stations, so to attract more users to our software library, we have to start supporting

the SUN. SUN plans to port their operating system to the PC so that eventually you will be
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able to choose either the SUN PITSA: Programmable Interactive Analysis

environment or the DOS environment
O Programmable interactive toolbox for seismic analysis

on your PC. PITSA is a complicated o Written by Frank Scherbaum and Jim Jobnson
program and my esﬁmate is that it o IASPEI Software Library Volume 5 (1992)
takes about a month to become Advantages

0 Perform general seismic waveform analysis

completely familiar with all its Supports Heccules, EGA or VGA calor

(o]

Supports IBM/Epson dot-matrix and HP Laser printers
© Programmable and includes a DSP tutorial

[0}

intricacies.

Disadvantages

o

Not yet published
o Takes time tolearn

Figure 25. PITSA program.
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9. PLOTTING SEISMOGRAMS AND MAPS
by
Robert Banfill
Small Systems Support

P. O. Box 410205, Big Water, UT 84741
(801) 675-5827

INTROD N
I want to start out by outlining a typical processing cycle for a PC system using our

software. Figure 1 shows the cycle in

schematic form. First XDETECT
Typical Processing Cycle
captures an event and creates a
waveform file. The times are adjusted !
wr Generate a data flle
using the time code stored in the file | XDETECT
Correct timing
by FIXTIME and demultiplexed using - | PIXTIME
DEMUX. Then SUDSPICK is used to ""l el
pick the P phases and HYPO71PC is "ll"“k » m
used to locate the event and make a = Locate the event
| HEYPO71PC
magnitude estimate. Next SUDSPLOT s Produce hardcopy records
| SUDSPLOT
is used to produce various forms of w Archive data & housekeeping
' Various Utllities
hardcopy records of the event. At that

i 1 hi
point you would archive your data and Figure 1. Typical processing

perform various housekeeping tasks cycle for PC-quake system.

Then you would loop back to the beginning and start over again.
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We have developed a program called SUDSMAN which automates the processing
procedure from the point where the waveform file has been created to the creation of
hardcopy records. To implement this system, you must have XDETECT running on one
computer and SUDSMAN running on another computer with the two machines connected by
a network. SUDSMAN looks across the network, checking for the existence of a waveform
data file. When it finds one, it brings it over and oversees all subsequent processing through
the_use of standard DOS batch programming techniques. The good thing about this approach
is that your data acquisition system never needs to come off line. Data acquisition goes on 24
hours per day and the processing goes on concurrently. Today I want to talk about

SUDSPICK and SUDSPLOT. I also will spend some time talking about QMAP.

SUDSPICK

SUDSPICK is a program designed to do interactive or automatic phase picking. When
you run it in interactive mode the display looks something like figure 2 on the next page. At
the bottom of the figure is the help screen you get if you invoke SUDSPICK without any
arguments or with a question mark argument. You can see that we support various super
VGA modes up to 1024 X 768 pixels and 256 colors for VGA cards using the Tseng Lab
chipsets. We are trying to develop a standardized graphics library which is very general and
which supports both 300 dpi laserjet printers, PCL and PostScript, and super VGA graphics
adapters. We hope to complete this library and build all our software around in order to
simplify the development process.

Figure 2 shows a typical view of the screen when SUDSPICK is in interactive mode.
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SUDSPICK
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SUDSPICK Version 1.20 — W. lLee & R. Banfill

Usage: SUDSPICK [switches) inputfile
switches:

/B = Batch mode. (OFF)
/Mmode = Display mode:
1= 2 color 720x348 Hercules Graphics Card
2 = 16 color 640x350 EGA
(3)= 16 color 640x480 VGA
= 16 color 800x600 SVGA
= 16 color 1024x768 SVGA < Tseng only
= 256 color 640x350 SVGA < Tseng only
= 256 color 640x480 SVGA < Tseng only
= 256 color 800x600 SVGA < Tseng only
10 = 256 color 1024x768 SVGA < Tseng only
/Cchip = VGA Chipset:
(1)= Tseng Labs ET3000
2 = Tseng lLabs ET4000
/Ffont = font filename. (C:\SUDS\SIMPLEX.VEC)

inputfile = SUDS format waveform file. (SUDSPICK.DMX)

() indicates the default value.
Azguments may be placed in any order, and are not case sensitive.

Figure 2. Example screens from SUDSPICK program.
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This is a VGA plot so it is not very high resolution. If you have a super VGA board that
uses the Tseng Lab chip set, you can get very high resolution displays with this program.

At the top of the screen is a window showing the entire waveform and below, in the
large window, is an expanded section of the waveform. The location of the expanded trace is
shown in the upper window by the square brackets. The lower window is scaled so that there
is exactly one pixel per sample. You see every sample in this window. The vertical line with
a "i’" at the bottom is the P-pick. The pick is also shown on the upper plot although, without
the aid of color, it doesn’t show up very clearly. This pick was done automatically. Even
when you work interactively, the program will still try to pick the phase arrival and show it
to you unless you explicitly disable this with the /N (Nopick) command line argument. If you
like it, you are done, if not you can change it. The program also allows you to pick S-
phases.

Data about the picks is displayed below the waveform in the lower window. You can
see that the P phase is marked as impulsive, first motion up, weight is zero, and FWP (coda
duration) is 35 seconds. The dashed line in the upper window marks coda duration. When
the program picks the P-phase, if the weight is better than one, it estimates the coda
duration. If you do an S-pick (which you will have to do interactively) the S pick data is
displayed below the P pick data. At the top of the lower window is shown the station name
extracted from your input file and in the upper left hand comner is the peak amplitude in
digital counts and the magnification factor. In the upper right hand corner are displayed the
initial sample time and the digitization or sampling rate. Finally, in the upper left hand

corner of the display screen is the data file specification.

193



To run SUDSPICK, from the DOS command line type:
sudspick [switches] input file

Most of the software that I have written is very "friendly"” when it comes to the command
line. It doesn’t matter whether the switches come before or after the filename or what order
they are in and nothing is case-sensitive. When the program is run in batch mode (/b switch)
it doesn’t require any interaction from the user. However, it does display status information
every time it makes a pick such as station name, pick time, etc. When it is in batch mode,
the program does as much error trapping as I could squeeze into it. It returns exit codes so
that you can use the "IFERRORLEVEL" construct to test for errors. If it encountered any
kind of error, it exits with an exit code of one or greater. |

The mode switch (/m) followed by a number specifies the video mode to use. The
default mode is indicated by parentheses around the number. The /Cchip switch selects which
chip set is used. The font file name switch selects the name of your font file. You can see
that the default file is a fully qualified file specification. The program determines this name
by finding what directory it was loaded from and then prefixing that path to the name of the
necessary font file. So as long as there is a path to the directory in which you keep
SUDSPICK and as long as the necessary support files are kept in that directory, you can run
SUDSPICK from anywhere with no problems.

The default input file name is SUDSPICK.DMX. .DMX is a convention Willie and I
established which indicates that the file is a demulitiplexed SUDS file. As long as your files
have the .DMX extension, you do not have to include the extension as part of the file name

on the SUDSPICK command line.
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SUDSPLOT

That brings us to SUDSPLOT, a general purpose waveform plotting program. The
figure on the next page is out of the SUDSPLOT documentation and is a typical example of
SUDSPLOT output. This is a very small local earthquake. There are 128 channels plotted,
64 to a page in this example. By each trace are listed the station name and the peak sample
value. At the top of the page are the initial sample time, the sample rate, decimation factor
and data file name. Also, in the upper right corner are the time and date that the plot was
produced and the sheet number. You can see that this was a small event since only a few of

the channels are responding to it.
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Figure 3 is an example of "raw" data. No source location has been performed. It is simply
confirmation that an event did occur at a certain time. You could print this out and put it
away in a binder.

However, once we have located the event we can make a plot that tells us a lot more.
On the next page is a plot of an event which has been located using HYPO71PC. Notice that
on this plot the stations are displayed ordered by epicentral distance. At the top of the page
below the header is the event line from HYPO71PC. It includes the event origin time,
epicenter coordinates, hypocentral depth, magnitude, gap, and RMS from the solution, and
for each station there is now included a magnification value.

Most programs either plot traces with a constant scale factor for all the traces or else
they autoscale each trace to fit inside the plotting area allocated for that trace. In
SUDSPLOT we use a slightly different idea. You can specify the maximum scaling that you
want to occur. For example you can specify a maximum magnification of 10X. Then
SUDSPLOT will try to autoscale each trace as long as the autoscaling will not result in a
magnification greater that 10X. That keeps you from taking "dead" traces and magnifying
them to the point where they look like signals and confuse the issue. The top portion of
figure five shows one trace enlarged to show the detail. The observed P phase shown on the
plot is the phase pick made by SUDSPICK. The calculated phase pick is the one predicted by
the HYPO71 solution. Notice on figure four that some of the traces are marked by a dashed
line. This dashed line indicates that SUDSPICK did not pick an arrival time for that trace.
The location of the dashed line is set according to where the HYPO71 solution indicates that

the arrival should have occurred. Every channel showing a dashed line has a weight of five.
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SUDSPLOT

Coda Duration /
Marking of phase arrivals and coda duration when using the /A option.

SUDSPLOT Version 1.32 - R.Banfill

Usage: SUDSPLOT (options) inputfile [options) <+
options:
/Ddriver Driver filespec. (C:\SUDS\SUDSPLOT.DRVS)
/Pport Output port. (LPT1:)
/A Plot phase arrivals on each trace. (OFF)
/An Start/end plot n seconds before/after earliest arrival. (OFF)
/Wn Include stations with pick weight <= n. (5)
/B Remove baseline. Subtract avg value from each sample. (OFF)
/Bn  Remove baseline. Subtract avg of first n samples. (200)
/Tn Plot n traces per page. 1<n<=64. (64)
/T* Auto traces per page.
/Mn  Maximum amplitude scaling magnification. (1X)
/X Decimate, windowing. (OFF)
/Xn Decimate, simple, plot every n’th sample. 1l<n. (OFF)
/dn Jump, begin plotting n seconds into trace. (0)
/Ln Length, plot n seconds of trace. (ALL)
/Slist Station list filespec. (HYPO71PC.PRT)

inputfile SUDS format waveform file. (SUDSPLOT.DMX)

() indicates default values.
Arguments may be placed in any order, and are not case sensitive.

Figure 5. Expanded SUDSPLOT trace and help screen.
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It takes about three minutes to produce one of these plots. The time required is not
really a function of your computer’s speed. Rather, it is the time required to send all the
information for the plot through the parallel port to the HP laserjet printer. The whole
bottleneck is the speed at which the parallel port operates. Our latest version of SUDSPICK
supports PostScript so you may be able to get a little faster printing with this version if you
have a fast PostScript printer.

The lower half of Figure 5 shows the help screen from SUDSPLOT which is basically
a list of the possible options. To produce plots which show the results of processing the data
with HYPO71 use the /A option. This tells SUDSPLOT to look for a .PRT file which is the
output from HYPO71. The default filename is HYPO71PC.PRT. If you pass the /A’switch a
number (n) it tells SUDSPICK to only plot from n seconds before the first p onset to n
seconds after the last. This is in effect, a close up view of the early part of the event. The
/Wn switch can be used to exclude traces with pick weights greater then n. Figure 6 shows
the effect of using /A2 and /W2 on the event shown in figure 4. Since only stations with
pick weights of two or less have been included in this plot, the original 128 traces have been
reduced to only 21 traces. In the expanded view, it is much easier to see just how precise the
automatic picks really were.

The /T option controls how many traces are printed per page. The default value is 64.
If you specify T* the program examines the SUDSfile and considers what other options you
have specified. From that information it determines an optimum number of traces to display
per page. If that is greater than 32 it prints them side by side. Otherwise, each trace is a

page width long.
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The /X option controls decimation. The whole reason for decimation is to decrease
the time required to produce a plot. If you have many long traces with hundreds of sample
points, decimation can make a dramatic difference in the amount of time required to produce
the plot. You can perform simple decimation by just passing a number with the /X switch.
Then SUDSPLOT will plot every nth sample.

The problem with that kind of decimation is that you may distort the character of the
waveform. Instead, you may decimate using the /X option with no number passed. In this
case, the program looks at the trace and sees how many samples there are to plot and how
many pixels are available. From this it determines what the best decimation factor would be.
Say, for example, it determines that factor to be 3. Then the program looks at a window of
twice that number of samples and finds the minimum and maximum sample values. It then
just plots those two points. Although not quite as fast as simple decimation, this technique
preserves the peaks in the data. I recommend using just /X.

The /In option is used to start plotting n seconds into the trace, and the /Ln option
controls how many seconds of trace are plotted after the start of plotting. The /Slist option
would be primarily useful if you are using some program other than HYPO71PC to produce
a .PRT file. The default is to use the file produced by HYPO71PC, but you can use this
option to change that to something else.

Since SUDSPLOT is controlled by command line parameters, it is very much batch
oriented. It also returns exit codes. If there is any kind of error it exits and passes a code to
the batch file so that a "civilized" shut down can be made.

Two other switches I have not mentioned so far are /Ddriver and /Pport. The driver
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switch controls which device driver is used for output. You can choose drivers for Hercules,
EGA, VGA, laserjet, etc. You can specify the port with the /P option. So to send output to a

VGA monitor you would include on the command line /Dvga /Pcon.

OMAP

This brings us to the QMAP program which Willie wrote years ago. It has been the
basis for an untold number of mapping programs. I was given the original punch card
FORTRAN code which needed to be modified for our purposes. Since I share Willie’s
aversion to large plotters with all their attendant problems with pens, paper registration etc. I
decided that we needed to do something different. We needed to be able to produce maps,
big maps, using a laser printer. We also wanted the process to be relatively painless. What
we decided to do was use his code as the core of a program which would produce a large
map by tiling it out over several sheets of paper and use registration marks to align the
individual sheets. As an example of the speed of the program we wrote, I produced a large
(15 8'4 x 11 sheets) map last night in eleven minutes from the time I started the program to
the time the map was complete. Figure 7 is a scaled down version of the map.

There is a legend produced with the map. We let you move the legend to wherever
you want on the map. This is really the only enhancement to the original program. You
move the legend by moving a boundingbox cursor on the screen to the point where you want
the legend to be placed. The reason I made the legend mobile is that if I put it in one spot,
sure enough, it would end up right on top of something you want to look at. You can define

your classes and your symbol types for the legend. You also can specify a set of line
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Figure 7. Loma Prieta aftershock sequence - October 1989.
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