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INTRODUCTION: USGS RED-BOOK CONFERENCE ON
THE MECHANICAL INVOLVEMENT OF
FLUIDS IN FAULTING

Stephen Hickmanl, Richard Sibson2, and Ronald Bruhn3

1U.S. Geological Survey, 345 Middlefield Rd., MS 977, Menlo Park, CA 94025
2Department of Geology, University of Otago, P.O. Box 56, Dunedin, New Zealand
3University of Utah, Department of Geology and Geophysics, Salt Lake City, UT 84112

A tantalizing body of evidence suggests that fluids are intimately linked to a variety of faulting
processes, including the nucleation, propagation, arrest and recurrence of earthquake ruptures;
fault creep; and the long-term structural and compositional evolution of fault zones. Beyond the
widely recognized physical role of fluid pressures in controlling the strength of crustal fault zones,
it is also apparent that fluids can exert mechanical influence through a variety of chemical effects.

A "Red-Book" Conference on the Mechanical Effects of Fluids in Faulting was sponsored by
the United States Geological Survey under the auspices of the National Earthquake Hazards
Reduction Program (NEHRP) at Fish Camp, California, from June 610, 1993. The purpose of
the conference was to: 1) draw together and evaluate the disparate evidence for the involvement of
fluids in faulting; 2) establish communication on the importance of fluids in the mechanics of
faulting between the different disciplines concerned with fault-zone processes; and 3) help define
future critical investigations, experiments and observational procedures for evaluating the role of
fluids in faulting. Some of the questions addressed at this workshop included:

1) What are fluid pressures at different levels within seismically active fault zones? Do they remain
hydrostatic throughout the full depth extent of the seismogenic regime, or are they generally
superhydrostatic at depths only in excess of a few kilometers?

2) Are fluid pressures at depth within fault zones constant, or are they time-dependent? What is the
expected spatial variability in fluid pressures?

3) What is the role of crustal fluids in the overall process of stress accumulation, release and
transfer during the earthquake cycle? Through what mechanisms might fluid pressure act to
control the processes of rupture nucleation, propagation and arrest?

4) What is the chemical role of fluids in facilitating fault creep, including their role in aiding solid-
state creep and brittle fracture processes and in facilitating solution-transport deformation
mechanisms?

5) What are the chemical effects of aqueous fluids on constitutive response, frictional stability and
long-term fault strength?

6) What are the compositions and physical properties of fault fluids at different crustal levels?

7) What are the mechanisms by which porosity and permeability are either created or destroyed in
the mid to lower crust? What factors control the rates of these processes? How should these
effects be incorporated into models of time-dependent fluid transport in fault zones?

8) What roles do faults play in distributing fluids in the crust and in altering pressure domains? In
other words, when and by what mechanisms do faults aid in or inhibit fluid migration? What are
the typical fluid/rock ratios, flow rates and discharges for fault zones acting as fluid conduits?

9) Are fluids present in the subseismogenic crust, and by what transformation and/or transport
processes are they incorporated into the shallower seismogenic portions of faults?
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A diverse group of 45 scientists attended this conference, including researchers on electrical
and magnetic methods, geochemistry, hydrology, ore deposits, rock mechanics, seismology and
structural geology. To provoke as much interdisciplinary exchange as possible, the conference
was divided into four plenary sessions, each session consisting of about 10—-13 poster
presentations followed by a moderated group discussion. These sessions were: 1) Evidence for
Fluid Involvement in Faulting and Deep Crustal Fluid Reservoirs, 2) Fault-Zone Transport
Properties and Composition of Fault-Zone Fluids, 3) Coupled Mechanical and Hydrological
Processes in Faulting and 4) Chemical Effects of Fluids on Fault-Zone Rheology. At the
beginning of each session, we asked each person presenting a poster in that session to give a brief
(2-3 minute) synopsis of their poster presentation. At the conclusion of each session, the group
reconvened for about one hour to discuss issues raised during that session. Very lively
discussions centered on field evidence for or against super-hydrostatic fluid pressures along active
faults, the origin and nature of fluid pressure compartments and their role in triggering
carthquakes, and the nature of hydrologic perturbations induced by earthquakes. On the second
day of the conference, Rick Sibson led a one-day field trip through the mesothermal gold-bearing
quartz-vein systems of the Sierran foothills (the Mother Lode country), where participants saw and
discussed evidence for episodic fluid flow driven by high fluid pressures in the exhumed reverse-
slip Melones fault zone. The conference concluded with small-group discussions in which
participants talked about the major paradigms and unresolved questions pertaining to fluids in
faulting and identified future research needed to help answer these questions. Summaries of these
small-group discussions were presented to the conference participants in a final "wrap-up" session.

Workshop participants identified a number of key areas for future research pertaining to the
mechanical involvement of fluids in faulting, each of which requires integration of knowledge from
several fields and communication between specialists with different backgrounds. The primary
goal of these studies is to identify those processes and parameters which are most important in
controlling fault-zone rheology and which will, therefore, dominate the mechanics of faulting at
different levels in the crust. These research topics fall into three broad categories: 1) geological
observations of exhumed fault zones, 2) laboratory experiments on natural and synthetic fault-zone
materials and 3) fault-zone drilling combined with surface-based geophysical and geological
investigations.

Studies of exhumed fault zones must be carefully designed to provide information on
deformation mechanisms that operate at different crustal levels, together with fluid-inclusion and
mineral-equilibria analyses that constrain the compositions, pressures and temperatures of fluids
both within and adjacent to fault zones. As noted by several conference participants, stress
heterogeneities induced by fault slip and deformation can lead to considerable uncertainties in
inferring past fluid pressures simply from observations of vein geometry in outcrop. Thus,
structural and fluid-inclusion/mineralogical techniques should be combined to constrain fluid
pressures during vein formation at different stages in the faulting cycle. Particular attention should
also be paid to evidence for fluid communication, or lack thereof, between fault zones and country
rock and evidence for or against cyclic dilatancy and gouge compaction within fault zones. Careful
mapping is needed to document the spatial scales over which structural, mineralogical, fluid-
chemical and hydraulic heterogeneity exists. More data on the existence, origin, dimensions and
temporal characteristics of abnormally pressured fluid compartments within and adjacent to fault
zones are of paramount importance in this regard. In all of these investigations, careful
microstructural studies and determinations of past temperature and pressure conditions are required
to assess the degree of annealing and other secondary alteration on samples collected from
exhumed fault zones, where a complex history of uplift and denudation may have severely altered,
or even destroyed, evidence for deformation mechanisms operative during fault slip.

Although it is generally accepted that mylonites with well-ordered fabrics are predominantly the
result of aseismic plastic shearing, with the exception of localized melts generated by rapid seismic



slip (i.e., the pseudotachylytes occasionally found in exhumed fault zones) there is currently no
reliable way to distinguish the cataclastic products of seismic versus aseismic slip in fault zones.
New laboratory friction experiments are needed at high rupture-propagation and sliding velocities
to constrain the mechanisms of dynamic rupture and, perhaps, identify microstructures diagnostic
of slip speed and stability. More laboratory experimentation is also required to document the
importance of solution-transport reactions and other fluid-rock interactions in controlling long-term
fault strength, the stability of sliding, the evolution of fluid pressures along faults, and the time
scales for interseismic strength recovery in the mid to lower crust. Carefully controlled
experiments to determine the rates at which various deformation and sealing/strengthening
processes operate—and how these rates depend upon mineralogy, fluid chemistry, grain size and
pore geometry—is considered to be one of the most crucial goals for experimentalists. Finally, the
importance of electrokinesis as a potential earthquake precursor was noted, together with the need
for experiments that investigate electromagnetic properties of rocks during fluid flow at elevated
temperature and pressure.

Large-scale field experiments using geophysical imaging techniques combined with borehole
observations are urgently needed to confirm interpretations and hypotheses related to the
mechanical role of fluids in faulting arising from observations on exhumed faults and laboratory
experiments. Drilling provides the only direct means of measuring in-situ stress, fluid pressure
and permeability; collecting fluid and rock samples from active faults and wall rocks; and
monitoring time-dependent changes in fluid pressure and chemistry, deformation and stress during
the earthquake cycle. Drilling and downhole measurements in and adjacent to active fault zones
must be accompanied by detailed surface geophysical and geological observations to allow
extrapolation of fluid pressure regimes and fault-zone physical properties over a much larger
volume than sampled by the borehole. For example, seismic tomography coupled with borehole
monitoring may provide one of the best methods for real-time monitoring of temporal changes in
fluid pressure and rock physical properties within and adjacent to fault zones during earthquakes
and episodic fault slip.

Virtually all of the workshop participants are represented by papers in this Red Book volume,
based, in large part, on their individual poster presentations. These papers are organized into four
separate chapters, corresponding to the four workshop sessions identified above. It should be
noted, however, that in cases where papers dealt with topics relevant to two or more sessions these
chapter assignments were somewhat arbitrary. About 20 of these papers will be appearing in a
special issue of the Journal of Geophysical Research to be published early in 1995.
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DEFORMATION PROCESSES AND CONTROLS ON FAULT MECHANICS
DURING FAULT-VALVE BEHAVIOR IN THE WATTLE GULLY FAULT
ZONE, CENTRAL VICTORIA, AUSTRALIA

Stephen F. Cox

Research School of Earth Sciences, The Australian National University, Canberra,
ACT 0200, Australia

ABSTRACT

The Wattle Gully Fault is a high-angle reverse fault zone that developed at
depths around 10km late during mid-Devonian regional crustal shortening in
central Victoria. The fault has a length around 800m and a maximum
displacement of 40m. The widespread development of steeply-dipping fault-fill
quartz veins and associated sub-horizontal extension veins within the fault zone
indicate that faulting occurred at low stress differences in a transiently
supralithostatic fluid pressure regime. The structure was the site of focussed fluid
migration during vein formation.

The internal structures of veins indicate vein development was intimately
associated with faulting and involved thousands of increments of hydraulic
fracturing, fault slip and vein sealing. Fault slip and vein opening is interpreted
to have been strongly influenced by repeated fluid pressure fluctuations
associated with fault-valve behavior.

The geometries and internal structures of veins in the Wattle Gully Fault Zone
are interpreted in terms of cyclic changes in shear stresses, fluid pressures, and
near-field principal stress orientations during fault-valve behavior. Substantial
fluctuations in fluid pressure have played a key role in controlling fault strength,
as well as nucleation and recurrence of slip events. There is evidence that
faulting in supralithostatic fluid pressure regimes can result in near-total stress
relief and local dynamic overshoot.

Fault-valve behavior is shown to have important implications for coupling
between fault dynamics and the dynamics of fluid circulation around active faults
that are sites of focussed fluid migration. In particular, fault-valve action is
expected to lead to distinctly different fluid migration patterns adjacent to the fault
zone before, and immediately after fault rupture.

INTRODUCTION

Earthquakes nucleate primarily at depths between 5 and 20 km, and at temperatures
between 100°C and 350°C in the Earth's continental crust (Sibson, 1983; Scholz, 1990).
There is increasing evidence that within this seismogenic regime, active faults can play a
crucial role in localising crustal fluid migration (Sibson et al, 1988; Cox et al, 1991a), and
that fluids migrating through faults probably have a substantial influence on fault mechanics
(Sibson, 1989, 1992; Evans, 1990; Chester et al, 1993). Studies of the internal structure of
ancient fault zones that have been sites of intense fluid activity during seismogenesis have
considerable potential to yield insights about earthquake mechanics.

This paper examines the geometry and internal structure of a relatively small, high-
angle reverse fault zone that was active late during a period of major crustal shortening and
regional metamorphism. The presence of laterally extensive vein systems, hydrothermal
alteration, together with associated stable isotope signatures and fluid inclusion evidence, all
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indicate that faulting was associated with substantial fluid-rock interaction (Cox et al, 1991a,
in press). It is demonstrated that deformation in the Wattle Gully Fault Zone has involved
fault-valve behavior in a transiently supralithostatic fluid pressure regime. The internal
structures of the fault zone are used to provide insights into deformation processes, fluid
pressure histories, and controls on fluid migration patterns that have operated during fault-
valve behavior at seismogenic depths. The study also highlights the importance of coupling
between fluctuations in fluid pressure and shear stress in controlling fault slip and slip
recurrence in situations where faults are sites of focussed fluid flow.

GENERAL GEOLOGY

The Wattle Gully Fault Zone (WGFZ) forms part of a network of reverse faults that
developed late during regional mid-Devonian folding of an Ordovician sandstone-slate
sequence in the Lachlan Fold Belt of central Victoria, Australia (Cox et al., 1991b). The fault
zone hosts extensive quartz veining and associated gold mineralisation, and is inferred to
have been a site of focussed fluid migration (Cox et al., 1991a, in press). The high fluid flux
is interpreted to have been associated with lower crustal metamorphism and devolatilisation
lagtg c{)uring crustal thickening that was associated with regional deformation (Cox et al.,
1991b).

Hydrothermal alteration styles and vein mineralogy, together with stable isotope and
fluid inclusion data, indicate that faulting occurred at temperatures around 300°C.
Reasonable geothermal gradients during regional metamorphism require that faulting is
unlikely to have occurred at depths much shallower than around 6 to 10 km.

FAULT GEOMETRY

The WGFZ has a maximum reverse displacement of 40 meters; it extends along strike
for approximately 800 meters and down dip for at least 600 meters. Fault geometry has been
influenced substantially by the pre-existing fold geometry (Fig. 1). At depth, the fault is
bedding-concordant on the steeply west-dipping limb of an upright anticline. Displacement
and associated deformation in this region has been restricted to a zone which is usually less
than 50 cm wide. At higher structural levels, the fault intersects the anticlinal hinge zone and
becomes a less steeply-dipping, bedding-discordant structure that traverses the east-dipping
fold limb as a 30 meter wide zone of deformation in which displacement has occurred on
numerous fault surfaces. At its intersection with the next west-dipping fold limb to the east,
the fault zone again becomes a narrow, steeply-dipping, bedding-concordant structure. The
non-planar geometry of the fault zone and control of the overall slip geometry by the
orientation of the steeply-dipping, bedding-concordant fault segments, has led to the less
steeply-dipping, bedding-discordant fault segment forming a dilatant jog which hosts over
1.3 Mt of vein quartz.

VEIN GEOMETRY

Quartz veins occur as fault-fill structures (Fig. 2) predominantly in the bedding-
discordant fault segment, and to a lesser extent in the bedding-concordant fault segments.
Veins also occur as large extension vein arrays adjacent to faults in the bedding-discordant
segment of the WGFZ (Fig. 3). Individual extension veins are usually subhorizontal,
lenticular structures which extend along strike for distances up to about 10 meters and
typically have thicknesses up to 30 cm. More irregularly-shaped, branching veins are also
present. Extension veins are most abundant adjacent to individual faults in the dilatant jog
segment of the WGFZ and systematically decrease in abundance and width away from faults.
Extension veins are prominent over a maximum cross-strike width of around 50 meters in the
jog segment.



The kinematics of the WGFZ and the overall vein geometry indicate that faulting and
vein formation has occurred in a stress regime in which the far-field maximum principal
stress (01) was east-west directed and the far-field minimum principal stress (c3) was
approximately vertical. The overall fault orientation was therefore inclined at 60° - 70° to the
far-field oy.

The occurrence of steeply-dipping and irregularly oriented extension vein arrays,
together with the more usual sub-horizontal extension veins in the dilatant jog segment,
reflects the influence of local, and presumably transient changes in the stress regime during
faulting. Mechanical anisotropy of the host rocks and vein rotation, due to localised high
shear strain near some faults, has also influenced the geometry of extension veins.
However, localised curvature of some veins immediately adjacent to faults in the dilatant jog
cannot be ascribed to increasing shear strain adjacent to faults (Fig. 2b), and may indicate
rotation of stress trajectories by as much as 90° adjacent to some faults.

INTERNAL STRUCTURES OF VEINS

Extension Veins

Extension veins are composed predominantly of quartz. They usually have fibrous to
massive internal structures, but crustiform and idiomorphic fabrics also occur. Formation of
fibrous to massive extension veins has involved crack-seal growth mechanisms, with
individual growth increments ranging from 20um to 100um in thickness. Vein growth has
therefore involved hundreds to thousands of crack-seal increments.

Syntaxial and stretched-crystal types of crack-seal microstructures are present in veins
within sandstone units, whereas antitaxial microstructures are more usual in slate-hosted
veins. Crustiform and idiomorphic vein fabrics occur especially in some carbonate-rich
veins. The latter fabrics indicate a more simple, accretionary growth history that has
involved only a single stage of fracture opening and sealing. The single stage growth veins
have similar orientations to the crack-seal veins, indicating that the formation of the two vein
types was most likely broadly contemporaneous.

The delicate structures of rhythmically repeated crack-seal inclusion bands and high
crack aspect ratios (>10%) for individual crack increments indicate that the lenticular extension
veins have opened by repeated sub-critical crack growth in a regime of low driving pressures
(Cox, 1991). The single stage growth veins probably have formed in lower aspect ratio
cracks, and indicate higher driving pressures than the associated crack-seal veins. The
association of the two vein types is interpreted to reflect temporal and spatial variations in
driving pressures during the deformation history of the fault zone.

Fault-Fill Veins

The microstructures in fault-fill veins indicate that faults have been subject to a
protracted deformation history that has involved repeated cycles of fault dilation,
hydrothermal sealing and reverse slip, as well as shortening at high angles to fault surfaces.
Fault slip has probably involved both aseismic and seismic slip mechanisms.

Primary crack-seal and crustification microstructures in fault-fill veins are overprinted
to varying degrees by the effects of both brittle deformation and dissolution-precipitation
processes. Plastic deformation has been locally important. Discrete zones of pervasive shear
failure are marked by abrupt truncation of internal vein structures and the occurrence of
narrow bands of fine-grained quartz cataclasite in otherwise coarse-grained vein quartz.
Localised slip along the margins of fault-fill veins and internal wall-rock screens is indicated
by the presence of slaty cataclasites and breccias. Intense stylolitisation has also occurred at
the margins of many fault-fill veins and along the edges of internal wall-rock screens. The
occurrence of undeformed and strongly deformed vein fabrics in adjacent laminae of
laminated fault-fill veins, together with overprinting relations between these various types of
microstructures, indicate that dilation, slip, and shortening at high angles to the fault, have
been part of a cyclic process.



DISCUSSION

Fluid Pressures and Stress Regimes

The widespread development of sub-horizontal extension veins during high-angle
reverse faulting in the WGFZ indicates that faulting has occurred in a low stress difference
regime in which fluid pressures were at least transiently supralithostatic. Evidence for
repeated opening and sealing of extension veins requires that fluid pressures have fluctuated
between supralithostatic and sub-lithostatic levels during faulting. Clear evidence of repeated
episodes of dilatation and slip on the steeply-dipping, and therefore severely misoriented fault
segr(r)lents, also requires supralithostatic fluid pressures and low fault strength (Sibson,
1990).

The internal structures of the WGFZ provide valuable insights about the way in which
the mechanics of fault zones can depend on interactions between hydrothermal sealing of
faults and fluctuations in fluid pressure and shear stress during the seismic cycle. In
particular, slip recurrence intervals and the time-dependence of fault shear strength will be
particularly influenced by the relative rates of reaccumulation of fluid pressure and shear
stress after episodes of fault failure (Fig. 4).

The presence of extension veins adjacent to faults indicates that hydrothermal self-
sealing and formation of fault-valves within the WGFZ after successive shear failure events
commonly has been sufficiently rapid that supralithostatic fluid pressures have developed
before shear stresses could recover to levels high enough to induce renewed shear failure
(Fig. 5). The occurrence of irregularly-oriented vein stockworks in several parts of the
dilatant jog fault segment, and evidence for repeated dilatation of the steeply-dipping fault
segments in the WGFZ is especially significant as it indicates that supralithostatic fluid
pressures have been attained locally in an isostatic or near-isostatic stress regime. This
requires that some failure events have led locally to total shear stress relief.

The localised occurrence of steeply-dipping extension veins is inconsistent with the far-
field stress regime inferred for reverse faulting in the WGFZ. A transient change in the
orientation of the near-field o1 from its usual sub-horizontal attitude to a sub-vertical
orientation, as required by this vein geometry, may have a number of causes. One
possibility is that some failure events have resulted in dynamic overshoot and a transient flip
in the orientation of the stress-field. Alternatively, local stress reorientations can occur due to
interactions between adjacent fault segments. Transient near-field stress re-orientation can
also develop in response to wall-rock transport over non-planar fault geometries during slip
episodes. Such localised stress re-orientation is interpreted to indicate that far-field stress
diféerences have been at least transiently low during some stages in the evolution of the
WGFZ.

Comparison of the maximum rupture dimensions of the WGFZ with modern
earthquake ruptures (Sibson, 1989) indicates that individual slip increments have likely been
up to several centimeters. This corresponds to earthquakes in the M3 to M4 range and
indicates that the total displacement on the WGFZ could have involved several thousand slip
events. This number of slip events is comparable to the number of crack-seal growth
increments involved in the formation of the larger extension veins adjacent to the fault zone,
and lends support to the concept that crack-seal growth cycles correlate with individual fault-
valve cycles.

Fluid Dynamics During Fault-Valve Behavior in the Wattle Gully Fault Zone

Fault-valve behavior may have important implications for the dynamics of fluid
circulation and hydrothermal alteration in active fault zones, such as the WGFZ, which are
sites of focussed crustal fluid outflow.

Prior to failure events, upward fluid migration is impeded when low permeability
regions form within the fault zone by localised hydrothermal sealing. This promotes fluid
infiltration of the wall-rocks below pressure seals, especially when increased fluid pressures
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enhance hydrofracture dilatancy adjacent to faults (Fig. 6). Breaching of seals during fault
failure can interrupt this flow regime by transiently increasing fault permeability and thereby
causing an abrupt decrease in fluid pressure within the fault zone. Fluids that have reacted
with wall-rocks can then be driven back into the transiently lower fluid pressure fault zone.
Such effects are expected to be particularly important in the vicinity of dilatant jogs.

Fluid inclusion data so far provide only limited constraints on the magnitude of fluid
pressure fluctuations associated with fault-valve action in the WGFZ. Low salinity aqueous
fluid inclusions, from vuggy fault-fill quartz in the dilatant jog segment, homogenise in the
range 160°C to 240°C (Cox et al, in press). Provided trapping occurred at around 300°C, as
indicated by alteration mineralogy and stable isotope data, the 80°C spread in homogenisation
temperatures allows a maximum range in trapping pressures between 80 MPa and 175 MPa.
However, some of the variation in homogenisation temperatures is likely to reflect real
variations in trapping temperatures as well as trapping pressures. Substantial variations in
the density of CO3 (0.4 - 0.85 gm cm-3) in liquid CO; -bearing fluid inclusions also support
the concept that fluid pressures have varied during faulting and associated vein formation.
However, it is not clear whether these changes have been cyclic or monotonic during the
evolution of the fault zone.

In view of the arguments for fluctuations in fluid pressures in the WGFZ, it is expected
that fault-valve action could lead to distinctly different fluid migration patterns before, and
immediately after fault rupture (Fig. 7). Cyclic episodes of pre-failure fluid-rock reaction
adjacent to the fault zone, followed by immediate post-failure fluid mixing, during fault-valve
action, appear to have been key factors controlling the evolution of fluid chemistry and gold
deposition in the WGFZ (Cox et al, in press).

Fluid Volumes

Analysis of fluid budgets on the basis of the mass of quartz and gold deposited in the
WGFZ requires that a minimum of several cubic kilometers of water has been channeled up
through the structure during fault-valve activity (Cox et al, 1991a). This requires
approximately 106m3 of fluid to have migrated up through the fault during each of several
thousand fault-valve cycles.

For reasonable lifetimes of the hydrothermal system (104 - 103 years), and assuming
that near-lithostatic vertical fluid pressure gradients have been maintained, such flow rates
require a time-averaged permeability for the fault zone in the range 10-12 - 10-14 m2. Such
high values presumably reflect the transiently rapid fluid discharge through the fault zone in
the immediate post-failure part of the fault-valve cycle. The development of supralithostatic
fluid pressure compartments, albeit "leaky" ones, in response to hydrothermal self-sealing
and formation of fault-valves in the interseismic periods, requires a very much lower fault
permeability, probably less than 10-20 m2,

CONCLUSIONS

The Wattle Gully Fault Zone has been a site of localised crustal fluid outflow late
during a period of regional crustal shortening and low grade metamorphism. The internal
structures of this reverse fault indicate that its evolution has involved repeated episodes of
fault slip, fault dilatation, and growth of spatially associated extension fractures.
Hydrothermal self-sealing of the fault zone after repeated failure events has promoted fault-
valve behavior and development of transiently supralithostatic fluid pressures. Rates of
recovery of fluid pressure and shear stress after failure events are interpreted to been
important factors influencing nucleation and recurrence of failure events.

The abundance of subhorizontal hydraulic extension fractures, evidence for repeated
dilatation of steeply-dipping fault segments, and the severe misorientation of the WGFZ with
respect to the far-field maximum principal stress, all indicate that repeated fault failure has
occurred at supralithostatic fluid pressures and relatively low stress differences. The



geometries of extension veins in the fault zone indicate that some failure events have been
associated with near-total relief of shear stress and transient re-orientation of near-field
stresses.

Repeated fluctuations in fluid pressure associated with fault-valve behavior are
expected to lead to distinctly different fluid migration patterns adjacent to faults before, and
immediately after rupture events.
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Figure 4. Illustration of cyclic variations in (a) fluid pressure, and (b) shear stress (1) and
shear strength (1) as a function of time during fault-valve behavior in the WGFZ. Hydraulic
extension fractures open adjacent to faults at times t; when fluid pressure equals 63 + T (03
is the minimum principal stress, T is the tensile strength of the intact wall-rock). Shear
failure occurs at times tp. Note the strong dependence of fault shear strength on both fluid
pressure and shear stress. The fluid pressure history is influenced by several factors,
including the rate of hydrothermal re-sealing and rate of fluid recharge within the fault after
each failure event.
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Figure 5. Mohr diagram schematically illustrating evolution of eftective stress states during
a fault-valve cycle in the WGFZ. Failure envelopes for both the fault and the intact wall-rock
are shown. The fault is inclined at 70° to 1. Immediately after a shear failure event, shear
stress and fluid pressure are low (circle A). Localised post-seismic, hydrothermal sealing of
the fault zone then progressively increases fluid pressures and decreases effective stresses at
the same time as shear stresses begin to recover. Dilatation of steeply-dipping, bedding-
parallel fault segments can occur at B. Opening of hydraulic fractures at supralithostatic fluid
pressures occurs adjacent to the fault zone at C. With increasing shear stress, dilatant
fractures close and shear failure of the fault zone occurs at D.
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Figure 6.

a. Time-dependence of fluid pressure within a fault and in the adjacent wall-rocks . Slip
episodes occur at times (7 and 1.

b. Time variation of hydraulic head adjacent to a fault. As pressure seals form prior to
failure, fluid pressure in the fault zone becomes higher than in the adjacent wall-rocks at
time t; and t3. This promotes fluid migration out of the fault and into the wall-rocks.

Valve breaching and opening of dilatant jogs during failure at times tp and t4 cause fluid
pressures in the fault to drop transiently below fluid pressure levels in the nearby wall-
rocks. This causes fluids to migrate back into the fault zone where they can mix with fluids
migrating up through the fault from deeper levels.
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Figure 7. Schematic illustration of fluid migration patterns associated with cyclic fluid
pressure fluctuations during fault-valve behavior.

a. Fluid migration out of the fault beneath a pressure seal prior to a slip event.

b. Fluid migration from wall-rocks back into the fault during the immediate post-rupture
period.
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ABSTRACT

Mesothermal gold-quartz vein fields in greenstone terranes provide a record of fluid
involvement during faulting and may be products of seismic processes near the base of the
seismogenic regime. Detailed structural studies of these veins at Val d’Or in the Abitibi greenstone
belt indicate lithostatic fluid pressures and cyclic stress reversals, and support the analogy between
vein development and the earthquake stress cycle. A translation of selected gold-quartz vein
characteristics into earthquake rupture parameters, combined with vein distribution and dimensions
of the field they define, suggests that cyclic vein development was related to aftershock activity
along subsidiary structures associated with major earthquake ruptures along an adjacent crustal-
scale fault.

INTRODUCTION

Mesothermal gold-quartz vein systems provide good evidence for fluid involvement during
faulting. Their formation is interpreted to involve coupled stress- and fluid pressure-cycling, which
have been correlated with the earthquake stress cycle (Sibson et al., 1988; Cox et al., 1990;
Boullier and Robert, 1992). These veins may thus be considered as exhumed fossil products of
seismic activity and offer the possibility of studying the effects and importance of fluids along
seismically active faults, a subject of considerable interest (see Rice, 1992; Byerlee, 1993).
Considered at the district-scale, these systems may also provide insight to larger scale fluid
circulation and redistribution in the crust accompanying large earthquakes. The main objectives of
this paper are to further explore these potential links between vein formation and earthquake
processes and their implications, and to point out areas where further studies are needed.

Gold-quartz-tourmaline-carbonate (QTC) veins of the Val d'Or district in southeastern Abitibi
greenstone belt, Canada, have been structurally documented in detail and offer a good opportunity
for studying fault-related processes. The veins are well exposed in three dimensions through
numerous mines and they typify the structural character of many other gold-quartz vein deposits
and districts around the world (Eisenlohr et al., 1989; Hodgson, 1989; Poulsen and Robert,
1989). The structural attributes of these gold-quartz veins and the dynamics of their development
are first presented and serve as a basis for discussion their relations with earthquake processes.

STRUCTURAL SETTING OF GOLD-QUARTZ VEINS

Like many other gold-quartz vein districts, Val d’Or is localized along a crustal-scale, first-
order fault zone, the Larder Lake-Cadillac Fault (LLCF; Fig. 1). Such faults typically have a long
history of movement and are considered to represent the main channelways for upward migration
of deep fluids (Eisenlohr er al., 1989; Kerrich and Wyman, 1990). Within districts, however,
gold-quartz veins are rather associated with subsidiairy shear zones of second and third orders that
are developed away from the first order fault. At Val d'Or, structural and relationships indicate that
shear zones of all orders were formed (third order) or reactivated (first and second orders) during a
late increment of deformation (Robert, 1990). The presence of similar veins and gold-related
hydrothermal alteration in shear zones of all orders further indicates that they formed a district-
scale, 3-D network of interconnected shear zones as depicted in Figure 2.
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fault veins are low-displacement structures: based on a small number of adequately constrained
cases, total offsets, including any pre-vein slip, range from 0.1 to 2 m along small, discrete faults
to a maximum of 20-30 m along km-scale ductile shear zones. Fault veins hosted in discrete faults
without ductile components of deformation provide the most realistic estimates of vein-related total
slip. Assuming seismic slip only, the amount of slip related to each cycle is obtained by dividing
the total displacements by the number of slip increments recognized within fault veins. As
previously pointed out, the minimum number of slip increments along fault veins ranges from 20
to 100. Combined with intermediate values of total displacement along small, discrete faults, such
number of slip increments yield maximum displacements of a few centimetres for each slip event.

Rupture parameters crudely estimated using the above constraints, i.e. a few centimetres of
slip and rupture areas of 104-106 m2, correspond to earthquakes of M3 to M4 or less (cf. Table 1
in Sibson, 1989). Given that these rupture parameters represent maximum estimates, vein-related
earthquakes are likely to have been of smaller magnitudes. Clearly, additional studies of well
exposed fault veins should aim at documenting the number of slip increments, the total offset along
the vein, and the dimensions of the host structure and those of individual quartz laminae.

QTC vein distribution vs earthquake distribution

The magnitudes of vein-related earthquakes are relatively small compared to the large
earthquakes expected along lithospheric fault zones such as LLCF near the base of seismogenic
regime (Sibson, 1989). The relationships between expected large earthquakes along 1St-order
structures and the widely distributed, smaller vein-related earthquakes along subsidiary structures
require further investigation.

The distribution of QTC veins within the vein field at Val d’Or (Fig. 1) can be regarded as
reflecting the distribution of small earthquake events, integrated during the lifetime of the
hydrothermal system. The QTC veins at Val d’Or (Fig. 1) form a field or a cluster which is’
approximately 45 km long and 15 km across and which is located in the hangingwall of the LLCF
(Fig. 1). Such dimensions compare very well with those of clusters of aftershocks following major
ruptures along the San Andreas fault system, such as the Loma Prieta, California, earthquake of
October 17, 1989, with a cluster approximately 40 km long and 5 km across (McNutt, 1990), or
the Morgan Hill, California, earthquake of April 24, 1984, with a cluster approximately 40 km
long and 13 km across (Cockerham and Eaton, 1987). It is also important to note that in both
examples, at least some of the aftershocks occurred along subsidiary structures. The magnitude of
the vein-related earthquake estimated above, M3-4 or less, is consistent with the magnitudes of the
majority of aftershocks. This raises the interesting possibility that the individual seismic slip events
along fault veins correspond to aftershocks along subsidiary structures related to major ruptures
along the LLCF. As pointed out by Sibson (1993), changes in mean stress related to large
earthquakes along lithospheric faults induce fluid redistribution around the faults in fluid saturated
crust. Such effects may play a role in the district-scale dispersion of mineralizing fluids in the
network of interconnected subsidiary structures and should be further explored.

Duration of the cycle

Another immediate question related to the two-stage fault valve model presented here concerns
the duration of the cycle, which would broadly correspond to the duration of the interseismic
period.

Perhaps constraints could be placed from the inferred mode and rate of fracture propagation
and from the dimensions of individual ribbons dominated by crack-seal textures. As indicated
above, the delicate crack-seal structures must reflect slow, sub-critical crack growth. Individual
crack-seal-dominated ribbons typically consist of 1000 increments of an average thickness of 25
microns, and can be traced laterally up to at least 10 m. We consider that development of the entire
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ribbon takes place during a single interseismic period, rather than each crack seal increment
representing one complete cycle. The constant thickness of crack-seal increments and the constant
shape, mimicking irregularities of the crack walls, over 1000 cyclic repetitions suggest a steady-
state regime of formation. The observed lateral transition from crack-seal to open-space filling
internal structure in single ribbons further supports our interpretations: the existence of open spaces
requires that the fracture - remains open until complete filling without completely closing, hence
without Pf drop and within a single cycle .

Preliminary calculations, assuming sub-critical fracture propagation, for a typical crack-seal
layer with the parameters indicated above and using experimentally determined crack velocity (10-3
to 10-6 m.s-1, Atkinson and Meredith, 1987), indicate that a ribbon would take from tens of days
to hundreds of years to develop. Such duration of the interseismic period overlaps with the
recurrence interval of large earthquakes along lithospheric fault zones.

CONCLUSIONS

There is good evidence that mesothermal gold-quartz vein fields are fossil products of cyclic
and linked hydrothermal and seismic activity. A preliminary translation of vein-related parametres
into earthquake rupture parameters reveals many similarities of scale, dimensions and processes.
Such approach is worth pursuing with more quantitative documentation of the physical and
structural aspects of the veins and their host structures. It warrants further systematic quantitative
studies of vein parameters. Finally, it should be emphasized that these vein fields offer excellent
opportunities for exploring and studying earthquake-related processes in three dimensions and at
different scales.
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Geological evidence for fluid involvement in the
rupture processes of crustal earthquakes

Richard H. Sibson

Department of Geology, University of Otago
P.O. Box 56, Dunedin, New Zealand

Abstract: Evidence from shear zone mineral assemblages and hydrothermal veining suggests that
major fault zones act as conduits for the passage of large fluid volumes at all crustal levels. "Dry"
conditions for faulting are comparatively rare and are most likely to prevail at the time of fault zone
inception in crystalline crust. Most active crustal faults are therefore expected to operate with fluid
pressures at least at hydrostatic levels in their upper few kilometres, but there is geological
evidence that suprahydrostatic (and, locally, lithostatic) fluid pressures operate in the lower levels
of the seismogenic zone, and that fault-valve action is widespread. Incremental depositional
textures in veins suggest that flow is predominantly episodic at seismogenic depths and that a
dynamic interplay exists between earthquake faulting and fluid redistribution in the earth's crust. A
range of dilatancy pumping mechanisms, variously dependent on AT, AG, and APy, may contribute
to cyclic fluid redistribution around faults but their scale of operation and relative effectiveness at
different crustal levels remains unclear. However, it is clear that fault and fracture permeability
must continually be renewed for them to remain effective channelways, and that stress cycling acts
to modulate fluid flow in deforming upper crust affecting flow systems driven by long-term
hydraulic potentials.

There is geological evidence for mechanical involvement of fluids at all stages of the earthquake
cycle. Transient fluid pressure reductions at dilational jogs and bends may contribute to rupture
arrest, and stress-controlled fluid redistribution influences the time-dependence of aftershock and
swarm activity. The competition between creation and destruction of fracture permeability plays a
critical role in the accumulation of fluid overpressures in the lower half of the seismogenic zone,
affecting earthquake nucleation and recurrence. As a consequence of fluid pressure cycling from
fault-valve action, rheological models of fault zones and crustal shear strength profiles must also be
considered time-dependent, with integrated shear strength at a minimum prefailure but attaining a
maximum value postfailure at the end of the discharge phase.

Fluid pressure levels and fault instability
Frictional shear strength of an existing fault may be represented by a criterion of Coulomb form:

1= C+ Hs0n' = C+ Us(on - Py) (1

where C is the cohesive or cementation strength of the fault, p is the static coefficient of friction
(typically ~ 0.75), and oy, is the normal stress on the fault. Fault reactivation may thus be induced
by rising shear stress, decreasing normal stress, or by increasing fluid pressure. From the time of
Hubbert & Rubey's (1959) seminal paper on the mechanics of low-angle thrusting, it has been
clear that overpressured (suprahydrostatic) fluids play a critical role in faulting and there is now
good evidence that seismic rupturing is sometimes occurring within overpressured portions of the
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crust such as the Western Taiwan fold/thrust belt and regions of California adjacent to the San
Andreas fault (Sibson, 1990).

Processes of permeability destruction - diffusional crack-healing (Smith & Evans, 1984),
porosity destruction through solution-precipitation processes (Sprunt & Nur, 1977; Morrow et al.,
1981), and hydrothermal self-sealing of fractures (Grindley & Browne, 1976; Batzle & Simmons,
1977) - are fast-acting at T > 200°C in the lower half of the continental seismogenic zone, allowing
for complex coupling between episodes of fault failure, the creation and destruction of fracture
permeability, and fluid redistribution (e.g. Chester ez al. 1993) (Fig. 1). In such regions, fault-
valve action may be expected to occur when ruptures transect suprahydrostatic gradients in fluid
pressure and breach permeability barriers, leading to upwards fluid discharge along the transient
permeability of the fault zone and local reversion towards a hydrostatic fluid pressure gradient
(Fig. 4). Fault-valve behavior thus leads to fluctuations in fault zone permeability, fluid pressure
and strength tied to the earthquake stress cycle. Evidence for extensive fluid pressure cycling near
fault zones comes from fluid inclusion studies (Mullis, 1988; Grant et al., 1990; Parry & Bruhn,
1990; Boullier & Robert, 1992), and from local variations in very-low-grade metamorphic
assemblages associated with brittle fracturing in the upper crust (Coombs, 1993).

Possible dilatancy effects related to the fault loading cycle

The state of dilatational strain in a rock mass may be affected by variations in the levels of both
shear stress and effective mean stress, 6' = (0 - Pg). Different dilatancy mechanisms may be
grouped into those sensitive primarily to varying shear stress, AT, those sensitive to variations in
mean stress, AG, and those that are driven by fluctuating fluid pressures, APg (Table 1). At
present, the relative contributions of the different mechanisms to fluid redistribution cannot be
evaluated. A key issue, affecting the volume of fluid redistributed by dilatancy pumping, is
whether cyclic dilatational strains are localised to the material within fault zones or whether they
extend over broad regions of the surrounding crust.

More than one of the dilatancy pumping mechanisms may contribute to fluid redistribution in
any particular circumstance. To assess their relative contribution in different tectonic settings, it is
necessary to consider the coupled variation of both shear and mean stress during fault loading
(Fig. 2). In the case of a thrust fault, any dilatancy related to increasing shear stress during fault
loading is opposed by the coupled rise in mean stress, whilst any postfailure tendency for crack
closure from reduced shear stress is counteracted by lowered mean stress. In the case of a normal
fault, however, development of dilatancy during loading is favoured by both the increasing shear
stress and the coupled reduction in mean stress. Postfailure, reduced shear stress and increased
mean stress both contribute to crack closure. On these arguments, dilatancy effects throughout the
fault loading cycle should be more pronounced in extensional stress regimes.

APg-dependent hydrofracture dilatancy is widely developed in the near-surface within
extensional and strike-slip tectonic settings, but also develops in the lower reaches of the
seismogenic zone in compressional regimes that are overpressured to lithostatic levels as an
accompaniment to extreme fault-valve action. Localisation of hydrofracture arrays to the
immediate vicinity of fault zones suggests that the fault zones themselves are the principal conduits
for migration of overpressured fluids (Cox et al. 1991).

Rupture nucleation
The simple Coulomb criterion for frictional reactivation (eqn. 1) has been shown to be applicable to
several cases of induced seismicity occurring in the top few kilometers of the crust (Nicholson &
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Wesson, 1990). Its validity may well extend throughout the seismogenic zone, but fault failure at
depth may also be affected by other fluid-related processes such as subcritical crack growth by
stress corrosion, which allows time-dependent failure at constant stress (Das & Scholz, 1981).
However, when repeated rupturing accompanied by valving action occurs in fluid-overpressured
crust, the period prefailure is a time of increasing fluid pressure as well as shear stress, both of
which contribute to fault instability and rupture nucleation (Figs. 1 & 3). In the case of severely
misoriented faults, frictional mechanics suggests that it is the accumulation of fluid pressure to
meet the necessary condition, Pf> 03, that is the actual trigger for rupture nucleation (Sibson,
1990).

TABLE 1 - Postulated Dilatancy Mechanisms

MECHANISM PRIMARY REFERENCE
SENSITIVITY
HIGH-STRESS MICROCRACK DILATANCY - At Nur, 1972
at high (o1 - 03) Scholz et al., 1973
LOW-STRESS MICROCRACK DILATANCY - AT Crampin et al., 1984
from subcritical crack growth at low (61 - 63)
'SAND-PILE' DILATANCY - AT Nur, 1975
under low (61 - 03)
EXISTING JOINT/FRACTURE DILATANCY At &/or AG ? Nur, 1975
Ao COMPACTIVE EFFECTS - Ac Sibson, 1991
in highly fractured or porous material
HYDROFRACTURE DILATANCY - AP; Sibson, 1981
under low (07 - 03) & high P¢
GRAIN-SCALE PARTICULATE FLOW - AP¢ Cox & Etheridge, 1989
under high Prand low G'

Rupture propagation
There is geological evidence for several fluid-related effects linked to rupture propagation in fluid-
saturated crust. Rapid slip transfer across dilational fault jogs and bends leads to abrupt localized
reductions in fluid pressure and hydraulic implosion of wallrock into cavity space (Sibson, 1985).
Despite high anticipated levels of power dissipation during seismic slip (210 MW/m2),
pseudotachylite friction-melt is comparatively rare in exhumed fault zones. The feedback
interaction between temperature and pore-fluid pressure (Sibson, 1973; Lachenruch & Sass, 1980;
Mase & Smith, 1987) may account for the scarcity of this material. Provided the fault zone
contains comparatively impermeable material, the first increments of frictionally generated heat
during slip are sufficient to boost fluid pressure and lower kinetic shear resistance to an extent that
further heat generation is minimized. 'Clastic' dikes of gouge leading off slip surfaces may be
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diagnostic of these transient fluid overpressures. Development of transient fluid overpressures
behind the rupture front, before loss through hydrofracturing, provides one mechanism for the
drastic slip-weakening and healing processes inferred to accompany rupturing by Heaton (1990).

Earthquake swarms

Hill (1977) attributed earthquake swarms to the migration of fluids through a 'honeycomb mesh'
of interlinked shear and extensional fractures. In such systems, the passage of hydrothermal fluids
triggers a cascade of minor shear ruptures accounting for the high b-value character of swarm
activity. At other than very shallow depths, swarm activity is probably diagnostic of fluid
overpressures. Field exposures document the existence of such fault/fracture meshes, best
developed in extensional/transtensional tectonic settings, over a broad range of scales.

Rupture arrest and aftershock activity

Rupturing of an irregular fault surface leads to abrupt postfailure changes in mean stress localised
around the structural irregularities (Segall & Pollard, 1980), with redistribution of fluids from
areas of raised to areas of lowered mean stress (Nur & Booker, 1972; Li et al. 1987). Fluids are
driven out of compressional jogs and bends where mean stress increases postfailure, while the
most intense fluid influx, coupled with aftershock activity, is concentrated in regions of sharply
reduced mean stress such as dilational jogs and bends. At these dilational sites, rapid slip transfer
during rupture propagation causes abrupt local reductions in fluid pressure below ambient
(hydrostatic?) values. In some instances, the induced suctional forces may lead to rupture arrest
(Sibson 1985). Differing rock mass permeabilities can potentially account for variations in the
time-dependence of aftershock sequences.

Dilational fault jogs and bends thus act essentially as suction pumps and are often characterised
by multiply recemented wallrock breccias resulting from repeated hydraulic implosion, providing
evidence for abrupt imbalances in fluid pressure. Larger dilational structures typically comprise a
fault/fracture mesh of extension veins, implosion breccias, and subsidiary shears.

Controls on earthquake recurrence

The cycling of fluid pressures through the earthquake cycle as a consequence of fault-valve action
may greatly influence recurrence behaviour (Fig. 3). Rather than being determined solely by the
accumulation of shear stress to a "fault strength” that stays constant with time, as in the strictly
periodic and time-predictable recurrence models, both shear stress and fault strength change
through the interseismic period so that recurrence is determined by the intersection of rising shear
stress with decreasing fault strength as fluid pressures reaccumulate.

General Fault Zone Model

A range of models accounting for the generation and maintenance of fluid overpressures in
transcrustal fault zones have recently been proposed to explain the apparent weakness of the San
Andreas and other major fault zones. A key issue in the different models is whether the high fluid
pressures are derived from the fault zone acting as a migratory conduit for overpressured fluids
(Sibson, 1990; Rice, 1992), or whether the overpressures are continually regenerated from
essentially the same fluid volume during cyclical loading (Byerlee, 1990, 1993; Sleep & Blanpied,
1992). The development of extensive hydrothermal veining in fault zones, especially the gold-
quartz mineralisation precipitated at structural levels corresponding to the lower half of the
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seismogenic zone, provides geological evidence that fault zones, in at least some circumstances,
are acting as migratory conduits for the passage of substantial fluid volumes (Cox et al. 1991).

If fluid overpressures and associated fault-valve action leading to fluid pressure cycling are as
widespread as evidence is beginning to suggest, then fluid pressure gradients within transcrustal
fault zones must be regarded as time-dependent, affecting the shear resistance profiles derived from
rheological modelling. Figure 4 is an attempt to illustrate the effects on rheology and fault strength
for a transcrustal fault zone that are likely to arise from fluid pressure cycling associated with fault-
valve action. Both the depth and amplitude of the peak shear resistance become time-dependent.
In addition, the integrated strength of the fault zone is at a minimum prefailure and reaches its
maximum value at the end of the postfailure discharge phase, before self-sealing occurs and fluid
pressure starts to reaccumulate.

Conclusions

Aqueous fluids play a role in rupture nucleation, propagation, and arrest, and in the time-dependent
character of aftershock and swarm activity. Much seismic faulting occurs in fluid-overpressured
crust. Faulting then leads to complex interactions between stress cycling, the creation and
destruction of permeability, and fluid flow, that need to be incorporated into general models of
fault zone rheology and strength. Much more detailed information is needed on values of
permeability in and around fault zones, the distribution of impermeable barriers, the localization of
fluid overpressures, and the relative effectiveness of the various dilatancy pumping mechanisms.
A principal goal must be increased understanding of the chemical and physical factors controlling
the creation and destruction of permeability at different crustal levels.
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Figure 1 - Synoptic diagram of fault-valve activity, illustrating the dependence of fault failure on
both stress and fluid pressure cycling (after Sibson, 1992).
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Fluids and Faulting:
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Abstract

At Parkfield, along the locked-to-creeping transition of the San Andreas fault
in central California, source mechanisms and the development of some earthquake
sequences reveal interesting features with important implications for the mechanics
of fault failure. Temporal and spatial patterns of some clustered earthquakes reveal
a structure in which the events start at a point and proceed to spread outwards, usu-
ally horizontally in one or both directions along the fault zone. Some clusters occur
in the form of en echelon trends at an angle to the San Andreas fault, suggestive of
the tension gash arrays observed by structural geologists and perhaps of wing
cracks. Seismic P- and S-wave radiation and near-field moment tensor inversions
of clustered earthquakes permit a measurable component of tensile (CLVD) motion,
while there is some evidence that non-clustered earthquakes are pure shear failure.

These observations of the spatial-temporal evolution of cluster patch rupture
and the source mechanisms of both clustered and non-clustered earthquakes can be
construed as support for the growing number of conceptual models which involve
crustal fluids at pore-fluid pressures that fluctuate between low and high throughout
the earthquake cycle. These models predict certain patterns for the development of
rupture and types of earthquake source mechanisms that can be used to test compet-
ing models for rupture initiation.

We examine a plausible model for fluid-controlled seismicity at Parkfield in
which microearthquake clusters are proposed to represent small localized ’pods’ of
fluctuating pore-fluid pressure. Throughout the earthquake cycle, the pressure
within a pod gradually increases, due perhaps to the inexorable volumetric strain in
the fault zone, to decreasing permeability in fluid flow paths, heating effects, dehy-
dration, etc., until the pressure approaches lithostatic. At this point, the cluster patch
is weaker than the surrounding fault zone, and it fails in a process initiated with a
central fluid-driven event (not unlike a hydrofracture) that triggers shear failure on
the pre-stressed fault surface and is followed by a diffusion of failure outwards in
conventional shear-source microearthquakes, to distances typically as far as 200 m
but in some cases as much as two kilometers from the initiating failure. Non-
clustered earthquakes, in this failure model, occur at ’conventional’ strong asperities
by mechanisms that do not require a major role for fluids. We present some obser-
vations of microearthquakes at Parkfield that support this conceptual model.
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1. Introduction

When the U.S. Army was injecting waste fluid at high pressure into a deep
well at the Rocky Mountain Arsenal near Denver, Colorado during the 1960s, a
rash of local earthquakes triggered serious consideration of the possible role of
fluids in the faulting process. A field experiment (Raleigh et al., 1976) to test the
causal role of the decrease in effective normal stress on the faults at depth, due to
the increased pore-fluid pressure, in the triggering of the earthquakes showed con-
clusively that the occurrence of earthquakes can be controlled by modulating the
fluid pressure in a fault zone.

At about the same time, measurements of heat flow across the San Andreas
fault were failing to reveal a significant anomaly centered over the fault (Henyey,
1968; Henyey and Wasserburg, 1971; Lachenbruch and Sass, 1973). This was con-
trary to what was expected from laboratory rock mechanics experiments of friction
and failure. In a fractured rock, as we may envision the crust surrounding the San
Andreas fault to be, frictional sliding will occur on the fractures at a level of stress
below the fracture strength of intact rock. Laboratory experiments for precut rock
samples indicated that this frictional strength is about 100 MPa, under pressure and
temperature conditions believed to be obtained in the upper crust (Byerlee and
Brace, 1968, 1969; Byerlee, 1970). However, the absence of any detectable heat
flow anomaly over the fault constrains the fault shear stress to be an order of mag-
nitude lower, in the range of 10 to 25 MPa (Brune ez al., 1969), implying an unex-
pectedly low coefficient of friction on the fault (less than 0.1), much lower than the
0.6 to 0.8 of Byerlee’s law.

During the Cajon Pass Drilling Project in the 1980’s, the maximum principal
compressive stress at depth near the San Andreas fault was found to be nearly per-
pendicular to the fault, implying a very small resolved shear stress on the fault
(Zoback et al., 1987). This finding is in conflict with laboratory observations of the
mechanics of intact rock, in which the maximum principal stress is oriented at a
small angle (25 to 30 degrees) to the slip plane; however, a long-lived large-
displacement structure with a kinematically-controlled stress field, such as the San
Andreas fault, can slip under a maximum principal stress oriented at a steeper angle
to the plane. The characteristics of various geological structures found along and
adjacent to the San Andreas fault offer strong support for a steeper, near-normal
orientation of the maximum principal stress near the fault. Numerous anticlines,
synclines, and thrust faults strike parallel to the fault, indicating a significant
amount of compression perpendicular to the fault. Other stress indicators, such as
borehole breakouts, provide evidence that the maximum principal stress direction is
oriented at a high angle to the fault.

The absence of a fault-centered heat flow anomaly and the fault-normal orien-
tation of the maximum principal compressive stress along the San Andreas fault
suggest that the fault is weak. Two possible explanations are that either the fault
zone is composed of very weak (low friction) material, presumably fault gouge, or
fluids under high pressure are present within the fault zone. The weakest gouge
mineral likely present along the San Andreas fault in significant quantity is
montmorillonite clay, but this has a coefficient of friction of >0.2 (Radney and
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Byerlee, 1988), double the value constrained by the heat flow data. It is highly
improbable that this clay is present in sufficient quantity to dominate the frictional
strength of the fault and result in an average fault friction coefficient of around 0.2.

Anomalous fluid conditions remain as the most plausible mechanism for the
weak fault. Fluids within the fault zone at sufficient volume and pressure result in
low effective normal stress on the fault, allowing the fault to slip under low
resolved shear stress and explaining the lack of a heat flow anomaly.

In this paper, we first review some of the evidence for fluids at high pore pres-
sure in the crust and some of the models in which fluids under high pressure within
fault zones exert significant control on fault slip and the nucleation of earthquakes.
Building on this background, we use new high-resolution microearthquake observa-
tions at Parkfield to present some suggestive evidence for the involvement of fluids
in the faulting process there, along the transitional stretch of the San Andreas fault
from locked to creeping behavior that produces repeating M6 earthquakes.

2. Evidence and Observations of Fluids and High Pore Pressures in the Crust

There is evidence for the presence of fractures in the upper 10 or 20 km of
Earth’s crust. To depths of 5 to 10 km, there are both direct observations of frac-
tures in mines and drill holes, and inferred evidence, based on electrical and fluid
conductivity measurements, which argues for interconnecting, fluid-filled fractures
to these depths (see Brace, 1972, for a summary). A crustal permeability study
(Brace, 1980) argues for high conductivities down to 8 km, and deep resistivity
measurements (Nekut et al., 1977) push the case for water-filled, interconnected
crustal fractures down to 20 km.

Evidence for fluid pressures well above hydrostatic at crustal depths greater
than a few kilometers is plentiful and varied. For example, there are borehole
measurements of high fluid pressures in various tectonic regimes, including sedi-
mentary basins, accretionary prisms, and crystalline basement (Fertl et al., 1976;
Yerkes et al., 1990; Davis et al., 1983; and Kerr, 1984). Fluid pressure increases
from hydrostatic to 90 percent of lithostatic between 2 and 5 km depth in sedimen-
tary basins adjacent to major active strands of the San Andreas fault system (Berry,
1973; Yeats, 1983; Yerkes et al., 1985; Sibson, 1990a). Berry (1973) describes an
extensive (250-315 km in length) geographic region in which pore-fluid pressures
within the Franciscan and Great Valley sediments reach near-lithostatic values. It is
generally expected that in regions of prograde metamorphism at depth, fluid pres-
sures approach lithostatic (Etheridge et al., 1983).

3. Hypotheses and Models for Fluid-Controlled Fault Slip

Several hypotheses and associated phenomenological models have been put
forth in which fluids and high pore pressures within the crust play a critical role in
the mechanics of fault slip and the nucleation of earthquakes. Reported

41



observations in the early 1970s of temporal variations in seismic wave velocities
prior to earthquakes featured a decrease in the ratio of P-wave to S-wave velocities
(Vp/Vs), followed by an increase preceding a number of earthquakes (Nersesov et
al., 1969; Sadovsky et al., 1972; Whitcomb et al., 1973; Scholz et al., 1973). To
explain the phenomenon by known laboratory experimental results, Nur (1972) pro-
posed a dilatancy-diffusion model, in which the increasing stress in the nucleation
zone resulted in dilatancy of the rock, causing a decrease in Vp, and thus in Vp/Vs.
As water flows into the dilated zone, Vp/Vs increases as pore pressure rises until it
reduces the effective normal stress to the point that rupture takes place.

Another mechanism for earthquake failure involving fluids was put forth by
Raleigh (1977). Following suggestions that frictional sliding leads to melting on
the fault surface (Jaeger, 1962; McKenzie and Brune, 1972; Richards, 1976),
Raleigh calculated the frictional heating during fault motions and concluded that the
resulting rise in temperature is sufficient for the dehydration of clays and other
hydrous phases in fault gouge. The water released during dehydration increases the
pore pressure which can result in earthquake rupture. Lachenbruch (1980) con-
sidered pore fluid expansion due to frictional heating on the fault.

Sibson (e.g., 1992) has proposed that faults behave as fluid-pressure activated
valves, allowing hydrofracturing of the rock in the fault zone. In his model, faults
during the interseismic period are highly impermeable and act as pressure seals until
the pressure exceeds the strength of the rock and failure can occur. The seismic
rupture that takes place dramatically increases the permeability of the fault zone, so
that the fault becomes a channel for fluid flow and the discharge of fluids from
depth.

Models proposed by Byerlee (1990, 1993) and Rice (1992) call for distinct
differences between the state of stress within a weak fault zone and that within the
adjacent country rock and explain how this spatially varying stress tensor is compa-
tible with the requisite high pore pressures that explain the absolute and relative
weakness of the San Andreas fault. In their shear-failure models the magnitude of
the minimum principal stress is everywhere greater than the high fluid pressure
within the fault zone, precluding hydrofracture.

We investigate the above suite of proposed fluid-controlling processes in fault-
ing using high-resolution microearthquake observations. An extensive data set of
this type has been collected along the San Andreas fault zone in central California,
and we now explore the models with those data.

4. Hypothesis Testing Using the High-Resolution Data at Parkfield

At Parkfield, in central California, the 10-station borehole-installed network of
3-component sensors has produced 7 years of data that may help to discriminate
among the various proposed theories for the role of fluids in controlling fault-zone
properties and failure conditions. A 30-km segment of the fault in the vicinity of
the presumed M6 nucleation zone is being studied in fine detail. In this section, we
review the following three lines of investigation which are pertinent to the role of
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fluids in the faulting process:

1. three-dimensional P- and S-wave velocity structures;
2. temporal and spatial patterns of seismicity; and,
3. earthquake source mechamsms.

For each of the above, we describe the general observations and discuss or
propose fluid mechanical models for seismicity and earthquake nucleation, in the
context of the observations. For the latter two topics, we present our ongoing
investigations for testing the proposed models of fluid involvement in the mechanics
of fault slip at Parkfield.

4.1 Velocity Structure

4.1.1 Observations

The three-dimensional velocity structure at Parkfield has been determined by
the joint inversion for hypocenter locations and independent P- and S-wave models
using the high-resolution borehole network data at Parkfield (Michelini and
McEvilly, 1991) and by a similar inversion for the P-wave velocity structure using
Calnet data (Eberhart-Phillips and Michael, 1993). The combined P and S velocity
structure reveals two salient features (Figure 1; the coordinate system of this and all
subsequent maps is defined with respect to the velocity inversion model: x is posi-
tion (in km) northeast across the fault, y is the position (in km) northwest along the
fault, and z is model depth (elevation) (in km), which is one kilometer shallower
than true depth. The point (x,y,z) = (0,0,—1) is the location of the epicenter of the
1966 mainshock.) First, in the locked segment of the fault (to the southeast), a rela-
tively high P- and S-velocity body, with normal Vp/Vs ratio, is present southwest of
the San Andreas fault below 5 km depth. The P and S velocities of 6.6 and 3.6
km/s appear too high to be the granitic Salinian block. This high-velocity body
seems to control the mode of deformation, the seismicity pattern and the extent of
rupture in larger events, a role similar to that proposed for a deep high-velocity
body at Loma Prieta (Michelini, 1991; Foxall, 1992; Foxall et al., 1993). The P-
wave velocity model of Eberhart-Phillips and Michael (1993) also includes a high
velocity body in the vicinity of that found by Michelini and McEvilly (1991).

The second notable feature in the 3-D model has relevance for the role of
fluids in crustal processes. This is the region of high Vp/Vs ratio (about 1.9), local-
ized within the fault zone at a depth of 8 km and extending from the 1966
mainshock focus southeastward about 5 km into the 1966 rupture zone. The dimen-
sions of the high Vp/Vs anomaly are close to the model resolution from the inver-
sion process. Within these limits, the zone is clearly a flattened ellipsoid within the
fault plane, elongated in the southeast-northwest direction of the fault. Maximum
dimensions (based on the 1.9 ratio contour) of the zone appear to be 5-7 km by 3
km within the fault zone and perhaps 1 km wide normal to the fault. The anomaly
lies within the region of depressed P- and S-wave velocities characteristic of the
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fault zone but seems to be caused by a relatively greater reduction of the S-wave
velocity in the localized zone. Eberhart-Phillips and Michael (1993) also find a
region of low P velocity which is quite extensive (30 km x 50 km) and has its
greatest intensity localized in the region of the high Vp/Vs anomaly of Michelini
and McEvilly (1991).

The high Vp/Vs anomaly is located in the same general area that has shown a
progressive velocity change in the coda of waveforms in the Vibroseis monitoring
experiment (Karageorgi et al., 1992) and has become a major focus of intense study
at Parkfield. It is tempting to associate it with anomalous conditions related to the
nucleation process of the M6 earthquake.

4.1.2 Models: Possible Explanations for the High Vp[Vs Anomaly

Computational artifact. 1t is possible that the high Vp/Vs anomaly is simply
an artifact of the computation, but formal resolution in the numerical inversion
problem is reasonably good in that region compared to elsewhere in the model
volume (Michelini and McEvilly, 1991). Thus, there is no reason to suspect a
localized systematic error.

Shear-wave anisotropy. S-wave anisotropy is known to exist in the fault zone
at shallower depths (Varian well VSP survey and Vibroseis monitoring program,
e.g., Daley and McEvilly, 1990; Karageorgi et al., 1992) and is best explained as a
fault-zone fabric effect, with a horizontal axis of symmetry normal to the fault. To
produce the localized S-wave velocity reduction by selective birefringence requires
a contrived combination of S-wave polarizations and propagation directions unique
to the anomalous zone. In addition, this peculiarity must apply to S waves from
sources below the anomalous zone along the entire southeast-northwest section of
the fault zone, comprising a wide range of ray paths. Furthermore, less than 10%
anisotropy is seen at the shallower depths, whereas the anomalous S-wave velocity
suppression is more than 15%. Of course, there may well be a component of S-
wave anisotropy contributing to the anomaly, but it is not likely to explain both the
Vp and the Vs anomalies.

Extensive saturated fractures. This is a real possibility, if open fluid-filled
fractures can exist at depths of 5 to 10 km within fault-zone materials (a deep
equivalent of gouge, yet having lower velocity than normal crustal constituents at
those depths). The anomalous Vp/Vs zone at Parkfield is the presumed nucleation
region of an M6 earthquake probably late in its recurrence cycle and, as such, may
be highly fractured due to dilatancy.

High pore-fluid pressure (with or without fractures). Our favored explanation
for the anomalously high Vp/Vs zone is that the region is overpressured. Eberhart-
Phillips and Michael (1993) also suggest high fluid pressure as the cause of their
low P-wave velocity region, within which the high Vp/Vs zone resides. They point
out that very low resistivity, lack of a low gravity signature, and highly magnetic
material (probably serpentinite) above the low-velocity feature are also consistent
with high fluid pressure in this area. Porosity of the rock may exist as fractures or
as diffuse intergranular space (or both). Elevated pore pressure will significantly
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decrease the S-wave velocity, but will cause only a small decrease in the P-wave
velocity, resulting in a high Vp/Vs (Nur, 1972). High pore pressure has been docu-
mented along the San Andreas fault at shallow depths (less than about 4-5 km, e.g.,
Berry, 1973; Sibson, 1990a). At seismogenic depths, plausible mechanisms for
increasing the pore pressure include permeability and porosity reduction as a result
of the inexorable volumetric strain of relatively weak fault-zone material due to
fault-normal compression, decreased permeability in fluid flow paths, thermal
expansion of fluids due to frictional heating, dehydration of clay minerals, etc. The
possibility of such mechanisms operating at observable rates in the Parkfield nuclea-
tion zone has made the Vp/Vs anomaly a prime target in the monitoring program
for premonitory change, using both clustered microearthquakes and the Vibroseis as
highly repeatable sources of P- and S-wave illumination of the anomalous zone.

4.2 Spatial and Temporal Characteristics of Seismicity

4.2.1 Observations

Seismicity at Parkfield from 1987 through 1992 is distributed along the central
30 km stretch of the fault containing the Middle Mountain nucleation zone of the
M6 earthquakes (Figure 2). The distribution of earthquakes during this period is
consistent with the long-term pattern of seismicity evident since 1970, as described
by Bakun and Lindh (1985) and Poley et al. (1987). Hypocenters are limited
mostly between depths of 2 and 12 km. The general patterns of seismicity, includ-
ing relatively quiet ’gaps’, areas of high concentration of earthquakes, and regions
of more diffuse activity, has been largely stable from year to year (Figure 3)
(Nadeau et al., 1993). However, there appears to be some evidence for migration
of activity northwestward from y = -3 km into the nucleation zone of the M6 and
M4.7, beginning in 1989 and culminating in the October 1992 M4.7 and the
November 1993 M4.8 sequences that filled the gap from y =-3 to y =+3 km
through the M6 nucleation zone at 8-10 km depth. The patterns of both the back-
ground seismicity and the dense concentrations of activity, as observed by the
high-resolution network since 1987, seem related to various features of the velocity
model (for example, the high velocity body and the high Vp/Vs region), to the 1966
hypocenter and rupture zone, and to the overall fault zone transition from locked to
creeping behavior across the nucleation zone (Foxall, 1992).

Very fine-scale concentrations of earthquakes also occur, almost anywhere
along the seismically active part of the fault. These clusters typically have dimen-
sions of 100 to 200 m and consist of anywhere from 2 to 20 or more earthquakes,
with interevent times from 2 seconds to 4 years or more (Nadeau et al., 1993).
About 80 clusters have been identified in the period 1987-89, and although they
occupy only a fraction of the total fault surface (about 1-2%) that will likely slip in
the M6 event, they represent about 50% of the earthquakes recorded and a
significant amount of the seismic energy. For example, the M4.7 of October 1992
is the mainshock member of a cluster with 12 members identified to date, having
magnitudes as small as -0.5 (Johnson and McEvilly, 1992). This fine-scale
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clustering in microearthquake occurrence is a fundamental characteristic of the
fault-zone dynamics at Parkfield and bears on the mode of seismic strain release
along that stretch of the fault.

Using a cross-correlation/cross-spectrum technique, relative timing of the P and
S arrivals among cluster members can be obtained to sub-sample timing (i.e., to less
than 2 ms), resulting in relative locations accurate to about 5 to 10 meters. This
has provided a very detailed picture of the rupture process in these fault zone
patches, within which successive seismic failure occurs with an interevent spacing
of meters to tens of meters, spanning an ultimate extent of 100 to 200 meters for
most clusters of highly similar events.

After applying this high-resolution relocation process to some of the clusters,
we find intriguing geometrical structure at sub-cluster size, suggestive of intricate
slip processes. In several of the clusters analyzed to date, we find what appear to be
en echelon lineations of hypocenters. Figure 4 shows two such clusters. The first
(Figure 4a) appears to consist of two en echelon strands 50 m apart and 100 m
long, as well as a third roughly equidimensional (within the resolution of the loca-
tions) sub-cluster. The cluster shown in Figure 4b may show two en echelon seg-
ments about 70 m apart and 100 to 200 m long, although the sparse distribution
within this particular cluster precludes more definitive statements. In Figure 4, the
en echelon segments are rotated about 40 degrees clockwise from the N4SW local
strike of the San Andreas fault, which lies parallel to the y—axis.

4.2.2 Models of Fluid Involvement in Clustered Microearthquakes

In one hypothetical model for fluid-controlled fault slip at Parkfield, the clus-
ters of concentrated seismic slip represent localized ’pods’ of high fluid pressure.
We can imagine the fault zone to consist of a complex distribution of separate
hydrologic domains, much as Byerlee (1993) proposed. Observed in deep oil reser-
voirs, fluid domains are seen to be disconnected, seal-bounded fluid compartments
of various dimensions, porosities, and pore-fluid pressures. An analogous model for
seismicity at Parkfield, both clustered and non-clustered, calls for the discretization
of the fault zone into fluid domains. The small clusters of earthquakes, especially
those consisting of nearly coincident, highly similar members within small volumes
(less than about 200 m), have potential for discerning fine-scale patterns of fault
zone slip and yielding evidence for the existence of domains and how they change
through space and time. The repetitive nature of the sources concentrated within
the clusters (on time scales ranging from minutes to days to years) suggests a
modulating local effective stress. In this model fluid injection, generation, or
compression causes increasing pore pressure within a cluster pod until the fluid is
forced out of the pod as a hydrofracture. The initiating hydrofracture may be lim-
ited to the very first break of the fault patch, and the event may grow immediately
into a conventional shear failure. Alternatively, an initiating event in a sequence
may be substantially tensile failure. In either case, the resulting fault slip creates
increased fracture permeability and porosity, draining fluids from the patch, increas-
ing the effective normal stress and inhibiting further slip. During the interseismic
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period, fracture permeability is reduced by, for example, mineral precipitation seal-
ing the compartment or by volumetric compressive strain, or perhaps the fluid pres-
sure is increased by thermal expansion or dehydration, allowing failure to occur in a
cyclic manner until the anomalous fluid concentration dissipates or migrates to
another, hydrologically more attractive, patch on the fault.

A second model reverses the above pathology of cluster patch failure, defining
clusters as strong, relatively dry patches distributed throughout an otherwise fluid-
weakened fault zone that is largely aseismic at the microearthquake scale. Stated
briefly these two models are:

Model 1. Earthquake clusters occur in weak (saturated and overpressured)
patches and the surrounding fault zone is strong (relatively dry);

Model 2. Earthquake clusters occur in strong (relatively dry) patches and the
surrounding fault zone is weak (saturated and overpressured).

Schematic diagrams of these two models are presented in Figure 5. The first
model predicts that as the fault zone undergoes increasing strain, pore pressure in
the cluster patches will increase until the effective normal stress is small enough
that the patch can slip. This would force the fluid from the patch into the relatively
more dry and stronger surrounding regions of the fault zone, a process which would
manifest itself as an outward propagation with time of the earthquakes in a cluster
patch, with some tensile (hydrofracture) component, at least in an initial event of a
sequence.

There are two variations of Model 2. If in the second model the mechanism
for patch rupture is fluid-dominated (as depicted in Figure 5), then as the fault zone
accumulates strain, fluid in the surrounding fault zone would be forced into the rela-
tively drier cluster patches, decreasing the effective normal stress on the patch pro-
gressively inwards toward the center of the patch, allowing the patch to slip under
shear as it does so. However, this model does not require a dominant fluid mechan-
ism. In a second variation on Model 2, the patches represent conventional strong
asperities which fail without the influence of effective normal stress reduction
through increased fluid pressure. The patch weakens by some other mechanism
(e.g., stress corrosion, strain weakening, etc.) and subsequently fails dynamically as
a common shear failure. This variation of Model 2 is also the basic model for the
failure of non-clustered earthquakes at Parkfield.

These contrasting models for fault zone slip can be tested with the fine-scale
microearthquake occurrence patterns within individual clusters of events (next sec-
tion). In addition, there should be detectable differences between the source
mechanisms of the initiating cluster events of Model 1 and those of both variations
of Model 2. Model 1 failure would involve some component of hydrofracture,
while patch failure in either variation of Model 2 would be accomplished by a com-
mon double-couple shear mechanism. Non-clustered earthquakes would also fail
with double-couple shear motion (see Section 4.3). There may be a difference in
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stress drop between the three models of failure. Depending on the fraction of shear
stress relieved (which would depend on the slip-locking process) and on the area
involved in a given slip amplitude (which may depend on the size of the pod or
asperity), the model mechanisms may differ in stress drop.

4.2.3 Testing the Models: Observations of the Evolution of Cluster Patch Rupture

In an attempt to test the models, we have been investigating geometrical, tem-
poral and mechanistic properties of the clustered earthquakes and their surrounding
environment within the fault zone. For the present work, we consider any spatially
and temporally related set of earthquakes as clusters. With such a definition, the
clusters we have admitted are anywhere from 100 m to a couple kilometers in spa-
tial extent, but of short duration (hours to days).

We start by considering the spatial and temporal evolution of cluster failure.
The locations we use are those from the Parkfield high-resolution catalog (located
using the 3-D velocity model). Repicking and careful relocations (fixed-station set,
same phase weights, etc.) result in a shift of the entire pattern by an amount less
than about a kilometer, but the relative locations retain their patterns to 10-20 m. It
may be possible to improve incrementally the full cluster data set by such work,
which is underway.

Figure 6 shows the activity starting with the M4.7 mainshock in October 1992,
followed by its immediate and some of its later aftershocks, plotted as a function of
time ¢ versus each of x, y, and z, the three orthogonal directions defining the fault
plane (as in Figures 1 and 2). The cluster in Figure 6 is the largest-scale cluster we
have examined to date, and it shows the general features we have observed in
numerous clusters. Clusters seem to start at some point on the fault and with subse-
quent earthquakes they tend to spread out from this point with time, usually hor-
izontally along the fault, but sometimes also in depth or across-fault. Many clusters
then experience a burst of activity at a later time back in the center of the patch,
near where the initial rupture took place. In the cluster shown in Figure 6, the first
earthquakes occurred at time ¢ = 92.804 (decimal year; October 20, 1992 at 05:28
UTC) in a tight group at a position of about y = —3 km along the fault, x = -2 km
across the fault, and a depth of 10 km (z = -9 km); the initiating event was the
M4.7 mainshock. From here, activity spread outward in both directions along the
fault (+ and — y directions, i.e., northwest and southeast) and shallower and deeper.
This activity was followed by a burst of aftershocks at t = 92.821 (October 26)
near the first-ruptured region; this set of aftershocks repeated the general pattern by
propagating simultaneously to the northwest and southeast (X y) along the fault.
Figure 7 shows this second burst in more detail. The sequence terminated about a
day later at ¢+ = 92.823 (October 27) with a few earthquakes in the center of the
patch that was ruptured the previous day.

Figures 8, 9, 10, and 11 present four other clusters which show the same types
of rupture behavior with time. In some cases, the first-ruptured portion of the patch
remains active (Figure 8); other clusters propagate only outwards but culminate with
a burst in the vicinity of initial rupture (Figures 7 and 9), and the two clusters
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shown in Figures 10 and 11 grow monotonically outwards. The earthquakes of
these sequences usually spread horizontally along the fault in one or both directions,
but sometimes they propagate in depth also. The cluster shown in Figure 10 grows
downwards and to the southwest, perpendicular to the main fault, for about 1 km,
perhaps along a conjugate fracture plane (an en echelon trend?), at a high angle to
the San Andreas fault.

The propagation characteristics of these clusters do not reliably demonstrate
the flow of fluid outwards from the patch centers as overpressurization and subse-
quent fault slip takes place, but it is an admissable process. An alternative mechan-
ism, of course, is that the clustered earthquakes are triggered by the outward propa-
gation of stress pulses due to the release and redistribution of strain energy from the
previous earthquakes.

4.3 Source Mechanisms

4.3.1 Motivation and Models

Our exploration of these hypotheses for the role of fluids in the nucleation of
both the M6 and the small clusters of earthquakes is motivated in large part by the
likely effect of fluids in shaping the velocity structure, in particular the region of
high Vp/Vs. In addition, the spatial and temporal evolution of clustered events and
their repetitive nature are suggestive of the diffusion of water and microearthquakes
outwards from the cluster center, and of a cycling in effective stress within the clus-
ter patch, respectively. Furthermore, while most of the first motion mechanisms
determined for earthquakes along the San Andreas fault tend to be strike-slip shear,
we have found that the initiating events of two of the clusters (Figures 7 and 11)
indicate mostly normal faulting motion, which may be indicative of a tensional
(hydrofracture) component of motion, although one of those events could also be fit
by a strike-slip mechanism. These characteristics argue for the first (weak patch,
high pore-fluid pressure) model of earthquake cluster failure (Model 1; Figure 5).
This model is likely to involve a failure process which is initiated with a central
fluid-driven high stress drop hydrofracture event. The spatial patterns in the clus-
ters suggest a complexity in the faulting process at Parkfield that may involve a
range of slip type. A careful investigation of source mechanisms and their distribu-
tion is clearly neccessary.

We are also motivated in this exploratory research by numerous other lines of
evidence for the possible existence of non-shear earthquake mechanisms. Laboratory
experiments have demonstrated that shear failure in intact rock is accompanied by
tensile failure in the form of wing cracks, which develop near the tips of the shear
crack; initially and nearest the shear crack tip, the wing crack is oriented at a high
angle to the shear crack but farther from the main crack, the wing crack rotates and
becomes oriented parallel to the direction of maximum principal stress (e.g.,
Nemat-Nasser and Horii, 1982). Fracture theory predicts crack tip stresses con-
sistent with the numerous laboratory and field observations of wing cracks (Pollard
and Segall, 1987). Development of a macroscopic shear plane occurs by the
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coalescence of tensile cracks (Hallbauer et al.,, 1973; Nemat-Nasser and Horii,
1982). Studies of joint formation in granite show clearly that voids open at seismo-
genic depths (e.g., Martel et al., 1988; Martel and Pollard, 1989). Figure 12 shows
the wing crack model and the en echelon arrays of tension gashes oft observed by
structural geologists, and their analogy to the en echelon lineations along the San
Andreas fault at Parkfield as imaged by earthquake epicenters.

Seismological evidence for non-shear fault mechanisms includes the observa-
tion that a substantial fraction of earthquakes induced at depth in massive granite
appear to have a significant tensional component (Feignier and Young, 1991,
Gibowicz et al., 1991), and some microearthquakes at Long Valley caldera have
been shown to involve a substantial amount of non-double-couple body wave radia-
tion (Peppin and Johnson, 1994).

These observations and theoretical results, coupled with the growing evidence
for the major role of high pore pressure in facilitating slip within fault zones (e.g.,
Sibson, 1992; Rice, 1992; Nur and Walder, 1992; Byerlee, 1993), prompts a search
for tensional-failure events indicative of local hydrofracturing.

4.3.2 Testing the Models

In analyzing the data for the subtle evidence of a non-double-couple source
component using small earthquakes (magnitudes less than 1.5 or 2), conventional
first-motion focal mechanisms will not suffice because of the limited close-in
azimuthal coverage and lack of high-gain high-resolution instruments. However,
with high quality data from modern high-sensitivity networks concentrated in small
regions, it is now possible to try novel methods of determining source properties of
earthquakes over a large magnitude range. We now explore this topic using the
Parkfield data.

Following Peppin and Johnson (1994) and Johnson et al. (1992), we compute
S-to-P spectral ratios in the frequency band below 5 Hz for three-component data at
a number of recording sites at a range of azimuths. We choose reasonable models
for shear and tensile sources and compare the predicted values of the ratios to the
observations.

The model adopted for the shear source is taken from the double-couple solu-
tion for the sfrike, dip, and rake of the San Andreas fault and of its auxiliary plane.
These fault parameters were combined with the angles-of-incidence and azimuth
information obtained by location through the three-dimensional velocity model.
Because of the symmetry of double-couple sources, each choice of strike, dip, and
rake gives the same predicted radiation patterns of S/P. We calculate the S/P far-
field spectral ratio for the shear source from equations 4.33 of Aki and Richards
(1980).

For the tensional source radiation pattern, we chose the model that follows
from fracture mechanical theory, which is in agreement with the observations of
numerous laboratory experiments of failure. Thus, the orientation of the wing
cracks trends toward the direction of maximum compressive stress (Nemat-Nasser
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and Horii, 1982). In this model, two solutions are obtained for the S/P spectral
ratio because the wing cracks can be formed by either of the two possible shear
fault planes (i.e., the San Andreas and its auxiliary plane) and associated slip vec-
tors. For the tension source, the S/P spectral ratio is computed using equations of
3.12 and 3.13 of Walter (1991).

We illustrate the analysis in Figure 13, which shows the results we have been
obtaining for the mechanisms of clustered and non-clustered earthquakes. It is pos-
sible to interpret the events as shear, tensional, or mixed corresponding to the
degree to which the observations fit the predictions. In this manner, the spectral
ratios of the cluster event in Figure 13 and those of other cluster events suggest that
these earthquakes involve a substantial non-double-couple component, while the
spectral ratios for the non-clustered event agree well with a double-couple mechan-
ism.

Another promising method we have been investigating for the determination of
source mechanisms is near-field moment tensor inversion (Uhrhammer, 1992). From
a single three-component broadband station in the near-field (within about 35 km,
depending on the source size and signal-to-noise ratio), it is possible to recover a
robust estimate of the full, unconstrained seismic moment tensor, including all six
independent components of the seismic source. Using a least-squares procedure in
the time domain, the inversion finds the complete unconstrained moment tensor that
best fits the observations, using a halfspace model derived from the traveltimes and
hypocenter. The best-fitting double-couple solution is also calculated. Of the near-
field terms visible in the displacement seismogram (the ramp and offset), the ramp
provides the most constraint on the moment tensor. It is the low frequency nature
of the ramp that allows the halfspace model to work so well; a layered halfspace
model can provide a better fit to details of the waveforms, but it does not
significantly improve the resolvability of the moment tensor components (Uhrham-
mer, 1992).

We have been using U.C. Berkeley’s Broadband Digital Seismic Network
(BDSN) station PKD1 at Parkfield (80 samples per second) for the inversion of
Parkfield earthquakes and have been obtaining some interesting results. Figure 14
shows examples of near-field moment tensors obtained for two Parkfield events (the
My, 3.7 on February 15, 1993 and the My, 4.9 on April 4, 1993). Synthetic seismo-
grams are shown along with the observed data. The near-field ramps are clearly
visible on all three components (vertical, radial, and transverse) for both earth-
quakes. The orthogonal lines of the mechanisms represent the best-fitting double-
couple solution; shaded regions represent the full unconstrained solution. Both
events have a significant non-shear (CLVD) component (17% and 15%, respec-
tively). The degree to which the unconstrained moment tensor (shaded region) over-
laps or fails to meet at the intersection of the double-couple nodal planes is con-
trolled by the interaction of the CLVD and isotropic components of the decomposi-
tion of the tensor. These two non-double-couple components can work together or
against each other, so without looking at the individual components, it is impossible
to say whether the mechanism is tensile or compressive by observing the full solu-
tion. We have broken the tensor of the February event into its three components
and the result indicates a component of tensile motion for this event. Compared to
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other regions along the San Andreas fault, a higher proportion of the near-field
moment tensors of events at Parkfield are showing a substantial amount of CLVD
component (Uhrhammer, pers. comm., 1993).

The results of these source mechanism studies show that events in some clus-
ters appear to have a measurable tensile failure in their mechanisms, suggesting the
possibility that we may finally be observing at a scale in which the fault rupture ini-
tiation may be studied over lengths of meters and times of milliseconds, and where
modern instrumentation allows unambiguous identification of non-shear fault slip.

5. Discussion

Parkfield is proving to be a region of complex faulting at all scales. The en
echelon patterns, the spatial and temporal evolution of cluster patch rupture, the
diffusion-like propagation of events outwards from the patch and its repetitive
nature, and the evidence for non-shear tensile failure all lend support to Model 1, in
which earthquake cluster patches are high pressure pods waiting for a break.

Model 1 suggests that the initiating events of the clusters are hydrofractures.
This may be observable under the right conditions (as our observations indicate is
possible), but it is likely to be difficult to see in most cases. If fluids are involved
and all the cluster events have identical waveforms, then either all the events are
hydrofractures, or the hydrofrac component of the initiating event is overwhelmed
by its later shear slip history, which dominates the waveform and accounts for most
of the energy release. Another possibility is that the initiating events may not
always be identified with a cluster. For example, if members of a cluster are
identified by the similarity of their waveforms but the waveform of the initiating
event is strikingly different due to a substantial tensile component, it would not be
identified as the initiating event of the cluster, with our waveform-based criterion.

Diffusion velocities of cluster sequence event propagation are highest near the
pod center (about 170 km/day) and decrease as the process moves outward until
velocities of about 1-10 km/day are reached.

Fluids at high pressures almost certainly exist within the fault zone and may
play a critical role in the microseismicity and the nucleation of the impending M6
event. The nucleation and failure mechanism of the M6 Parkfield earthquake may
be similar to that proposed for the clusters. The 5-7 km by 3 km tabular region of
high Vp/Vs ratio and low seismicity (until the October 1992 and November 1993
sequences) near the 1966 hypocenter (Foxall, 1992) defines a zone of distinct physi-
cal properties in the presumed M6 nucleation zone. Our hypothesis is that it is due
to localized high pore-fluid pressure in either the ’normal’ porosity extant
throughout most of the fault zone, or within dilatancy-related fractures in the
nucleation zone. The failure process culminating in the M6 event must first effect
slip on the high Vp/Vs region (the ’usual’ Parkfield M5 foreshock?) and when this
’megapod’ grows, perhaps in a scaled up version of the cluster slip process, it
quickly breaks the entire vertical section (2 to 12 km depth) of the fault zone, with
the resulting ‘runaway’ slip being the M6 event.
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6. Summary and Conclusions

Modern high-resolution borehole-emplaced seismographic networks concen-
trated in regions of intense seismicity are revealing a new level of detail in the
pathology of major fault zones (e.g., Anza and Parkfield, CA) and other active com-
plex structures (e.g., Long Valley caldera, The Geysers geothermal reservoir).
Yielding relative hypocenter locations accurate to a few tens of meters, 1-2 km
resolution in independently estimated P- and S-wave velocity structures (and Vp/Vs
ratio), and the fine-scale spatial and temporal distribution of seismicity, these obser-
vational tools may finally provide long-sought direct evidence for fluid-controlled
fault failure.

In this paper we have shown some details from the Parkfield earthquake stu-
dies that have implications for the possible role of fluids in the dynamics of the
fault-zone. The combined approach of both the fine-scale view of coupled
geometrical/temporal evolution of cluster failure along with the investigation of
earthquake source mechanisms, especially for small earthquakes (magnitudes less
than 1.5 or 2), may expose finally the suspected and likely important role of fluids
in fault-zone failure. The anomalous Vp/Vs within the deep fault zone seems to
indicate the presence of high fluid pressures. The earthquake clusters may delineate
localized pods of high fluid pressure. Spatial-temporal migration within and among
clusters reflects a stress diffusion process. Source mechanisms appear to contain a
non-shear component indicative of hydrofracturing, consistent with a model involv-
ing induced seismic breakout of high pressure pods along the fault zone.
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Figure 1. Map view of the deep (>5 km) high-velocity body (-3 <y < —11) and
the deep (8 km depth) high Vp/Vs anomaly (2 <y < -3) (bold outlines). Also
shown are the 1966 epicenter (solid diamond), clustered (solid dots) and other
(open circles) background seismicity; and the town of Parkfield. Major faults:
GHF, Gold Hill; JRF, Jack Ranch; SAF, San Andreas; SWFZ, Southwest Fracture
Zone; TMT, Table Mountain thrust. Map is oriented with respect to the San
Andreas fault, centered at the 1966 epicenter: y-axis is distance in kilometers
northwest from the 1966 epicenter; x -axis is distance in kilometers northeast from
the 1966 epicenter. After Foxall, 1992.
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Figure 2. Map showing the Parkfield study area. Included are the seismographic
stations of the borehole network (open triangles); microearthquake locations
February 1987 - December 1992 (small dots); the 1966 M6 epicenter (open square
over MMN, Middle Mountain); October 1992 M4.7 cluster (large solid dots); and
the M4.7 October 20, 1992 mainshock (large open circle). Map is oriented with
respect to the San Andreas fault, centered at the 1966 epicenter: y-axis is distance
in kilometers northwest from the 1966 epicenter; x -axis is distance in kilometers
northeast from the 1966 epicenter.
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Figure 3. Strip maps of annual seismicity for the years 1987-1992. The 1966
epicenter (symbol x) and the town of Parkfield (open square) are shown. Maps
are oriented with respect to the San Andreas fault, centered at the 1966 epicenter:
y-axis is distance in kilometers northwest from the 1966 epicenter; x -axis is dis-

tance in kilometers northeast from the 1966 epicenter.
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indicated by the orientation of the arrows just outside the map borders.
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Model 1. Earthquake clusters occur in weak (saturated and overpressured) patches
and the surrounding fault zone is strong (relatively dry).

Implications:
1. outward propagation with time of the earthquakes of a cluster
2. hydrofracturing

Along-fault cross-section:

% ™~ background
fault area is
relatively dry

@
LR

cluster patches
are

saturated and
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Model 2. Earthquake clusters occur in strong (relatively dry) patches and
and the surrounding fault zone is weak (saturated and overpressured).

Implications:
1. inward propagation with time of the earthquakes of a cluster
2. conventional shear mechanisms
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Figure 5. Models of fluid involvement in clusters; fluid-dominated (high pore
pressure) mechanisms only (see text).
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Figure 6. Spatial and temporal evolution of the earthquakes of a cluster which
initiates with the M4.7 mainshock of October 1992 and spans a duration of
approximately 8 days. Plots are y versus time, x versus time, and z versus time,
where y is distance in kilometers northwest of the 1966 epicenter, x is distance in
kilometers northeast of the 1966 epicenter, and z is depth. See text for discussion.
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Figure 7. Spatial and temporal evolution of the last aftershocks in the October
1992 cluster shown in Figure 1. Plots are y versus time, x versus time, and z
versus time, where y is distance in kilometers northwest of the 1966 epicenter, x
is distance in kilometers northeast of the 1966 epicenter, and z is depth. Focal
mechanism is for the MI1.5 initiating event of the tight cluster starting at
t = 92.8204, from the U.S. Geological Survey’s catalog. See text for discussion.
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Figure 8. Spatial and temporal evolution of a cluster that occurred in 1987. Plots
are y versus time, x versus time, and z versus time, where y is distance in kilom-
eters northwest of the 1966 epicenter, x is distance in kilometers northeast of the
1966 epicenter, and z is depth. See text for discussion.
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Figure 9. Spatial and temporal evolution of cluster that occurred during the
October 1992 M4.7 sequence (see Figure 6) but farther northwest and at a shal-
lower depth. Plots are y versus time, x versus time, and z versus time, where y
is distance in kilometers northwest of the 1966 epicenter, x is distance in kilome-
ters northeast of the 1966 epicenter, and z is depth. See text for discussion.
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Figure 10. Spatial and temporal evolution of cluster that occurred in 1990 within
a few kilometers of the October 1992 M4.7 sequence two years later (see Figure
6). Plots are y versus time, x versus time, and z versus time, where y is distance
in kilometers northwest of the 1966 epicenter, x is distance in kilometers northeast
of the 1966 epicenter, and z is depth. See text for discussion.
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Figure 11. Spatial and temporal evolution of a cluster that occurred in 1990.
Plots are y versus time, x versus time, and z versus time, where y is distance in
kilometers northwest of the 1966 epicenter, x is distance in kilometers northeast of
the 1966 epicenter, and z is depth. Focal mechanism (lower hemisphere) is for
the M2.2 initiating event, from the U.S. Geological Survey’s catalog. See text for
discussion.
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Figure 12. Analogy between the en echelon epicentral lineations characteristic of
some Parkfield clusters (top) and coupled shear and tensile crack models (lower),
including wing cracks (left and center; from Segall and Pollard, 1983) and an
array of tension gashes (right; from Ramsay, 1967). The cluster shown is the
same as shown in Figure 4a. In the map view of the cluster, the orientation of the
San Andreas fault is parallel to the y-axis as are the shear cracks in the models
below; the en echelon epicentral lineations are generally parallel to the wing
cracks and tension gashes.
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azimuth for a clustered event (left) and a non-clustered event (right). Lines
joining diamonds connect the observed ratios at each site; standard errors are
indicated. Also plotted are the calculated values of the S/P ratio for a shear
source (open squares) and for two tensional sources (solid triangles). The
expected shear source values are calculated using the catalog hypocentral
locations, source incidence angles, epicenter-to-station azimuths, and the
planes whose orientations agree with a pure-strike-slip source on the San
Andreas fault (using its local azimuth of N45W), including its auxiliary
plane. The double-couple gives a single calculated value at each azimuth.
The predicted tensile values (solid triangles) are calculated for the correct
orientation of a wing crack relative to its associated shear plane (70 degrees
rotated from the slip vector clockwise or anticlockwise for right- or left-
lateral slip). There are two sets of calculated tensile values because we have
used the orientations of both the San Andreas fault and its auxiliary plane as
the associated shear plane, which give different orientations of wing cracks.
The ratios observed for the cluster event suggest a significant component of
non-double-couple motion, while those observed for the non-clustered earth-
quake agree well with those predicted for a shear event on the San Andreas
fault.
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Triggered Earthquakes and Deep Well Activities!

CRAIG NICHOLSON?2 AND ROBERT L. WESSON3

2Institute for Crustal Studies, University of California, Santa Barbara, California 93106-1100
3U.S. Geological Survey, MS905 National Center, Reston, Virginia 22092

ABSTRACT: Earthquakes can be triggered by any significant perturbation of the hydrologic
regime. In areas where potentially active faults are already close to failure, the increased pore
pressure resulting from fluid injection, or, alternatively, the massive extraction of fluid or gas, can
induce sufficient stress and/or strain changes that, with time, can lead to sudden catastrophic failure
in a major earthquake. Injection-induced earthquakes typically result from the reduction in
frictional strength along pre-existing, nearby faults caused by the increased formation fluid
pressure. Earthquakes associated with production appear to respond to more complex mechanisms
of subsidence, crustal unloading, and poroelastic changes in response to applied strains induced by
the massive withdrawal of subsurface material. As each of these different types of triggered events
can occur up to several years after well activities have begun (or even several years after all well
activities have stopped), this suggests that the actual triggering process may be a very complex
combination of effects, particularly if both fluid extraction and injection have taken place locally.
To date, more than thirty cases of earthquakes triggered by well activities can be documented
throughout the United States and Canada. Based on these case histories, it is evident that, owing
to preexisting stress conditions in the upper crust, certain areas tend to have higher probabilities of
exhibiting such induced seismicity.

INTRODUCTION

The phenomena of earthquakes triggered by deep well activities is certainly not new or unusual.
Richter [1958] discusses the effects of shallow "slump earthquakes" within the Wilmington oil
field, California, near the Los Angeles harbor in the years 1947, 1949, 1951 and 1955. Although
he did not specifically correlate the earthquakes to the extensive ground subsidence caused by the
massive withdrawal of oil and gas from the field, he did note their spatial coincidence, and
mentioned a series of similar triggered "slump earthquakes" in the Po Valley, Italy, attributed by
Caloi et al. [1956] to the commercial extraction of methane gas. In the 1920's, a series of "slight
earthquakes" was felt near the Goose Creek oil field in south Texas, where oil production there had
caused the field to subside by as much as 1 m between 1917 and 1925 [Pratt and Johnson, 1926;
Segall, 1989]. Similarly, the injection of fluid at relatively high pressures can also induced
adjacent seismicity, if the area is already close to failure. Most of these cases of seismicity related
to fluid injection are associated with either water-flood operations to enhance the secondary
recovery of hydrocarbons, or with the commercial stimulation (i.e., hydraulic fracturing) of the
well to increase fracture permeabilities [Nicholson and Wesson, 1990]. There are, however, a few
specific cases in which waste disposal by fluid injection has also induced adjacent seismicity,
including the largest and probably the best known earthquake to have been triggered by fluid
injection—a magnitude 5.5 earthquake near Denver, Colorado in 1967 [e.g., Healy et al., 1968].

In this paper, we survey a number of possible induced earthquakes related to adjacent deep well
operations. Figure 1 shows locations within the United States and southern Canada where
significant earthquakes have known to occur in close proximity to active well sites. In many cases,
the only available evidence is simply a coincidence in space and time between specific earthquakes
and known or inferred well activities. Few of these examples are well documented because of
potential liability concerns of the respective well operators. We thus expect that many cases of
possible induced deformation largely go unreported, either because the induced earthquakes are
small (or the deformation is aseismic [Davis and Pennington, 1989]), or the well activities are not
generally publicized.

1 Reprinted from Special Issue on Induced Seismicity, A. McGarr, ed., PAGEOPH, 139, n. 3-4, 1992.
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CASE HISTORIES

Earthquakes related to well activities typically fall into two major classifications. Those that are
largely related to fluid injection and the resulting increased pore fluid pressure this may cause [e.g.,
Healy et al., 1968; Raleigh et al., 1976], or those that appear to have occurred in areas that have
experience massive withdrawals of subsurface fluid or gas [e.g., Kovach, 1974; Yerkes and
Castle, 1976; Pennington et al., 1986; Wetmiller, 1986; Segall, 1989; Doser et al., 1991; McGarr,
1991]. Table 1 lists a number of well sites that may have triggered adjacent seismicity. Detailed
summaries of many of these case histories can be found in Nicholson and Wesson [1990].

Although we make a distinction between earthquakes associated with fluid injection versus
earthquakes associated with fluid (or gas) withdrawal, in many cases where documentation exists,
both deep well activities (extraction and injection) have taken place locally (Table 1). The
exceptions tend to be either waste disposal, geothermal or stimulation operations (for fluid
injection), or cases in which oil or gas production clearly predominate (for fluid extraction).
Almost all other cases of earthquakes related to deep well activities seem to occur in areas where
prior production decreased local formation pore pressure sufficiently to necessitate the initiation of
secondary recovery operations. In such cases, the determination of the actual earthquake trigger
process, or the mechanism of strain localization that lead to failure, is a much more difficult
procedure. The fact that injection operations have taken place locally may be only incidental to the
crustal readjustments or poroelastic strain changes that were triggered in response to the massive
withdrawal of subsurface material [e.g., Segall, 1989]. Here we attempt to present case histories
that are sufficiently distinct that some understanding of the dominant physical mechanism of the
earthquake trigger process can be recognized.

Overview of earthquakes induced by deep well fluid injection

Documented examples of seismic activity induced by fluid injection include earthquakes
triggered by waste injection near Denver [Healy et al., 1968] and in south-central Arkansas [Cox,
1991]; by secondary recovery of oil in Colorado [Raleigh et al., 1972], southern Nebraska [Rothe
and Lui, 1983], West Texas [Harding, 1981; Davis, 1985; Davis and Pennington, 1989], western
Alberta [Milne and Berry, 1976], and southwestern Ontario [Mereu et al., 1986]; by solution
mining for salt in western New York [Fletcher and Sykes, 1977]; and by fluid stimulation to
enhance geothermal energy extraction in New Mexico [Pearson, 1981]. In one specific case near
Rangely, Colorado [Raleigh et al., 1976], an experiment to control directly the behavior of large
numbers of small earthquakes by manipulation of the fluid injection pressure was conducted
successfully. Other cases of triggered seismicity, which were the result of either fluid injection or
reservoir impoundment, were reviewed and discussed by Simpson [1986].

Of the well-documented cases of earthquakes related to fluid injection, most are associated with
water-flood operations for the purpose of secondary recovery of hydrocarbons. This is because
secondary recovery operations often entail large arrays of wells injecting fluids at high pressures
into small confined reservoirs that have low permeabilities. Often, the producing field is a
structural trap that may be defined by fault-controlled boundaries. In contrast, waste-disposal
wells typically inject at lower pressures into large porous aquifers with high permeabilities that are
away from known fault structures. This explains, in large part, why, of the many hazardous and
nonhazardous waste-disposal wells in the United States, only three have ever been conclusively
shown to be associated with triggering significant adjacent seismicity. These are wells located near
Ashtabula, Ohio, El Dorado, Arkansas, and Denver, Colorado.

In the case near Ashtabula, a series of small shallow earthquakes was triggered close to the
bottom of a 1.8-km deep well (RS#1, Figure 2); the largest of these was a magnitude 3.6
earthquake that occurred in 1987 [Armbruster et al., 1987]. The injection well had been in
operation only since 1986, and typically operated at injection pressures of about 100 bars.
Investigations of earlier earthquake activity in adjacent Lake County (Figure 2, top), indicated that
injection pressures of 100 bars was more than sufficient to cause failure along favorably-oriented
faults with frictional coefficients of 0.6 and cohesive strengths of 40 bars [Nicholson et al., 1988].
As a result, waste disposal wells located near Perry, Ohio (CH#1 and CH#2, Figure 2, top),
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Table 1. Possible and probable induced earthquakes in Canada and the United States associated with well operations.

Well site or Type of well operation BHP* Year production ABHP? Yearinjection Max Year of

field location (bar) began—endedt  (bar) began-ended M; quakes
Apollo-Hendrick, TX production/second. recov. ? 1926- ? 1973- 2.0 1978-79
Ashtabula, OH waste disposal 191 N/A +100 1986- 3.6 1987
Attica, NY?? solution salt mining 40?7 1880's- +50? 1880's- 5.2 1929-67
Beowawe, NV acid treatment/stimulation ~ ? ? +100 1983 <1 1983
Coalinga, CA?? oil production 230 1905- -120 1952, 1961 6.5 1983-85
Cane Creek, SE Utah  solution potash mining ? 1964- ? 1970- ~3.0 1980-84
Catoosa, OK gas withdrawal? ? 1941- ? ? 4.7 1956-60
Chaveroo field, NM secondary recovery ? 19677- ? 1992- ? 1992-
Cleveland, OH? solution salt mining ? 1889- ? 1889- 3.0? 1898-07
Cogdell field, TX secondary recovery 215 1949- -136, +217 1953, 1956- 4.6 1974-79
Cold Lake, Alberta  second.recov./waste displ.  ? ? ? ? ~2.0 1984-
Dale, NY solution salt mining 43 ? +55 197172- 1.0 1971
Denver (RMA), CO waste disposal 269 N/A +72 1962-1966 5.5 1962-67
Dollarhide, TX-NM secondary recovery 228 1945-,1949- -165, +135 1959- 3.5 19797
Dora Roberts, TX secondary recovery 324 1955- -48, +431 1961- 3.0 1964-
East Durant, OK gas withdrawal ? 1958- ? ? 3.5 1968
East Texas, TX production/second. recov. 70 1930- -103, +83 1942- 43 1957
El Dorado, AR waste disposal 2307 early-1920's- +60 1970-, 1983- 3.0 1983-91
El Reno, OK?? oil/gas withdrawal? ? 1910's- ? ? 5.2 1918-79
Fenton Hill, NM geothermal/stimulation 265 N/A +200 1979 <1.0 1979
Fashing field, TX gas withdrawal 352 1958- -281 N/A 3.4 1973-83
The Geysers, CA geothermal 35 1966- -18 1966- 4.0 1975-
Gobles field, Ontario secondary recovery 45 1960- ? 1969- 2.8 1979-84
Goose Creek, TX oil production ? 1917-1925 ? ? 7 1920's
Hunt field, MS? secondary recovery? ? ? ? ? 3.6 1976-78
Imogene field, TX oil production 246 1944- -100 N/A 3.9 1973-83
Inglewood field, CA? production/second. recov. 48? 1924- -39, >+100 1954, 1957- 3.7 19627-
Kettleman Hills, CA? oil production 325 1928-, 1930- ? 1967- 6.1 1985
Kermit field, TX secondary recovery 198 1950- -185, +221 1958-, 1964- 4.4  1964-
Keystone I&II, TX secondary recovery 204 1930-, 1943- -100, +176 1962-, 1964- 3.5 19647-
Lake Charles, LA? waste disposal? ? ? 493 ? 3.8 1983-
Lambert field, TX secondary recovery 145 1979- -15, +21 1979- 3.4 1983-84
Love Co., OK second. recov./stimulation  ? 1953- -2, 4277 1965-,1978- 2.87 1977-79
Monahans, TX secondary recovery 131 1961- -185, +207 1965- 3.0 1965-
Montebello, CA?? oil production 7 1917-, 1938- ? 1953- 59 1987
Orcutt field, CA stimulation/oil production ~ ? 1901-, 1905- -7, +183 1951-,1991 3.5 1991
Panhandle, TX oil production ? 1910's- ? ? 5.1 1925-66
Paradise Valley, CO brine disposal ? N/A ? late-1991 0.8 late1991
Perry, OH waste disposal 200 N/A +114 1975- 2.7 1983-87
Pleasant Bayou, TX brine injection/geothermal  ? 1962 ? 1962, 65, 70 <1.5 1978-80
Rangely, CO second. recovery/research 170 1945- -7, +120 1957- 3.1 1962-75
Richland Co., IL?? oil production ? ? ? 19527- 49 1987
Salton Sea, CA geothermal ? 1980's- ? 1988 <2.0 1987-88
Sleepy Hollow, NE secondary recovery 115 ? -2, +56 1966- 2.9 1977-84
Snipe Lake, Alberta secondary recovery ? 1954- ? 1963- 51 1970
Strachan, Alberta gas withdrawal 500? 1973- -250 N/A 4.0 1974-
Tomahawk field, NM brine disposal ? 19727- ? ? ? ?
Ward-Estes, TX secondary recovery 103 ? -7, +117 1961- 3.5 1964?-
Ward-South, TX secondary recovery 76 ? -7, +138 1960- 3.0 19647-
War-Wink, TX gas withdrawal 800+ 1965- ? 1967-, 1969- 3.0 1975-79
Wilmington, CA oil production 7 1932-,1937- ? 1953- 5.1 1947-61

* BHP - Bottom Hole Pressure — initial formation fluid pressure (in bars) at time of production or injection.

1 ABHP — change in Bottom Hole Pressure relative to initial formation fluid pressure — maximum increase (+) or
decrease (-) (in bars) during either injection (+) or extraction (-) operations.

$ Multiple start years indicate dates when significate new production (or injection) began.
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Figure 2. (top) Location of the 1987 induced earthquake sequence in northeastern Ohio near
Ashtabula relative to earlier earthquakes (1943-1986) in Lake County. Striped areas are regions of
dense population. Triangles are waste disposal wells; PNPP is the Perry Nuclear Power Plant (see
Nicholson et al. [1988] for more details). (bottom) Map and cross section of the 1987 Ashtabula
earthquake hypocenters relative to the location of a nearby active, high-pressure, waste-disposal
injection well (Triangle, RS#1). Ashtabula earthquake data provided courtesy of John Armbruster.

76




apparently triggered several small earthquakes at distances less than 5 km. These wells operated at
injection pressures of 100 bars or more. Other earthquakes located at greater distances (that
included a magnitude 5.0 event in 1986) could not be sufficiently distinguished from natural
background seismicity (such as the 1943 event) that their occurrence could be considered induced
(Figure 2, top)[Nicholson et al., 1988]; although earthquakes in southwestern Ontario [Mereu et
al., 1986] and western New York [Fletcher and Sykes, 1977] have been associated with similar
adjacent deep well activities (Figure 1).

Near El Dorado, the disposal of waste brine under pressure, triggered a series of small
earthquakes that have continued to the present; the largest of which was a magnitude 3.0 event in
1983. Although oil production had occurred in the area since the early 1920's and disposal of
waste brine had begun in the 1970's, no earthquake activity was reported until 1983, shortly after
large-volume injection activities began at relatively high pressures [Cox, 1991]. Since 1983, a
strong correlation between rates of seismicity and sudden increases in injection volumes was also
observed.

In the most prominent case of induced seismicity by fluid injection, the injection well responsible
was located at the Rocky Mountain Arsenal near Denver, where fluid was being injected into
relatively impermeable crystalline basement rock. This caused the largest known injection-induced
earthquakes to date (three earthquakes between magnitude 5 and 5.5), the largest of which caused
an estimated $0.5 million in damages in 1967. Although these induced earthquakes were by no
means devastating, they did occasion extensive attention and concern and led, at least in the Denver
case, to the cessation of all related injection well operations.

The Rocky Mountain Arsenal case is thus considered to be the classic example of earthquakes
induced by deep well injection. Before this episode, the seismic hazard associated with deep well
injection had not been fully appreciated. At the Rocky Mountain Arsenal, injection into the 3,700-
m-deep disposal well began in 1962 and was quickly followed by a series of small earthquakes,
many of which were felt in the greater Denver area (Figure 3). It was not until 1966, however,
that a correlation was noticed between the frequency of earthquakes and the volume of fluid
injected (Figure 4) [Evans, 1966]. Pumping ceased in late 1966 specifically because of the
possible hazard associated with the induced earthquakes; after which, earthquakes near the bottom
of the well stopped. Over the next 2 years, however, earthquakes continued to occur up to 6 km
away from the well as the anomalous pressure front, which had been established around the well
during injection, continued to migrate outward from the injection point (Figure 3). The largest
earthquakes in the sequence (with magnitudes between 5.0 and 5.5) occurred in 1967, long after
injection had stopped and well away from the point of fluid injection itself.

These results imply that the fluid pressure effects from injection operations can extend well
beyond the expected range of actual fluid migration. Indications have shown, however, that the
risk posed by such triggered earthquakes can be mitigated by careful control of the activity
responsible for the induced seismicity. As shown by a number of cases [Nicholson and Wesson,
1990], seismicity eventually can be stopped either by ceasing the injection or by lowering pumping
pressures. The occurrence of the largest earthquakes involved in the Rocky Mountain Arsenal case
a year after all pumping had ceased, however, indicates that the process, once started, may not be
controlled completely or easily.

In each of the well-documented examples of earthquakes associated with deep injection wells,
convincing arguments that the earthquakes were induced relied upon three principal characteristics
of the earthquake activity. First, there was a very close geographic association between the zone of
fluid injection and the locations of the earthquakes in the resulting sequence. Second, calculations
based on the measured or the inferred state of stress in the Earth's crust and the measured injection
pressure indicated that the theoretical threshold for frictional sliding along favorably oriented
preexisting fractures likely was exceeded. And, third, a clear disparity was established between
any previous natural seismicity and the subsequent earthquakes, with the induced seismicity often
characterized by large numbers of small earthquakes at relatively shallow depths that persisted for
as long as elevated pore pressures in the hypocentral region continued to exist.

Many of the sites where injection-induced earthquakes have occurred operate at injection
pressures above 100 bars ambient (Table 1). The exceptions tend to be sites characterized by a
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close proximity to recognized surface or subsurface faults. In the Rangely and the Sleepy Hollow
Oil Field cases, faults are located within the pressurized reservoir and were identified on the basis
of subsurface structure contours. At Attica and Dale, New York, the earthquakes occurred close to
a prominent fault zone exposed at the surface (the Clarendon-Linden fault system). At the Rocky
Mountain Arsenal well, fluid was inadvertently injected directly into a major subsurface fault
structure, which was identified later only on the basis of the subsequent induced seismicity [Healy
et al., 1968] and the properties of the reservoir into which fluid was being injected, as reflected in
the pressure-time record [Hsieh and Bredehoeft, 1981].

Overview of earthquakes related to massive fluid or gas extraction

Triggered earthquakes that spatially correlate with areas of massive fluid (or gas) withdrawal
often fall into two distinct categories: (1) shallow induced earthquakes—within or near the
producing formation—that typically exhibit normal or reverse faulting focal mechanisms and may
be associated with the rapid subsidence and poroelastic strain changes resulting from the large
volumes of material extracted [Kovach, 1974; Yerkes and Castle, 1976, Wetmiller, 1986; Segall,
1989; Doser et al., 1991]; or (2) deep induced earthquakes—which may occur near the base of the
seismogenic zone—that often exhibit thrust mechanisms and may be related to stress and/or strain
changes associated with unloading effects caused by the large amounts of material locally removed
from an area experiencing crustal convergence [e.g., Simpson and Leith, 1985; McGarr, 1991].
These latter induced events can be much larger in magnitude and can be much more difficult to
distinguish than the shallow induced earthquakes, as the shallow seismicity is much more likely to
exhibit temporal variations that correlate with specific activities at the adjacent producing wells.

One of the best examples of shallow induced earthquakes related to fluid withdrawal occurred
near Los Angeles, California (Figure 5). The massive withdrawal of oil from one of the largest
fields in the basin, the Wilmington oil field, resulted in significant subsidence within the city limits
of Long Beach (Figure 6, top). Up to 8.8 m of surface subsidence was observed over an
elliptically-shaped area between 1928 and 1970. This rapid subsidence, which reached a
maximum rate of 71 cm/yr in 1951, 9 months after peak oil production, resulted in several
damaging earthquakes, specifically in the years 1947, 1949, 1951, 1954, 1955, and 1961 (Figure
6, bottom) [Kovach, 1974]. In most cases, the earthquakes were unusually shallow and generated
high intensities for their size. The largest earthquake occurred in 1949, and caused nearly 200
wells to go off production, many of them permanently [Richter, 1958]. Damage was estimated to
be in excess of $9 million. The area affected equaled over 5.7 km?2 and involved measured
displacements of 20 cm. This would correspond to an earthquake of moment magnitude 4.7, and
is consistent with a magnitude of 5.1 estimated from the unusually well developed surface waves
generated by the event [Kovach, 1974].

Segall [1989] presents a model that explains the local subsidence and the occurrence of shallow
thrust faulting above and below the producing horizon as a result of poroelastic effects in response
to reservoir compaction. The massive fluid extraction causes the reservoir rock to contract. This
in turn induces the strata above and below the reservoir to be driven into local compression. Areas
farther away from the reservoir are displaced less than the rock immediately above and below the
reservoir—which causes flanking regions to extend and may result in normal faulting near the
edges of the producing area [Segall, 1989]. Oil production from the Inglewood field (Figure 5)
within the Los Angeles basin produced near-surface extensional creep events near the edge of the
field starting in 1952 [Hamilton and Meehan, 1971]. Water-flood operations that began in 1954
apparently accelerated this normal faulting, produced increased shallow seismicity starting in 1962,
and eventually lead to the failure of the Baldwin Hills water storage facility in 1963 that killed 5
people and caused $12 million damage.

In contrast, the earthquakes in the Wilmington oil field were apparently generated by low-angle
reverse slip on bedding planes at depths of 470 to 520 m, while virtually all the compaction that
caused the surface subsidence was localized in the producing beds at depths of 650 to 1050 m
[Kovach, 1974; Allen and Mayuga, 1970; Segall, 1989]. Water flooding of the Wilmington field
and adjacent areas was initiated in 1954 in an attempt to halt subsidence and to enhance the
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Figure 6. (top) Observed subsidence in feet for the year 1958 within the Wilmington oil field,
California; data courtesy of the City of Long Beach. (bottom) Subsidence rate in the center of the
Wilmington oil field compared with oil production and water injection rates. Arrows are dates of
major damaging earthquakes. Reprinted with permission from Kovach [1974].
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secondary recovery of oil. Teng et al. [1973] reported on the seismic activity associated with
fourteen oil fields operating within the Los Angeles Basin where water-flood operations were
taking place. Although much of the seismicity in the area is natural and occurs predominantly at
depths as deep as 16 km along the Newport-Inglewood fault, seismic activity during 1971
appeared to correlate, at least in part, with injection volumes from nearby wells [Teng et al., 1973].
However, many of the earthquakes detected were small (less than magnitude 3.0) and occurred at
depths of 5 km or more, which made it difficult to distinguish them from the natural background
seismicity. Subsequent injection operations have since stabilized to the point where fluid injection
nearly equals fluid withdrawal and little, if any, seismic activity can be directly attributable to
injection well operations.

Similar shallow induced earthquake activity has been associated with the withdrawal of natural
oil and gas from several fields in Texas, including the Goose Creek, Fashing, Imogene and War-
Wink fields [e.g., Pratt and Johnson, 1926; Pennington et al., 1986; Doser et al., 1991]. No
significant injection operations had taken place in these areas, so much of the induced earthquake
activity was inferred to be related to local subsidence and compaction caused by production
[Segall, 1989]. The earthquakes associated with the Goose Creek field in south Texas occurred on
normal faults that broke the surface along the northern and southern margins of the subsiding
region [Pratt and Johnson, 1926]. Detailed analysis of the seismicity near the War-Wink field
[Doser et al., 1991] confirmed that many of the earthquakes were localized above and below
producing horizons, and that many events exhibited normal and reverse focal mechanisms.
However, not all the earthquake activity could be explained so easily or simply. Some of the
earthquakes occurred at depths greater than 4 km. Poroelastic effects associated with reservoir
compaction are limited to the shallow crust near the producing horizon [Segall, 1989]. The deep
crustal earthquakes associated with areas of massive fluid extraction thus require further
explanation. Possible mechanisms proposed to account for various aspects of the observed
seismicity near the War-Wink field include: (1) the natural occurrence of deep (>4 km) crustal
earthquakes along preexisting faults in response to the existing regional stress field, (2) strain
localization in naturally over-pressured zones resulting from production, or (3) shallow
earthquakes resulting from compaction or the upward migration of high fluid pressures [Doser et
al., 1991].

The possible correlation between very deep (>10 km) earthquake activity and the massive
extraction of fluid or gas from the shallow crust is much more ambiguous [McGarr, 1991]. In
such cases, the triggering mechanism is thought to be related to the isostatic imbalance caused by
the net extraction of fluid or gas from the upper crust. As the ductile lower crust will deform in
response to this imbalance, this readjustment will increase the applied load in the upper
seismogenic layer, which may then fail seismically so as to restore local static equilibrium. If the
upper crust has been already folded and faulted in response to applied horizontal tectonic
compression, the stress and strain readjustments associated with restoring the isostatic imbalance
will be concentrated on these preexisting structures. Thus, earthquakes near the base of the upper
crust may be an expected outcome of major oil or gas production from growing anticlines—
irrespective of the depths of the producing formation [McGarr, 1991].

Possible candidates for this particular type of triggered deep seismicity include the 1983 My, 6.5
Coalinga earthquake beneath the Coalinga oil field, the 1985 My, 6.1 Kettleman Hills earthquake
beneath the Kettleman North Dome oil field, and the 1987 My, 5.9 Whittier Narrows earthquake
beneath the Montebello oil field (Table 1). In each case, a mechanical connection is suggested
between oil production and the earthquakes because—in each case—the total seismic deformation
(moment) released during these earthquake sequences is nearly equal to that required to offset the
force imbalance caused by the oil production [McGarr, 1991]. In addition, all three events
exhibited nearly pure reverse motion on low-angle faults that core active folds responsible for
originally trapping the oil.

An alternate explanation for this deep seismicity may be related to possible naturally occurring
fluids in the deep crust. If, for example, preexisting high fluid pressures (approaching lithostatic)
exist in the mid-to-lower crust, then the massive withdrawal of near-surface material may induce
sufficient changes in the local hydrogeologic regime that significant migration of fluids at depth is
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initiated. Thus, crustal unloading as a result of production may create pressure differentials that
cause a preferential migration of deep fluids towards the producing area. The enhanced saturated
condition beneath the producing area may then lend itself to increased strain localization, and to
cyclic pressure variations, hydrothermal sealing, permeability reduction, and fault-valve behavior
proposed by Sibson [1992] for earthquake rupture nucleation and recurrence, particularly in
compressional tectonic regimes on faults that are otherwise unfavorably oriented for reactivation in
the prevailing stress field. In either case, the crustal response to existing stress and/or strain
regimes is thereby affected by production, and earthquakes may be preferentially localized beneath
the producing region.

Previously, the major difficulty in recognizing the possible correlation between these events and
oil production is that, in each case, the earthquakes occur at depths greater than 10 km, and
considerable delays are observed between peak production and the earthquake occurrence. Peak
production at Coalinga occurred in 1912; at Kettleman Hills, peak production occurred in the years
1936, 1941, 1948, 1957 and 1964 for separate sub-fields; and at Montebello, peak production
occurred in 1939. It is thus hard to imagine how changes in stress related to production could have
significant effects at such large distances and long time intervals. However, the apparent triggering
of earthquakes at depths greater than 15 km beneath Lake Nasser 19 years after impoundment
began behind the Aswan High Dam, Egypt [Simpson et al., 1982], strongly suggests that such
long-range interactions between the upper and lower crust do occur.

If such earthquakes are indeed considered to be triggered events, then several other earthquakes
within the conterminous United States may also represent potentially induced sequences. These
include: historical earthquakes near Attica, New York, in 1929, 1966 and 1967, that may be
related to local solution salt mining; the extensive earthquake activity near El Reno, Oklahoma
(including the 1952 My, 5.5 event), that may be related to local oil and gas production; and the 1987
My 4.9 earthquake in southeastern Illinois that occurred adjacent to Lawrence County, one of the
most productive oil regions of the State. Even the occurrence of the major damaging 1933 My, 6.3
Long Beach, California, earthquake may have been related to production in the adjacent
Wilmington and Huntington Beach oil fields. The important point is that, in each of these cases,
the earthquakes represent some of the largest events ever to have occurred in any of these given
areas, and so represent a significant local seismic hazard. However, unlike many of the proposed,
deep potentially-induced earthquakes in California [McGarr, 1991], these earthquakes typically
exhibit focal mechanisms with a larger components of strike-slip motion, suggesting that faulting
in these areas tends to occur as oblique-slip on faults at depth with steeper dips and so the spatial
correlation with specific active folds may not be apparent.

DISCUSSION AND CONCLUSIONS

Based on the case histories examined so far, it is evident that, owing to existing stress conditions
in the upper crust, certain areas tend to have a relatively high probability of exhibiting seismicity
related to fluid injection. In these areas, it appears that elevating formation fluid pressures by only
a few megapascals (tens of bars) can trigger increased shallow seismicity. One such area prone to
injection-induced seismicity is the Great Lakes region of the Appalachian Plateau, where fluid
injection operations (at pressures ranging from 60 to 100 bars) have already triggered earthquakes
in northeastern Ohio, western New York and southwestern Ontario (Figures 1 and 2). In most
cases, the fluid-injection and the triggered earthquakes are below a regional salt layer (the Silurian
Salina Formation) that acts to mechanically decouple the shallow crust (where earthquake
triggering is apparently less likely) from a more critical stress state at depth [Evans, 1988]. Other
cases of injection-induced seismicity that have occurred in Colorado (Rangely), Texas, Nebraska,
Oklahoma, Arkansas, and possibly Mississippi, Louisiana and Alberta, typically involve higher
injection pressures, larger volumes of injected fluid, or multiple injection wells.

The recognition that both fluid injection and the massive extraction of oil and gas may potentially
trigger adjacent large earthquakes makes evaluating the seismic hazard from deep well operations
much more complicated. As each of these different types of triggered events can occur up to
several years after well activities have begun (or even several years after all well activities have
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stopped), this suggests that the actual triggering process may be a very complex combination of
effects, particularly if both fluid extraction and injection have taken place locally. In particular, it
may be that, in such cases, it is the fact that both extraction and injection have taken place that is the
major critical observation: extraction to localize strain, and injection to enhance inhomogeneities in
pore fluid pressure and reduce the effective friction strength of preexisting faults [Davis and
Pennington, 1989]. However, the important point is that models for triggered seismicity which
involve local perturbations of the fluid pressure regime, or stress and strain localization resulting
from massive fluid or gas withdrawal, may thus help to explain what is otherwise a rather
perplexing and unusual inhomogeneous distribution of earthquakes in the central and eastern
United States—an intraplate region that exhibits all the properties of fairly homogeneous tectonic
environment.

Because many events induced by fluid injection are relatively shallow and may occur in close
proximity to the wellbore, they pose an additional risk to both the well site and the local
surrounding community. In the case of hazardous-waste disposal, there is also the potential
seismic risk to the integrity of the confining layer, which if ruptured may permit the upward
migration of hazardous fluid and the local contamination of potable water supplies. Because of this
added risk, criteria have been established to assist in regulating well operations so as to minimize
the potential for earthquake triggering by deep-well fluid injection [Nicholson and Wesson, 1990].
Important considerations include analyses of the hydrologic properties of the reservoir, the existing
state of stress, and proximity to known or inferred fault structures. This information can then be
used to help set guidelines for estimating maximum allowable injection pressures for waste
disposal.
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The M = 7.3 Landers, California, earthquake of 28 June 1992 triggered an abrupt
increase in seismicity at widely scattered sites across much of the western United
States (Hill and others, 1993). Most of the sites of triggered seismicity were located
north-northwest of the Landers epicenter (the direction of rupture propagation) along
the eastern California shear zone (the Sierra Nevada-Great Basin boundary zone
SNGBZ) and its extension into the southern-most Cascade volcanoes, Lassen Peak and
Mount Shasta. Outlying sites of triggered activity include the Geysers geothermal area
in the Coast Ranges of northern California, an area near Cedar City Utah along the
Hurricane fault zone, an area along the western margin of the Idaho batholith near
Cascade, Idaho, and a site in Yellowstone National Park (this was the most distant
site of recognized triggered seismicity at 1250 km or 17 source dimensions from the
Landers epicenter). The remotely triggered seismicity was confined to areas character-
ized by persistent seismicity and strike-slip to normal faulting (a horizontal least prin-
cipal stress). Many of the remotely triggered sites are areas of geothermal and recent
volcanic activity. Linear elasticity theory applied to laterally homogeneous earth
models fails to provide an explanation for the triggering of such remote seismicity. We
must thus look to possible non-linear interactions of the static and dynamic elastic
fields with local crustal heterogeneities to understand the triggering process. Some of
the most promising models involve interactions of the large dynamic strains radiated
from the mainshock with fluids (including possibly magma) in volumes of the crust
producing triggered seismicity.

Of the fifteen recognized sites with seismicity remotely triggered by the Landers
mainshock, only Long Valley caldera is covered by both a dense seismic network and
continuous deformation-monitoring instrumentation. We use this unique data to study
response of Long Valley caldera to the Landers earthquake for clues to the processes
driving the remotely triggered activity. We focus in particular on the spatial-temporal
evolution of the triggered seismicity and its relation to a transient strain pulse detected
by the deformation monitoring instrumentation in the caldera (Figure 1).

Long Valley caldera is just over 410 km north-northwest of the Landers
mainshock epicenter, and it is roughly midway along the eastern California shear zone.
The caldera was formed by the massive eruption of the Bishop tuff some 740,000
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years ago. It has since been the site of recurring volcanic eruptions (the most recent
500 ago) and, through historic time, persistant earthquake activity (Bailey and Hill,
1990). Current unrest within the caldera includes recurring earthquake swarm activity
accompanied by inflation of the resurgent dome with a cumulative uplift of over 60 cm
since its onset in 1979-1980 (Langbein and others, 1993).

Figure 2 summarizes the spatial-temporal evolution of the seismicity within and
immediately south of the caldera triggered by the Landers mainshock (origin time:
1158 UT on 28 June 1992). The triggered seismicity occupies essentially the same
crustal volume as the recurring swarm activity that began in 1980. The first earth-
quakes triggered within the caldera followed the Landers S wave by approximately 40
seconds (about 3 minutes after the Landers origin time [AL]) and occurred during pas-
sage of the crustal Love and Rayleigh waves, which carried the peak dynamic stresses
(approximately 3 bars in the vicinity of Long Valley; Michael, 1992; Hill and others,
1993). This initial triggered activity was located at a depth of 6 to 8 km beneath the
southwestern margin of the resurgent dome in the same volume that has produced the
most frequent and intense swarm activity since 1980. This initial activity included a

=2.2 event 16 minutes AL and a M=2.6 event 32 minutes AL at depths of 7 and 8
km respectively. By 34 minutes AL, triggered seismicity began near the south east
margin of the resurgent dome some 6 km east of the initial activity. Effectively, much
of the southern part of the caldera became activated within half an hour of the Landers
mainshock with no evidence for a migration front from the site of initial activity. This
stands in contrast to typical swarm activity in the caldera, which tends to be concen-
trated in isolated clusters within the seismogenic zone with only one cluster active at a
time. Only the largest swarms (M > 5 events) involve activity throughout the seismo-
genic southern half of the caldera.

Over the next 17 hours, seismicity gradually became concentrated in a north-
trending band south of the eastern margin of the resurgent dome (between longitude
118 50 and 51). A M=3.7 earthquake along the southern extension of this zone 3 km
south of the caldera that occurred at 0537 UT the next day (June 29). This was the
largest event in the vicinity of the caldera during the triggered activity, and it appears
to coincide with renewed activity throughout the southern part of the caldera (secon-
dary triggering?). Activity throughout the area gradually returned to background
seismicity rates over the next week (Figure 2). A preliminary look at focal mechanisms
for the triggered seismicity indicates no significant differences from the long term
swarm activity in the caldera, which is dominated by strike-slip to normal-oblique
mechanisms and T-axes with a northeast-southwest orientation. We have more work to
do on the focal mechanism issue, however.

The largest and best located of the triggered earthquakes are located near the base
of the seismogenic crust, which varies in depth from 12 to 15 km in the Sierra Nevada
block south of the caldera to less than 6 km beneath the resurgent dome (Hill, 1992).
The depth-time plot in Figure 2 admits the possibility that the M > 1.5 triggered
seismicity migrated to shallower depths at a rate of roughly 6 km/day from its initia-
tion at depths of 6 to 8 km beneath the south moat of the caldera.

The borehole dilatometer POPA located 3 km west of the caldera (Figure 2)
recorded a compressional strain transient that began during the S wave arrival from the
Landers mainshock, grew to 0.25 microstrain over the next five days, and decayed to
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near background level over the next two to three weeks (Figure 1). A 0.2 microradian
down-to-the-east tilt transient with a similar time history was recorded by the long
base tiltmeter located near the southeastern margin of the resurgent dome. Repeated
measurements of two-color geodimeter network spanning the caldera during this time
interval detected no strain response to the Landers earthquake above the 0.2 micros-
train resolution of the measurements. These measurements indicate that the Landers
earthquake triggered a broadly distributed pressure increase beneath the caldera that
gradually decayed to background over the next several weeks. Although the available
deformation data are too sparse to resolve the areal extent of the pressure source, it is
clear that they can not be satisfied solely by pressurization of the concentrated (Mogi)
source 7 to 10 km beneath the center of the resurgent dome that satisfies most of the
resurgent dome deformation data since the onset of deformation in 1979-1980.

The close correlation between the plot of cumulative seismicity with time and the
compressional phase of the strain transient following the Landers mainshock (Figure 2)
suggests a causal link that most likely involves a transient increase in fluid pressures
within the seismogenic crust beneath the caldera that gradually decay by diffusion over
a period of a few weeks. Both observed and theoretical static strain changes from the
Landers mainshock seem too small to produce such a response (the static strain step
recorded by the POPA dilatometer was 0.003 microstrain consistent with the static
strain field predicted for the Landers dislocation in an elastic half space). The large
dynamic strains focused toward Long Valley caldera (12 microstrain recorded in the
vicinity of the caldera) and the eastern California shear zone by strong north-
northwestward directivity of the Landers source admit several plausible mechanisms
for triggering such a transient pressure increase. Two of the more interesting possibili-
ties that may apply to Long Valley caldera include:

1) Pumping mid-crustal pore fluids into the overlying seismogenic crust by the dilata-
tional component of the crustal Rayleigh waves. Water levels in wells tapping
unconfined aquifers often fluctuate greatly during the passage of Rayleigh waves
from large, distant earthquakes. Pore pressure oscillations driven by Rayleigh
waves acting on confined crustal fluids may rupture fluid seals releasing high-
pressure fluids into adjacent crustal volumes by processes similar to those
described by Byerlee (1993) for fault zones. For example, near-lithostatic pore
fluids sealed in the brittle-plastic transition zone may be driven into the overlying
seismogenic crust by this process.

2) Accelerating the exsolution of volatile components in subadjacent magma bodies
thereby increasing the pressure within the magma bodies (Sahagian and Proussev-
itch, 1992) or increasing pore pressure in the overlying rock by an increased flux
of volatiles from the magma bodies.

The observation that the triggered seismcity in Long Valley caldera began near
the base of the seismogenic crust and that most of the moment release was concen-
trated there is consistent with both possibilities.

REFERENCES

Byerlee, J., 1993, A model for episodic flow of high pressure water in fault zones
before earthquakes; Geology (in press).

89



Bailey, R.A, and D.P. Hill, 1990, Magmatic unrest at Long Valley caldera, California,
1980-1990, Geoscience Canada, v. 17, pp. 175-179.

Hill, D.P., 1992, Temperatures at the base of the seismogenic crust beneath Long Val-
ley caldera, California, and the Phlegrean Fields caldera, Italy; in P. Gasparini, R.
Scarpa, and K. Aki (eds) Volcanic Seismology, Springer-Verlag, New York, pp.
432-461.

Hill, D.P., P.A. Reasenberg, A. Michael, and 28 others, 1993, Seismicity remotely trig-
gered by the magnitude 7.3 Landers, California, earthquake, Science (in press).

Langbein, J.0., D.P. Hill, T.N. Parker, and S.K. Wilkinson, 1993, An episode of re-
inflation of the Long Valley caldera, eastern California; 1989-1992; Jour. Geo-
phys. Res. (in press)

Michael, A., 1992, Initiation of seismicity remotely triggered by the Landers earth-
quake: where and when (abs); EOS, v. 73, p. 392-393.

Sahagian, D.L. and A.A. Proussevitch, 1992, Advective bubble overpressure in vol-
canic systems (abs); EOS, v. 73, p. 627-628.

0.10 -
0.05 1

0.00 ]

-0.05 ]

Microstrain

-0.10 5
~0.15 A

'III'Illllll LELERS LA AL LR LI e Trr T LEN A T 17 LA L LI T LS
T T I T T T

27 28 29 30Jul 2 3 4 5 6 7 8

TV Y

| R

9 10 11 12 13 14 15 16 17

500 -

ﬂ
3
—

=

400 -
300

200

Number of events

100

1 LML

27 28 29 30 Jul 2 5 6 7 8
Time (1992)

Figure 1. TOP: Postpile (POPA) borehole dilatometer strain from 27 June through 17
July, 1992. BOTTOM: Cumulative number of earthquakes with time from 27
June through 17 July, 1992. Each vertical line represents an earthquake.

90

Ty

9 10 11 12 13 14 15 16 17




“10d sum-yidaq (q) vonass ynos -yuou Juoje
1od awn-20wdg (D) "unf T Uo Nooysulrw s1puE] Jo Aun widuo L gSI1 S
-Ipul U PIjOS UONIIS 1sam-1583 Buoe j0|d awn-Idvds (g) 1w Iseq-Buo] jo
uonEd0] 7} PIOq UARUOIB[IP HOYAOq YJOd JO uonedo] djBuewn pios ‘dew Lo

USRS (V) ‘SE<WPU ‘PEOI ST =W'PZ O ST =Dl 00 =W isdas g
noj ui papess apmiuSew eabyures o1 euontodaxd zis ) A | y3nop v e N
sunf 87 woy ANONUSIS moys si0ld ‘Menbyired ‘suuoped ‘sIpUT] L= ] ° L]
ap 4Aq poraBin wiapred AajuA Buo up AONUSIIs JO UOHNIOAY AuR-Idedg ‘T undyy 1 .® s
N ‘36 NOF 03 )
z w _. o.a -.u .
O L ] M
P : 3 3
4 : 3 s , . - o1 _ . .
P ° ﬂo ° . . Q e L} 4 “ ..no
. e ° ..Nv e o & K, M Iy
° .o, . o..o... . Y . ceee . %o
° ° °e * e ° w o) * N oo
oo ¢ ° 3 . .- a
N P 2
° ° 3 < .
a . s e .
rrrrYTYTYTY TrITTTTYY | MAAMMAAMA TrrrrrrTTYTY TYTITrYTTYTY TYrTTTITYTYTYTY  AAAAAAAASAMSRESANAARARLY m ° Lv
] S
9
10puey {a “
i ‘36 NIV 03 8
,—a.bﬁ O.o. O—u . ” ._ca ” .._:
° _ . S———
‘ . ~, ! L X 1} !
°
o o° ° °
4 [y Mu ° ,
t ° -~
o

91



REVERSED-POLARITY SEISMIC REFLECTIONS ALONG FAULTS OF
THE OREGON ACCRETIONARY PRISM: INDICATORS OF FLUID
MIGRATION AND ACCUMULATION

By

J. C. Moore, G. R. Cochrane, Earth Sciences, UC Santa Cruz
Santa Cruz, CA, 95064
G. F. Moore, SOEST, University of Hawaii,
Honolulu, Hawaii, 96822

Abstract

High amplitude reversed-polarity reflections occur commonly on the frontal thrust
and in the proto-thrust zone of the Oregon accretionary prism. The highest amplitude
reversed-polarity reflections occur on the frontal thrust. The reversed-polarity reflections
on the proto-thrusts are distinct but of lower amplitude than those from the frontal thrust.

The reversed-polarity reflections could be caused by either dilation of the fault zone
or thrusting of higher over lower impedance sediment. Reversed-polarity reflections on
the proto-thrusts are probably not due to thrust inversion because the vertical displacement
of proto-thrusts averages only 27 m and the occurrence of polarity reversals is uncorrelated
to displacement magnitude. The predicted reflection coefficient due to the 27 m mean
offset of a velocity-derived impedance curve is an order of magnitude less that the
observed reflection coefficient of the proto-thrusts. Because the polarity reversals are
randomly distributed in depth throughout the proto-thrusted section it is unlikely that they
arise from a thrust inversion of any stratigraphically controlled variation in density and
veloczlti)l'. The reversed-polarity reflections from the proto-thrusts are probably due to fault
zone dilation.

The 1.5 km throw on the frontal thrust suggests a thrust inversion could produce
the observed reflections. Because the high amplitude reversed-polarity reflections lie in
bands at relatively shallow depths, they could be produced by juxtaposition of high
impedance sediments with stratigraphically controlled bands of low impedance sediments.
Thus, some reversed-polarity reflections are indicative of dilation and others might be
produced by thrusting.

Fluid dilating the proto-thrusts may be derived from a rapidly deposited turbidite
fan sequence or a subjacent overpressured abyssal plain turbidite sequence. The
detachment or "proto-decollement” at the base of the proto-thrust zone occurs in an interval
of anomalously low velocity, high porosity, and high fluid pressure; this interval may be a
fluid source zone. At the base of the proto-thrust zone, clay mineral dehydration and
hydrocarbon generation are nearing completion, which may also contribute to
overpressuring.

We believe that fluids are sourced in the overpressured sequences and migrate up
the steep proto-thrusts with a relatively rapid drop in overburden pressure with respect to
head loss. The excess fluid pressure ultimately drives the fault zone into tensile failure. If
the compressional state of stress induces failure prior to dilation, the decreased differential
stress would allow tensile failure if the rate of fluid flow and local pore pressure increase
exceed the stress buildup.
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Introduction

Seismic reflection images of faults from modern accretionary prisms are commonly
marked by high amplitude reversed-polarity reflections (Shipley et al., 1990)( Bangs and
Westbrook, 1991)( Moore and Shipley, 1993)( Cochrane et al., 1994). The reversed-
polarity reflections indicate a decrease in acoustic impedance (the product of velocity and
density) across the faults. All of these reversed-polarity reflections occur on decollement
zones that thrust highly deformed deposits of the accretionary prisms over undeformed
sediments. Thus, thrusting higher impedance over lower impedance material provides a
simple method to develop a reversed-polarity reflection. Alternatively, dilation of the fault
zone could reduce its velocity and density relative to the wall rocks, create a decrease in
impedance, and generate a reversed-polarity reflection.

Because dilated fault zones have substantially increased permeability, and
channelize fluid flow, it is important to distinguish if the reversed-polarity reflections
indicate dilation or whether they are simply the results of thrusting. If the reversed-
polarity reflections are dilated zones of low effective stress then they could substantially
reduce the fault strength; moreover, they may represent analogs of the fluid compartments
hypothesized along the San Andreas Fault (Byerlee, 1993).

Wave-form models supporting both mechanisms for producing high amplitude
reversed-polarity reflections have been published. A model of lower impedance sediment
underthrusting higher impedance deformed accretionary prism successfully reproduces the
reversed-polarity reflection of the decollement zone off Costa Rica (Shipley et al., 1990).
Along the decollement zone of the Northern Barbados Ridge, Bangs and Westbrook
(1991) best-fit the reversed-polarity reflection with a zone 20 m thick with a 10% velocity
reduction. The reversed-polarity reflection of the Nankai Trough decollement zone was
modeled either as a zone of reduced velocity or as a simple impedance inversion (Moore
and Shipley, 1993).

Here we evaluate high amplitude reversed-polarity reflections from the Oregon
margin from a structural and geometric perspective. We utilize multichannel seismic
reflection data collected in 1989 by Digicon and processed at the University of Hawaii
(MacKay et al, 1992; Cochrane et al., 1993). Overall this survey collected 2000 line-km of

data in a 4700 km? area; our study concentrates on a limited grid in a 70 km?2 area (Fig. 1).

Fault geometry was been defined using seismic depth sections. The depth
conversion utilized the stacking velocities from seismic processing, in combination with
refraction data and were adjusted to maintain a uniform slope to the oceanic crust as it
projects beneath the first ridge (Cochrane et al., 1993). The depth sections have been
examined with seismic interpretation and visualization software from Landmark Graphics
Corporation.

Tectonic Setting of the Oregon Margin

The Oregon-Washington subduction zone is characterized by copious clastic
sediment influx and a young oceanic plate. A topographic trench is absent nearly
everywhere as two large submarine fans dominate the depositional system. Our research is
focused off central Oregon on the southern fringe of the Astoria Fan (Fig. 1). Here, the
oceanic crust is about 9 Ma old, converges at a rate of approximately 4 cm/year along 070°,
and is covered by nearly 4 km of sediment (Kulm et al., 1984) (DeMets et al., 1990).

This area of central Oregon contains distinct domains of landward and seaward verging
structures (Kulm et al., 1973) (Snavely and Miller, 1986) (MacKay et al., 1992). Our
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study concentrates in a province of seaward vergent structures; a transition to landward
vergent thrust faults occurs approximately 20 km to the north of the area we worked.

Fault Geometry of the Frontal Deformation Zone

The central portion of the seaward vergent province (Figs. 1,2) is characterized by
a distinct first ridge formed by a fault-bend fold lying above the frontal thrust. The frontal
thrust elevates the first ridge about 800 m above the adjacent abyssal plain and has a throw
of about 1.5 km. The frontal thrust dips at 20 degrees to about 4 km below sea level and
then steepens to about 40 degrees until it intersects the decollement at about 5.5 km below
sea level (Fig. 3). The geometry of the frontal thrust is consistent for at least the 4 km
along strike transected by lines 4-9 (Fig. 3). Fan deposits dredged from the first ridge
contain radiolarians < 0.3 Ma old (Kulm and Fowler, 1974), providing an upper limit for
the age of the frontal thrust.

Extending about 6 km seaward of the frontal thrust, the proto-thrust zone
encompasses numerous small-scale faults that cut the incoming section. Proto-thrusts dip
uniformly at about 40 degrees (Fig. 3). Individual proto-thrusts cannot be followed north-
south from line to line (Fig. 3); they apparently are limited in lateral extent in addition to
throw. Throw has been determined by mapping a horizon across seismic lines 5-9 and
measuring the vertical offset at each proto-thrust (Fig. 4). The mean throw of the proto-
thrusts is 27 m with extraordinary values to 100 m (Fig. 5).

Nature and Distribution of High Amplitude Reflections from Faults

Reflection polarity was analyzed by displaying our seismic data in color on a
workstation using interpretation software from Landmark Graphics Corporation. We
worked with relative amplitude data that had been corrected only for spherical divergence.
The normal-polarity, water-bottom reflection is a positive-negative-positive composite
wavelet whereas the reversed-polarity reflection is the opposite. Only high amplitude
reversed-polarity reflections were only mapped in this study.

Seismic lines across the frontal thrusts commonly show discontinuous high
amplitude reversed polarity reflections. Two bands of polarity reversals extend from near
the surface to more than halfway down the frontal thrust. Individual reversed-polarity
reflections have a mean down-dip extent of 1 km (Fig. 6). An along strike projection (Fig.
7) shows that these high amplitude reflections correlate well, though the perspective view
(Fig. 8) illustrates changes in down-dip extent along strike.

Polarity reversals on the proto-thrusts are lower amplitude than those on the frontal
thrusts, are shorter in down-dip extent, and do not correlate from line to line. The seismic
lines are separated by about 0.8 km on average and the down-dip extent of the reversals has
a mean value of 0.5 km. Therefore, the extent of the reversal on the proto-thrust fault
surface along strike cannot be more than about 3 times its down-dip extent.

A north-south projection of all reversals on to an east-west line shows that the
reversals don't preferentially occur in any depth interval or series of depth intervals (Fig.
7). Apparently, they are not stratigraphically controlled; for example, a particular unit of
low acoustic impedance is not overthrust by a subjacent interval of higher acoustic
impedance, therefore generating a band of reversed polarity reflections at a uniform depth.
The occurrence of polarity reversals shows no correlation with proto-thrust offset (Fig. 5)
and therefore is unlikely to be a simple result of impedance inversion due to fault
displacement.
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In summary, the distributed occurrence of the polarity reversals on proto-thrusts of
very small vertical displacement and their lack of correlation to fault offset suggests that the
reversals are dilational in origin. Geological arguments cannot be made for dialational
origin of the polarity reversals on the frontal thrust, because they lie along two bands and
are on a fault with substantial throw. However, our results don't exclude dilational origin
for these reflections

Geophysical Arguments for the Origin of the Polarity Reversals

Wave-form modeling of high amplitude reversed-polarity reflections from
decollement or proto-decollement zones have been successful at a number of localities
(Shipley et al., 1990; Bangs and Westbrook, 1991; Moore and Shipley, 1993; Cochrane et
al., 1994). In all of these examples the reflections dip a few degrees and the reflections
can be modeled as horizontal surfaces. Off Oregon, the proto-thrusts and frontal thrust dip
20 to 40 degrees making their waveform modeling problematic.

To investigate the possible origin of the high amplitude reflections from proto-
thrusts, we estimated reflection coefficients of the seafloor and the proto-thrusts (White,
1977). This approach relates the reflection coefficient to the amplitude of the seafloor
reflection and the amplitude of the first seafloor multiple. Using 75 traces from an
unmigrated, near-trace section, we found the mean value of seafloor reflection coefficient
to be 0.202. Making only minimal corrections for spherical divergence and transmission
loss, and ignoring absorption, we calculated the reflection coefficient of the proto-thrusts
to be approximately -0.04 to - 0.06. These minimum values are 20-30% of the seafloor
reflection coefficient.

Offsets of the stratified section along the proto-thrust predict reflection coefficients
an order of magnitude less than those observed in the reflection data. An impedance curve
for the stratigraphic section was calculated from interval velocities (Cochrane et al., 1994)
and densities derived therefrom. The smoothed impedance curve was then offset 27 m or
the mean displacement of the proto-thrust resulting in a small impedance change; The
reflection coefficient predicted by fault displacement is determined by taking the difference
in impedance at a point caused by the displacement divided by the sum of the impedance
above and below the interface. The predicted value is -0.003; even if the offset were
increased to the maximum fault displacement of about 100 m, the impedance contrast
would increase four times and still only be a fifth to a third of the observed values.
Because the amplitude of the reversed-polarity reflections in the proto-thrusts cannot be
generated by simple fault offset, the reflections may be of dilational origin.

Conditions Conducive to the Production of High Fluid Pressures.

Both the geological and geophysical evidence favor production of the reversed-
polarity reflections on proto-thrusts by dilation of the fault zone. Because the sediments
are underconsolidated and weak, the dilation must be due to high fluid pressures and not
simply volumetric expansion caused by the rotation of irregular rigid particles. The
geological setting of the proto-thrust zone is conducive to the development of high fluid
pressures

The velocity data derived from the seismic processing (Cochrane et al., 1994) have
been converted to porosities using relationship from (Hamilton, 1978) (Fig. 9). This
porosity curve decreases systematically from the surface to near the top of the abyssal plain
turbidite unit where it increases down section. This change in the porosity gradient is
indicative of an overpressured sequence (Fertl, 1976).
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High Sedimentation Rates: The incoming sedimentary section is a rapidly-
accumulated turbidite fan sequence in which high fluid pressures would be expected for
depositional reasons alone. The incoming sedimentary sequence is 3.5 km thick over
oceanic crust about 8.75 my old (Kulm et al., 1984). The sedimentation rate for the
abyssal plain turbidite (Fig. 9) is estimated to be modestly higher than the maximum value
measured for the equivalent unit at Site 174 (about 70 km seaward of the margin) (Kulm
and von Huene, 1973). Projection of this rate (250 m/my) upward from the oceanic crust
to the base of the of the turbidite fan deposits suggests the onset of turbidite fan deposition
at about 1.75 ma and a rate of deposition of 1000 m/my. Onset of the fan sedimentation at
this time (early Pleistocene) is consistent with the belief that the fans are Pleistocene
features. This more rapid pulse of fan sedimentation would both load the underlying more
mud-rich turbidites and inhibit the dewatering of the fan sediments themselves. In both
cases high overpressures are likely to result.

Mineral Dehydration and Hydrocarbon Generation: Both clay mineral
dehydration (smectite to illite transition) and the maturation of organic matter produce
fluids and would contribute to the overpressuring of the incoming sedimentary section off
Oregon. Both of these reactions are primarily temperature dependent. The thermal
gradient in Cascadia Basin is about 60 degrees per kilometer as estimated from surface heat
flow measurements (A. Fisher pers. com.), and drilling (Carson, Westbrook, Musgrave,
et al., 1993) (Fig. 9) The thermal gradient may be slightly higher at depth because of the
blanketing effects of the rapid deposition of the turbidite fan. Using 60 degrees/km will
conservatively evaluate the effects of these processes.

The curve of clay mineral dehydration in Figure 9 is derived from kinetic equations
(Pytte and Reynolds 1989) and shows that substantial proportion of the dehydration would
be complete at the depth of the upper part of the abyssal plain turbidite sequence; this is
the depth at which the velocity-porosity data suggest overpressuring and the proto-
decollement occurs. At this depth hydrocarbon maturation would near its peak (Tissot and
Welte, 1984) further contributing to overpressures.

Tectonic Deformation: The conjugate nature of some of the proto-thrusts indicates a
maximum principal stress oriented subhorizontal. This lateral shortening of the
sedimentary section may contribute to overpressuring by lateral consolidation. The
increase in velocity laterally as the sedimentary section is transported into the proto-thrust
zone supports this hypothesis (Cochrane et al., 1994).

Discussion: Depositional, diagenetic, and tectonic aspects of the sediments in the proto-
thrust zone all suggest they are overpressured. The subhorizontal orientation of the
maximum principal stress in the proto-thrust zone suggests that the shear stress is very low
on the proto-decollement and consequently the fluid pressure is very high (Seely, 1977).

Geomechanical-Hydrological Model:

The thick incoming sedimentary sequence provides a viable source of high
pressure fluids to dilate the proto-thrusts and create the reversed polarity reflections. We
envision the following conceptual model for this process (Fig. 10): 1) The fluids are
sourced in an overpressured interval. 2) The fluids migrate up the steep proto-thrusts with a
relatively rapid drop in overburden pressure with respect to head loss. 3) The excess fluid
pressure ultimately drives the fault zone into tensile failure. If the compressional state of
stress induces failure prior to dilation, the decreased differential stress would allow tensile
failure if the rate of fluid flow and local pore pressure increase exceeded the stress buildup.
If this model is correct, then the occurrence of polarity reversals over a wide range of depth
intervals suggests that fluid is not being sourced from a single zone of uniform
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overpressure; rather fluid is probably migrating from a number of overpressured intervals,
both in the abyssal plain turbidite sequence and in the turbidite fan sequence.

This model requires substantial fluid migration up the faults at sub-lithostatic fluid
pressures, prior to reaching the hydrofracture threshold and creation of the reversed-
polarity reflection. The hydrofracture condition could provide ample permeability for fluid
flow; however, the relationship between permeability and effective stress for fault rocks in
accretionary prisms needs to be established for pressures just sublithostatic.
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Abstract

Analysis of a system of quartz veins in the well-exposed central belt of the Kodiak
Formation on Afognak Island, Alaska, allows documentation of a fracture network which
served as the plumbing system of an underplated package of sediments near the base (8-12
km depth) of an ancient accretionary wedge. This vein system provides a record of high
fluid pressure and hydrofracturing over a region at least 15 km across stike and 90 km
along strike. The vein system displays a regular geometry, with thin, closely spaced (0.5-3
cm), near-vertical veins that connect vertically and/or laterally with thicker sigmoidal veins
that are arranged in southeast-dipping en echelon sets. The thickness distribution for the
veins is consistent with the equation, N(X) o X, where N(X) is the number of veins with
thickness > X and ¢ = 1.3. Therefore, most of the total extension is accommodated by the
thin veins: total extension is approximately 5%. Thin veins contain quartz with crack-seal
textures; thicker veins contain inclusion-free quartz exhibiting euhedral terminations.
Whole rock analysis of slates across the central belt and the structurally more shallow
landward and seaward belts reveals significant variability in chemical composition, but
little correlation between composition and structural level. Analysis of chemical
composition on either side of four large euhedral growth veins reveals that silica is
depleted on the side of the vein where quartz growth occurred. Pressure solution selvages
trapped occasionally within the thicker veins and along their euhedral growth terminations
contain high concentrations of immobile elements, indicating that these fractures closed by
sudden collapse and penetration of quartz crystals into wallrock. A “zipper" model of fluid
flow is consistent with textures and the fracture system geometry: lenses of fluid (<1m)
move upward through the thin veins as quartz, diffusing from wallrock into the open
fractures, seals the base of the fractures. Thin fractures act as valves for fluid which
collects in the thicker fractures aligned as shear zones; in these fractures, quartz growth,
also driven by diffusive mass transfer, occurs until network interconnection or seismic
event allows catastrophic fluid escape and fracture collapse. Fluid escaping through the
network may be derived from local dewatering reactions as well as from deeper in the

subduction zone.
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Introduction

In situ observations along active submarine accretionary prisms have recently led to
many significant advances in our understanding of the hydrology of subduction zones.
Rapid loss of porosity at the deformation front [Bray and Karig [1985]] attests to grain-
scale fluid flow and expulsion of pore fluids. The existence of carbonate crusts and
chimneys [Kulm and Suess, 1990; Moore et al., 1990], thermal anomalies [Foucher et al.,
1990; Fisher and Hounslow , 1990], Cl anomalies [Gieskes et al., 1990], mud volcanoes
[Brown and Westbrook, 1988}, and biological communities [Lewis and Cochrane, 1990;
Suess et al., 1985] along emergent thrusts at the toe of the accretionary wedge suggests that
channelized fluid flow along faults must also occur. In some seismic reflection profiles,
these faults display negative polarity anomalies [Moore et al., 1990; Moaore and Vrolijk,
1991] that may be an indication of fault-parallel dilated zones that move episodically [Moore
etal., 1991].

Much of the fluid that is expelled along faults may be derived from deeper levels,
but our understanding of the deeper part of the forearc plumbing system is less complete
and limited to studies of uplifted ancient accreted rocks (e.g., Bebout [1991]; Vrolijk et al.
[1988]). In this paper, we examine the geometry, textural history, and wall rock
geochemical variations associated with a regionally extensive vein system within the
Kodiak Accretionary complex, an ancient subduction complex in southwest Alaska. The
well-constrained tectonic setting and good exposure of the Kodiak Accretionary complex
provides an exceptional opportunity to characterize the plumbing system of an underplated
package of sediments near the base of an ancient accretionary wedge.

Geologic Setting

The Kodiak accretionary complex consists of a series of northeast-trending belts of
accreted rocks that decrease in age toward the Aleutian trench (Figure 1). The most
areally extensive tectonostratigraphic unit within the exposed forearc is the early
Maastrichtian Kodiak Formation, an 80 km-wide sequence of folded and imbricated
turbidites that were accreted along the convergent margin in the Late Cretaceous or early
Tertiary when there was a thick pile of sediments on the incoming plate [Byrne and
Fisher, 1987; Fisher and Byrne, 1987]. The earliest recognized deformation within the
Kodiak Formation resulted in stratal disruption in the footwall of the Uganik Thrust,
where the Kodiak Formation is underthrust beneath the older Uyak Complex. D1 also
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resulted in the development of layer perpendicular calcite and quartz veins that are
restricted to sand beds. D1 structures, which formed when the sands and muds were
unlithified or partially lithified, are interpreted to represent underthrusting in an early
regime of progressive dewatering and lithification [Fisher and Byrne, 1987].

A later deformation event (D2) involved folding, imbrication, slaty cleavage
development, and lower greenschist facies metamorphism. This event occurred prior to
the intrusion of 60 Ma plutons [Sample and Moore, 1987; Fisher and Byrne, 1992],
indicating that D2 structures formed during and shortly after accretion of the Kodiak
Formation. Based on analyses of vitrinite reflectance, illite crystallinity, d-spacing of
transitional graphite, and fluid inclusion analyses, this deformation and metamorphism
must have ocurred at depths of 8-12 km [Sample and Moore, 1987; Myers, 1987; Fisher
and Brantley, 1992], suggesting that the Kodiak Formation was underplated due to
footwall collapse and duplex development along the plate boundary [Sample and Fisher,
1986]. The Kodiak Formation has been subdivided into the landward (LB), central (CB),
and seaward belts (SB) (Figure 1) based on variations in D2 structural style [Sample and
Moore, 1983] .

A regional scale anticlinorium (D3) folds the slaty cleavage and the imbricate
thrust packages of the Kodiak Formation and exposes 1-5 km of D2 structural relief from
the core to the limbs (Figure 1). Landward and seaward belt rocks represent shallower
structural levels while central belt rocks represent the deepest rocks exposed. From higher
to lower levels, D2 folds vary from tight and upright to isoclinal and recumbent, cleavage
varies from vertical to subhorizontal, elongations measured from pressure shadows vary
from 0.5 to 3.0, and strain histories vary from coaxial to noncoaxial [Fisher and Byrne,
1990; 1992]. In addition, there are pervasive D2 veins at the lower structural level which
are nearly absent in the highest exposed level [Fisher and Byrne, 1990]. Based on these
considerations, we interpret the lowest D2 structural level as a regional scale shear zone
above a basal decollement that was active in the Late Cretaceous-Paleocene.

There are two regionally extensive sets of quartz veins associated with D2. The
earlier set (D,,) is consistently oriented at about 70° clockwise relative to bedding in sand
layers (viewed to the southwest) and at 15-35° clockwise to bedding in shale layers.
Given regionally observed noncoaxial strain histories related to southeast-directed
overthrusting on the decollement [Fisher and Byrne, 1992}, the orientation of early D5,
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veins is best explained by 60° of counterclockwise angular shear in shale layers and 20° of
angular shear in sand layers during slaty cleavage development.

Another vein set (D) develops in the later stages of cleavage development. In an
earlier paper, three types of D, vein textures were described (Figure 2) [Fisher and
Brantley, 1992]: (1) quartz veins with continuous bands of solid mica inclusions that
record anywhere from 1 to 1000 episodes of cracking and sealing (similar to crack-seal
textures described by Cox and Etheridge [1983], Etheridge et al. [1984], and Ramsay
[1980]), (2) quartz veins with discontinuous crack-seal bands of solid mica inclusions that
are restricted to quartz grains that widen toward the margin of the vein, and (3) inclusion-
free quartz exhibiting euhedral terminations which, at the margin of the vein, are
associated with insoluble residues in the matrix. We interpret these variations to indicate
(1) periodic sealing of fractures (continuous crack-seal veins), (2) periodic partial sealing
of fractures (discontinuous crack-seal veins), and (3) growth of quartz in an open crack
with eventual collapse of the crack and dissolution of the matrix at impinging euhedral
quartz terminations (euhedral growth veins). In our previous paper, we used textural
arguments that silica transport involved local diffusion from wall rock to vein. However,
we lacked information concerning the distribution of textures at the mesoscopic or

regional scale.

This study focuses on the Dy, veins in the lowest structural level of the Kodiak
Formation. Three dimensional characterization of the D, vein network is facilitated by
near continuous cliff and wavecut platform exposures along the fjiord-indented northeast
coastline of Afognak Island. The main features that distinguish D, veins from D1 veins in
the field are that (1) the margins of most D,,, veins are smooth at the grain scale and cut
across grains in the wall rock rather than anastomosing around sand grains, (2) Dy, veins
are concentrated in shale-dominated units rather than in sandstones, (3) D, veins cut
across small scale sand-shale interlayers, and (4) D, veins display evidence for continuous
crack-seal (dark bands of solid inclusions parallel to the vein), discontinuous crack-seal
(solid inclusion bands limited to isolated quartz grains), and euhedral growth (jagged
margin on one side of vein) textures.

In this paper, we quantify vein spacing and thickness distributions to evaluate the

mesoscale geometry of the fracture network. We then describe the distribution of the
three observed textures within this system. Finally, variability in wall rock composition
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around veins and throughout the Kodiak slate belt is determined to test our model for

silica transport.

Methods

Scanline measurements

Measurement of orientation, thickness, length, and spacing of veins were made
using scanline surveys [e.g.Priest and Hudson,1981). Sixteen scanlines were measured on
each of 16 outcrops in the central belt. Scanlines averaged 2.1 m in length, but varied up
to 11 m depending upon extent of exposure. Each scanline consisted of a tape measure
stretched over a planar or near planar rock surface. For every scanline, the length and
orientation of the scanline, along with the position and thickness of every vein which
crossed the line, were measured. Distance between veins (spacing) was measured from
vein center to vein center. Vein orientations were measured along each scanline for a
random fraction of veins. All vein thickness and spacing data was then corrected for
scanline orientation using average vein orientation, and presented as true thickness and

spacing.
Chemical composition analysis

Slate samples from 11 localities were cleaned, cored, ashed to 900°C, and ground
to -100 mesh. In all cases, samples were selected so as to avoid entraining vein material
with slate matrix, and 2 to 4 samples were cored per location. Two of the 11 samples were
also sampled for variability in chemical composition around a large euhedral growth vein.
After grinding, samples were then reheated and dissolved using the lithium metaborate
fusion method. Sulfur was determined using a LECO sulfur titrator; all other elements
were determined with a Leeman Labs PS3000 inductively coupled plasma emission
spectrometer (ICP). All results are presented on an ash-basis. Densities of two samples

were measured using the immersion technique.

Polished thin sections of selected samples were also analyzed using a Cameca SX-
50 electron microprobe. For compositional analyses on either side of quartz veins,
intensity collections on samples and standards were completed using a focused beam
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rastering over an area of 110 pm x 90 um. Beam conditions for these analyses were 15.0
kV and 12 namps, and analyzer crystals were TAP, PET, and LIF crystals for Na, Al, and
Mg; K and Si; and Ti, Fe, and Ca respectively.

Microscopic measurements

Thin sections of several samples were prepared and observed under optical
microscope. Quartz band thickness was measured for all veins which showed continuous
banding in thin sections from 5 localities. Measurements were made from the earliest
crack-seal event (where quartz is fine-grained) to the latest event (at the margin(s) of the
vein where quartz is coarse). The earliest event is commonly at the margin of the vein
except in cases where cracking has occurred at both sides of the vein and the fine-grained
quartz is observed in the vein interior. The angle between the vein margin and inclusion
trails was also measured for each vein. Curved trails were broken into segments and the

angle was measured for each segment.

Results
Outcrop scale observations of Dy, veins

The D, vein set strikes northeast-southwest and occurs at a high angle to
bedding in both argillite and sandstone layers. The D, vein system displays a regular
geometry, with thin, closely spaced (0.5-3 cm), near-vertical veins that connect vertically
and/or laterally with thicker sigmoidal veins that are arranged in en echelon sets (Figures
3 and 4). Because the veins are constant in orientation, the distribution of veins can be
easily evaluated along scanlines. Scanline surveys of argillites throughout the central belt
reveal alog-normal distribution for the spacing of veins and spacing of en echelon sets
with medians of 5.8 mm and 514 mm, respectively (Figure 5, see also, Everett [1993]).
The spacing of fractures and brittle-ductile shear zones is typically very regular at the scale
of tens of meters, and the overall geometry of the system ( thick en echelon veins within
brittle-ductile shear zones and pervasive thin veins) is consistent throughout the central
belt (i.e., 15 km of across-strike exposure). Myers [1987] also noted a predominance of
en echelon sets of veins in the central belt between Kodiak and Afognak Islands, so this
regular outcrop scale system extends at least 90 km along strike. The brittle ductile shear
zones dip moderately to the southeast (trenchward) and contain sigmoidal veins which
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indicate southeast-side down shear. There is a rarely observed conjugate en echelon set
that dips northwest, and the undistorted tips of veins are parallel (i.e. vertical) in both
northwest and southeast dipping zones.

Chemical composition analysis

Chemical composition of slates across the landward, seaward, and central belts
showed significant variability in chemical composition, but little correlation between
composition and structural level (Figure 6). Although the relationship between samples
and structural level cannot be precisely quantified, the samples representing the deepest
structural level lie approximately between kilometer 15 and 25. Averages of values of
oxide wt. % for three samples each for the landward beit (LB), the deepest portion of the
central belt (CB), and the seaward belt (SB) are summarized in Table I, along with one
standard deviation (0) around the mean. For each of three sample localities, 2 to 4
samples were analyzed in order to investigate variability across the transect as well as
locally. In most cases, more variability in composition was observed in samples from the
landward and seaward belts as compared to the central belt. Variability in wt. % oxide /
wt. % oxide Al,O,, as documented by the standard deviation around the mean of this ratio
for all samples, increased in the order TiO, < Fe,0, < SiO, < K,0 < MgO, Na,0, CaO.

Table I. Chemical Composition of Landward, Central, and Seaward
Belt Slate Samples (wt. %)

Si0p A0z TiOo FeoOg3 MgO CaO MnO NasO K0

68.72 19.06 094 740 259 0.61 0.08 189 327 Avg(LB)
2083 683 035 28 096 035 003 020 120 o(LB)
58.79 19.07 095 867 327 099 0.11 3.03 268 Avg(CB)
269 1.31 008 08 029 037 0.02 0.61 0.60 o (CB)
63.58 1583 0.80 751 285 082 0.12 243 222 Avg(SB)
642 334 019 085 043 0.18 0.01 040 1.02 o(SB)

Table II and Figure 7a summarize chemical analyses of samples of slate matrix
cored from four sites each from samples 3-85 and DC-2 (both from the central belt).
Two samples were taken on each side of each vein, and the compositional analyses are

113



presented sequentially in Table II starting with samples of the wallrock on the side of the
vein where euhedral growth terminations have formed (samples 1 and 2, not in the
pressure solution selvage) followed by samples of the wallrock on the smooth side of the
vein (samples 3 and 4). The ratio of SiO, to Al,O5 is lower on the growth side of the vein
(samples 1 and 2). Variability in the ratios of TiO,/Al,05, Fe,05/Al,05, MgO/Al,O;, and
CaO/Al,05 were minor or absent between analyses (e.g.Figure 7a).

Table 1l. Chemical Composition of Slate Samples around Veins (wt. %)

Si0p AlO3 TiO, FesO3 Mg0 CaO MnO Nay0 Ky0  Locality
566 209 112 990 380 135 0.13 329 291 3-85A
56.7 20.7 1.06 866 339 153 0.11 3.01 3.21 3-85A
63.5 177 0.91 816 3.08 096 0.09 299 246 3-85A
60.7 182 094 825 315 161 0.13 274 261 3-85A
538 189 088 962 323 065 011 357 232 DC2
546 154 075 956 3.07 0.61 0.11 3.14 1.54 DC2
612 172 083 878 292 067 0.11 3.41 2.04 DC2
616 160 077 862 278 0.63 0.1 329 1.85 DC2

Microprobe analysis of whole rock composition on either side of two euhedral

growth veins (samples DC-6 and BCK, both from the central belt) also documented that
the matrix next to the side of the vein with crystal terminations (the growth side) was
depleted in silica compared to the flat side of the vein. The profile of SiO,/Al,O5 for
sample DC-6 and BCK show a strong depletion in silica around the vein (Figure 7b,c).
However, silica depletion around a continuously banded crack-seal vein in a sample from
site DC-6 (total thickness =~ 0.3 mm) was unmeasureable: SiO,/Al,03=3.41+0.16 on
the growth side of the vein and 3.40 + 0.21 on the initial side of the vein.

Microprobe analysis also revealed that "mica" grains in the matrix of sample 3-85

are an illite with composition (Nag 77Ky 3g)(Al2 6Mgo 82F¢1.06)Si7.20Al0.71(O10(OH)y)-
Very little variation in composition between analyses was observed. Phyllosilicate grains

that are included within the quartz veins are chlorite in composition, with an average
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Mg/Fe ratio of 0.74. Chlorite of the same composition has also been identified to be
common in the wallrock. Variation in chlorite composition is approximately 9% in the
Fe/(Fe + Mg) ratio.

Microprobe analysis documented the presence of enriched phosphorus, titanium,
and rare earth elements in the pressure solution selvage observed at the edge of the
euhedral growth vein of sample 3-85. Based on these analyses, the phases within the
selvage include 20-p-sized grains of rutile, apatite, and monazite.

Textural Observations

The microscale textures of D,y veins vary with respect to the systematic fracture
network. For example, the thin veins between en echelon sets are continuous crack-seal
veins with 1-50 planar, continuous bands of chlorite (with occasional other phase)
inclusions. Measured thickness of quartz bands reveals a lognormal distribution with a
mean and median of 9.0 and 7.1 pm respectively (Figure 8). The veins within en echelon
sets show all three types of textures but are dominated by discontinuous crack-seal and
euhedral growth textures. Continuously banded crack-seal veins in the shear zones were

observed to have as many as 1000 cracking events.

Measurements of the thickness of crack-seal events, made sequentially from the
side of the vein where fracturing initiated (quartz is fine-grained) to the side of the vein
where the latest event occurred (where quartz is coarse-grained), revealed that in 13 of 15
veins studied, band thickness decreased over time (e.g. Figure 9). Figure 9 also shows that
the trend of decreasing thickness as a function of time is observed in three places along the
same crack-seal vein, although the exact thickness at any given point for any given band

varies.

Inclusion trails within veins provide a record of the displacement associated with
cracking [Cox and Etheridge, 1983; Cox, 1988]. In thin veins between en echelon sets,
the inclusion trails are typically perpendicular to the margin of the vein, indicating that
cracks experience mode I failure. Veins within en echelon sets initiate as mode I cracks
but along the most recently active side of the vein, the inclusion trails are commonly

oblique to the vein margin.
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The thick veins also display textural evidence for periodic collapse of the fluid
filled pockets. Dark insoluble residues occur in the wallrock at the margins of euhedral
growth veins where collapse of the wall rock around euhedral quartz crystal terminations
resulted in dissolution of silica. Jagged insoluble residues that are embedded within the
quartz vein record earlier crack collapse events. The spacing of these features within veins
varies from 0.22 to 11.1 mm.

Discussion
Regional distribution of veins

The D,,, veins accommodate subhorizontal extension perpendicular to the trace of
the present-day plate boundary. The undistorted tips of veins in the southeast-dipping and
rare northwest-dipping shear zones are parallel, indicating that vein arrays develop as a
consequence of initiation and propagation of vertical fractures, and that shearing
deformation is subsequently localized along zones of low competence related to the
presence of the fractures (e.g., type Il en echelon sets, [Beach, 1975]). The dominant en
echelon set (southeast-dipping zones) is favored because the sense of slip on these zones
is synthetic with the sense of slip along the underlying plate boundary.

One method of evaluating the relative importance of thin and thick veins for the
total extension is to examine the size distribution of veins. The size distribution of
earthquakes and fault populations has been shown to obey the relation:

N(X) = a X )

where N(X) is the number of earthquakes of seismic moment > X or the number of faults
of length or displacement > X [Scholz and Cowie, 1990; Marrett and Allmendinger,
1992]. The Dy, veins in this study are analogous to faults in the sense that the total
displacement on a fault represents the cumulative result of many repeated slip events and
the total thickness of D, veins represents the cumulative effect of numerous crack-seal
events. The thickness distribution of D, veins in the central belt is consistent with
equation 1, where N(X) equals the number of veins with thickness > X, for a value of ¢ =
1.3 (Figure 10). Inthe field, any vein with thickness less than 1 mm was recorded as a
"thin" vein; measurement of 250 of these "thin" veins under the microscope revealed a
lognormal distribution with a mean of 0.2 mm. Therefore, in Figure 10, the data point for
"thin" veins is plotted at X = 0.2 mm. However, the regression was calculated only
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through data points where X > 1 mm. Because vein thickness is well-described by
equation (1), it follows that vein thickness displays a fractal distribution with fractal
dimension of 1.3 [Turcotte, 1986]. Based on these results, most of the total extension
related to D,y veining is mostly accommodated by the pervasive closely spaced thin veins
(e.g. Scholz and Cowie, 1990). Total elongation, calculated as vein thickness / (vein
spacing - vein thickness), averages about 5% in the slates.

Compositional analysis

Figure 6 documents that local variability in oxide components is larger than any
trends which exist across the slate belt. Lack of variability in the TiO»/Al,0, ratio
(standard deviation around the mean for the entire belt = 6%) suggests a lack of variability
in those components in the original sediments and that those components are immobile.
Variability in Fe and Mg distribution may be related to variability in precipitation of
chlorite, pyrite, and iron oxides throughout the slates, as suggested for the Martinsburg
Fm. by Wintsch et al. (1993). The largest variability (standard deviation = 36 to 41%) was
observed for Na,O/Al,05 and CaO/Al,O; ratios across the slate belt (Figure 6). Na and
Ca were also observed by Wintsch et al. (1993) to show a large variability within the
Martinsburg slate belt, which those authors attributed to mobility on the scale of
kilometers.

Wintsch et al. (1993) concluded that SiO, mobility was limited to the scale of
centimeters, and that mudstones showed no loss of silica that could be correlated with
strain throughout the Martinsburg. The absence of a trend in the SiO,/Al,O5 ratio as a
function of position in the Kodiak slates (Figure 6) may also be evidence that no long-
distance transport of silica has occurred. However, the standard deviation around the
mean of the SiO,/Al, 0O, ratio for the entire slate belt is + 27%, which is much larger than
that observed for TiO, (+.6%). Local mobility of silica is large.

If vein silica is derived from wallrock, as suggested by our model, we might expect
that matrix composition for central belt samples with veins would be lower in silica than
comparable matrix slate samples from the seaward and landward belts, both of which lack
D,, veins. The average of the ratio SiO,/Al,O in the deepest samples of the central belt
(3.1 £ 0.4) was lower than the seaward belt average (4.0 + 1.4), but not lower than the
landward belt average (3.1 + 1.1). Much of the variability in this ratio must not be related
to the growth of quartz veins.
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According to our model of silica diffusion from wallrock to vein, silica should be
more depleted in the wallrock adjacent to the open fracture. The analyses of four veins
indicate that silica depletion (and enrichment of other components) has occurred on the
active side of the vein (Table II, Figure 7). Results are comparable for samples measured
using whole rock chemical analysis (Table II, Figure 7a) and microprobe analysis (Figure
7b,c). The only vein studied which did not show silica depletion on the growth side was a
1-mm wide crack-seal vein. These results are therefore in agreeement with a model of
diffusive mass transport of silica from matrix to vein. Silica mobility is present at least at
the centimeter scale, while Fe, Ti, Al, Mg, Mn and other components show no variability
with respect to position around quartz veins.

If aluminum is immobile in these samples, then the volumetric strain of the
depleted side of the vein with respect to the undepleted side of the vein must equal (C,p, .
Ca Pa)/Cq pgs Where the wt. % Al,O5 and the density of the depleted zone are Cyand py
respectively and the wt. % Al,0O5 and density of the undepleted side are C, and p,
respectively. The calculated volumetric strain (AV/V,, where AV is the change in
volume and V, is the original volume) for samples 3-85 and DC-2 are -23% and -18%
respectively, assuming that py ~ p,,. For the one vein where we measured density on either
side of the vein (DC-2), this assumption proved true (py = 2.744 g/cm3; p, =2.748
g/cm3). This calculated strain is a minimum estimate, and represents the strain due to
mobilization of silica assuming that one side of the vein has maintained its original silica
content. The elongation represented by vein material within the shear zones, as calculated
from scanlines, varies between about 8 and 30%. Loss of silica from the wallrock adjacent
to the vein corroborates the model of silica diffusion into the open fracture; for the few
measurements completed, enough silica has been mobilized to account for the elongation
recorded by veins. The only vein which did not show silica depletion was a 1-mm wide
crack-seal vein. Resolution of our analysis would not determine silica depletion on the
order of 5-6 %, suggesting that the strain calculated for this sample was < 6%. The
elongation associated with the crack-seal veins (outside of the shear zones) is
approximately 5%, as determined from scanline measurements, and therefore the depletion
zone around those veins would not be detectable by the microprobe measurements.

Interpretation of crack-seal vein textures
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Each band represents a crack-seal event that involves cracking along the boundary
between the quartz vein and the wallrock, followed by sealing of the crack due to growth
of chlorite (predominantly) from wall rock seed crystals and growth of quartz from the
surface of the vein (Figure 2). Given the crystallographically controlled anisotropy in
quartz growth rate within open fractures, crack collapse prior to complete sealing results
in preservation of the roughness of the vein surface at the time of collapse [Fisher and
Brantley, 1992]. The continuity and planarity of inclusion bands in thin veins suggests
that cracks are completely sealed with quartz along their length. Under these
circumstances, the thickness of inclusion bands is a measure of the crack aperture at the
time of each sealing event, or at least, if fractures open widely and then relax, a measure of
the minimum crack aperture. Based on microscopic measurements of inclusion band
spacing in thin veins, the apertures associated with cracking events show a log-normal
distribution with a mean and median of 9.0 and 7.1 um respectively (Figure 8).

Most D, veins within the Kodiak Formation develop asymmetrically with all or
most of the cracking on one side of the vein. Of all the veins observed, only 19 of 239
showed growth on both sides of the veins. For the thin continuous crack-seal veins
between en echelon sets, there is a general decrease in the spacing of inclusion bands,
suggesting that the crack aperture associated with each cracking event decreases over time
(Figure 9). Continuous crack-seal bands consistently exhibit inclusion trails aligned
perpendicular to vein walls, so a decrease in vein aperture cannot be explained by mixed
mode cracking with a constant displacement. The aperture of a mode I crack is
determined by a number of variables such as the fluid pressure within the crack and the
elastic properties of the material. For example, Young's modulus (E) could progressively
increase in the rock due to the introduction of quartz within veins. An increase in stiffness
would result in a smaller crack aperture for a given crack length. However, the amount of
quartz associated with D,y veins (approximately 5 volume %) would not produce
sufficient change in E to account for the significant decrease in aperture observed.
Another explanation for the decrease in crack aperture over time is that the fracture
toughness of the rock decreases due to weaknesses or the presence of flaws along the
boundary between quartz veins and the wall rock. Under these circumstances a smaller
increase in fluid pressure is required for critical crack growth.

If the initial in situ aperture of the crack is larger than the thickness of the quartz
band, then the band thickness may also be a function of the balance between the rate of
quartz precipitation vs. the rate of relaxation of the fracture aperture. We know that the
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rate of precipitation is greater than the rate of relaxation because no crystal terminations
are recorded in the crack-seal veins--fracture closure occurs by sealing rather than by
collapse. A decrease in band thickness could therefore also indicate an increase in the rate

of quartz precipitation over time, assuming a constant rate of aperture relaxation.

Interpretation of shear zone vein textures

Individual veins within the shear zones typically originate as continuous crack-seal
veins but evolve into discontinuous crack-seal veins and finally euhedral growth veins.
This is consistent with our model for formation of the en echelon zones: distributed
vertical hydrofracturing leads to zones of weakness that evolve into shear zones. Once
brittle-ductile shear zones nucleate, the displacement associated with cracking episodes
increases for veins within the zone and en echelon cracks persist as open fluid-filled
reservoirs. The observation that phyllosilicate inclusion trails trapped in the shear zone
veins are commonly oblique to vein walls in later stages of formation documents that there
is a component of displacement parallel to the crack during the later stages of vein
formation in those zones. The relative displacement of opposing sides of the crack is
antithetic to the sense of shear within the southeast dipping brittle-ductile shear zones.
The increasing component of slip parallel to the cracks is consistent with the observed
clockwise rotation of en echelon veins relative to the stress field. No consistent
relationship was observed between the crack aperture (thickness between inclusion bands)
and the opening direction (orientation of inclusion trails).

The thick veins also display textural evidence for periodic collapse of the fluid-
filled pockets. Dark insoluble residues occur in the wallrock at the margins of euhedral
growth veins where collapse of the wall rock around euhedral quartz crystal terminations
resulted in dissolution of silica. Jagged insoluble residues that are embedded within the
quartz vein record earlier crack collapse events. The spacing of these features within veins
varies from 0.22 to 11.1 mm. Thus, collapse events in en echelon veins are much less
frequent than the more closely spaced crack-seal events. Collapse events are interpreted
as evidence for periodic linkage of en echelon reservoirs and draining of fluid pockets.
Phases documented in the pressure solution selvage, including rutile, monazite, and
apatite, contain components documented to be immobile (e.g. Wintsch et al. [1991],
Ayers and Watson [1991]).
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Models of Vein Formation and Fluid Flow

The mesoscopic distribution and textural variability of the Doy, vein network
suggests that the development of the vein system involves an early history of distributed
hydrofracture nucleation throughout the lowest structural level of the Kodiak Formation,
with an increasing density of veins as fractures seal and new fractures develop. This early
history is followed by nucleation of southeast dipping brittle-ductile shear zones as the
fracture density increases until arrays of fractures locally provide zones of weakness that
experience shear failure. These en echelon cracks no longer seal completely but rather
provide small reservoirs that remain open or only seal partially. The D, vein system
provides a record of high fluid pressure and hydrofracturing over an exposed region 15 km
across strike and 90 km along strike.

In our previous paper, we developed a model for fluid flow that was consistent
with observations of continuous crack-seal veins. We argued that, because the difference
(AP) between fluid pressure in the matrix and in the crack increases with depth within a
fracture or interconnected fracture network, matrix-to crack diffusion and vein growth will
be fastest at the lower tip of the fracture. Thus, vertical fractures will seal at depth while
the open crack lens of fluid will propagate upward maintaining a steady state crack
volume. Based on this model, the upward migration of fluids and cracks is rate-controlled
by quartz growth at the base of the fractures and fluid lenses move up in a zipperlike
fashion.

This “zipper” model can now be placed in the context of the observed mesoscale
vein distribution. Lenses of fluid moving upward through the thin veins must be licrited to
vertical dimensions < 1 m (Figure 3). Such a dimension is consistent with the model of
pore-fluid diffusive transport of silica into the vein which requires fluid lenses with vertical
dimensions less than 6 m [Fisher and Brantley, 1992]. Because the textures of euhedral
growth veins document that these fractures remained open for extended time periods
while the textures of crack-seal veins document that these fractures only remain open
intermittently, the thin veins must act as valves betweca shear-zone fluid reservoirs. Small
fluid lenses migrate upward from reservoir to reservoir as quartz diffuses from the wall
rock into the thin cracks.
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Thin veins with as few as 1 and as many as 50 events have been observed, implying
that the entire vein system cannot experience failure at the same time. Furthermore, where
thicker veins in the shear zones have continuously banded crack-seal textures, up to 1000
bands have been observed. Therefore, distributed fluid lenses must all migrate between
reservoirs independently. One-event crack-seal veins are always observed to have a
vertical scale of < 2 cm, implying that fractures initiate as features which are small in
length and which link into the network over time. The hundreds of crack-seal events
recorded by individual quartz grains within discontinuous crack-seal veins may represent
periodic inflation of the fluid reservoirs in shear zones due to the addition of each single
lens of fluid. Collapse events in en echelon zones represent less frequent events when
adjacent reservoirs become interconnected and are able to drain. Such collapse events may
be caused by seismic events.

Measurement of silica depletion zones around four euhedral growth veins
documents local mass transfer of silica from wallrock to fracture for those samples. Fisher
and Brantley [1992] argued from textural observations for such a diffusive mass transfer
model. A single fluid pulse model, whereby each quartz layer precipitates after influx of a
single crack volume of fluid [Etheridge et al., 1984], was ruled out because this model
would require unreasonably large crack apertures to precipitate 8 um of quartz [Fisher
and Brantley, 1992]. A fracture-channelized flow model, whereby silica is derived from
deeper levels and is precipitated during long distance flow down a temperature and
pressure gradient [e.g. Yardley, 1984], is unlikely based on the observation that
continuous crack-seal veins seal rather than collapse [Fisher and Brantley, 1992). During
sealing, fluid flow would become progressively slower until the rate of delivery of SiO, to
the system would be effectively zero. Moreover, quartz growth in euhedral growth veins is
greatest adjacent to sandy laminations in the wall rock, suggesting that wall rock
composition influences axial concentration gradients within the crack. A diffusion model
from wall rock to vein is favored because this model does not require enormous crack
apertures and can result in complete sealing of fractures. This model allows for local
derivation of silica and explains the silica depletion zones that have been identified in the

wall rock adjacent to the open side of euhedral growth veins.

Although silica is derived from local wallrock in this model, fluid filling the
fractures may be derived locally from dehydration reactions, or externally from deeper in
the subduction zone. The fracture network documents only that a source of fluid was
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available, and that this fluid left the system as small lenses pushed upward by quartz

precipitation.

Fisher and Brantley [1992] postulated that reasonable rates of sealing could be
obtained with pore-fluid diffusion from matrix to crack with a pressure differential on the
order of 0.01 to 0.1 MPa. However, newly published data for diffusion along grain
boundaries in novaculite in the presence of a wetting pore fluid suggests that grain-
boundary diffusion rates in the presence of certain fluids may be orders of magnitude
faster than previously hypothesized [Farver and Yund, 1992]. These results are consistent
- with inferences made by Fisher and Brantley [1992] that the rate of pressure shadow
development in Kodiak slates also required grain-boundary diffusion coefficients that
were faster than previously hypothesized. The new data for grain-boundary diffusion
coefficients may be consistent with grain-boundary diffusion as the controlling mechanism

of silica transport from matrix to vein.

Fisher and Brantley [1992] argued that sealing of the thin veins must be interface-
controlled early in vein growth, and mixed interface- and diffusion-controlled late in vein
growth. This implies that the rate of sealing of the thin veins increased with time. If the
fracture aperture was larger upon initial fracturing and subsequently relaxed, then as the
rate of sealing increased the thickness of precipitated quartz bands would have decreased
over time, as observed. The model presented here, where thin veins are valves allowing
fluid flow between shear zones, also implies that, if the rate of introduction of fluid is
constant while the rate of sealing of the valves increases, then the rate of fracturing as
documented in the crack-seal textures should also increase with time. In fact, analysis of
the textures led Fisher and Brantley [1992] to conclude that the period between
fracturing decreased during the growth of these veins.

Conclusions

The Dpp vein network exposed along the northeast coast of Afognak Island,
Alaska provides a record of high fluid pressure and hydrofracturing within an ancient
forearc plumbing system that extends for at least 15 km across strike and 90 km along
strike. This network consists of two parts: (1) thin (<1mm) vertical veins that strike
parallel to the margin and display a log-normal spacing distribution and a median spacing
of 5.8 mm, and (2) thicker veins that are arrayed in en echelon sets that define shear zones
that strike parallel to the margin and dip southeast with southeast-side-down shear. These
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shear zones display a log-normal spacing distribution with a median spacing of 514 mm.
Throughout the network, the veins display a power law thickness distribution with a
fractal dimension of 1.3, indicating that thin veins accommodate the largest proportion of
the bulk extension during Dy, (approximately 5%).

Microtextures of veins within the fracture network indicate that thin veins
experience periodic fracturing followed by complete sealing along the length of fractures.
The spacing of inclusion bands in these veins provides a measure of minimum in situ crack
aperture, with a log-normal distribution of crack seal band thickness and a median
thickness of 7.1 um. The thick veins within the shear zones record partial sealing of
fractures or growth of quartz into open voids with intermittent collapse of cracks and
dissolution of wall rock against quartz crystal terminations. Thus, the thick veins in
brittle-ductile shear zones serve as reservoirs for fluids while thin veins act as valves that
allow migration of high aspect ratio fluid lenses between shear zones. The inferences
about thin veins are consistent with a zipper model for migration of fluid lenses [Fisher
and Brantley 1992] where quartz precipitates at the base of cracks as fractures propagate
upward. The collapse events in thick veins reflect catastrophic events where fluid pockets
become interconnected and higher pressure reservoirs are allowed to drain into areas of
lower pressure. The interconnection of fluid reservoirs is one of the possible ways in
which seismic events may influence fluid migration around faults [e.g. Byerlee, 1993], so
spaced collapse features may be related to paleoseismicity.

There is no evidence at present for long distance transport of silica within the
Kodiak Formation based on regional variations in the chemical composition of slate
samples. There is, however, geochemical evidence for local migration of silica from the
rock matrix to veins. For thick veins that record quartz growth on only one side of the
vein, there is a measurable depletion of silica in the wall rock on the active side of the vein
relative to the side of the vein that did not have access to the open fracture. Observations
of silica depletion zones are in agreement with inferences made based on textural and
geochemical arguments for these veins [Fisher and Brantley, 1992]. The amount of wall
rock depletion is comparable to the amount of quartz precipitated by veins. Thus, the Doy
vein network provided distributed sinks for silica that was transported by diffusion from
the wall rock to cracks during upward fluid migration along a fracture-dominated

plumbing system.
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Figure 6a. Ratio of wt. % SiO, normalized with respect to wt. % Al,0O, throughout the
landward (0-10 km), central (10-25 km), and seaward belts (25-45 km). Multiple data
points indicate multiple samples at the same location. b. Ratio of wt. % CaO, TiO,, and
Na,O normalized with respect to wt. % Al,0O; throughout the transect. Samples which
represent the deepest structural level lie between kilometers 15 and 25.
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Figure 7. Ratio of wt. % SiO, (solid circles) normalized with respect to wt. % Al,O4
plotted as a function of position with respect to an euhedral growth vein in each of three
samples, a) DC-2 b) DC-6 ¢) BCK. Wt. % Fe,05 and CaO normalized with respect to wt.
% Al,O; is also plotted. Note that scales differ for each vein. For every plot, the euhedral
growth quartz vein was located at position 0. For every case, the side of the vein with
euhedral terminations is on the left (negative position). Measurements plotted in (a) were
determined with whole rock analysis; measurements plotted in (b) and (c) were determined
from 110 p x 90 p rastered analyses under electron microprobe.
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Figure 8. Frequency histogram for thickness of quartz bands in continuously banded
crack-seal veins for samples observed in five localities. Mean and median of the
distribution are 9.0 and 7.1 pm respectively.
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Figure 9. Thickness (um) of quartz bands plotted from the first band grown (measured on
the side of the vein where quartz grains are smallest) to the last band grown (measured on
the side of the vein where quartz grains are largest). Plots in (a), (b), and (c) represent
measurements on three segments of the same crack-seal vein and indicate the extent of
variability within one vein. The mean and standard deviation in each case is: a) 8.20 +
1.80 um, b) 6.91 + 1.81 pm, ¢) 6.12 + 1.96 um. Lines represent a linear regression

through all data.
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as measured under the microscope for veins < 1 mm (see text). All other data points
represent measurements made in the field and then corrected for vein orientation.
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The Nature of High Fluid Pressure in Sedimentary Basins

Terry Engelder, Suzanne D. Weedman, and John T. Leftwich, Jr.
Department of Geosciences, The Pennsylvania State University
University Park, Pennsylvania 16802

Any study of the mechanical involvement of fluids in faulting will undoubtedly consider
the effect of high fluid pressure. While measurements of fluid pressure about faults are rare,
some of the best data come from o0il and natural gas fields in sedimentary basins (e.g., the Gulf of
Mexico). Such detailed pressure data give an insight into the distribution of abnormal pressure
in and around fault zones where high fluid pressures are quasi-static relative to the earthquake
cycle. For quasi-static fluid pressures, the nature of the pressure seal is an issue. The purpose of
this paper is to describe the change in fluid pressure when abnormal pressure is encountered in
sedimentary basins. In particular, focus is on the question of whether or not high fluid pressures
are any different along fault zones than within intact rock at some distance from the fault zones.

Geopressure profiles were constructed largely from original shut in bottom hole pressure
(BHP) measurements recorded in numerous wells within various oil and gas fields of a sedimen-
tary basin. Such pressure data were recorded by the operators during the completion and produc-
tion phases of each well and are available through a Houston based company, Petroleum Infor-
mation Service (PI). In some cases repeat formation tester (RFT) and other wireline (WLT)
pressure data supplemented the BHP data.

Early compilations of fluid pressure data from the Gulf of Mexico suggest that abnormal
pressure increases in a rather nonsystematic manner at a depth where shales become more com-
mon in the stratigraphic column. In the literature (e.g., Magara, 1978; Chapman, 1980), a com-
mon model for pressure increase in Tertiary rocks is well expressed by a figure from Wallace et
al (1979) which shows that below the hydrostatically pressured zone, pore pressure increases
with depth so that the geopressure profile is a concave curve that grades into a lower convex
curve. The result is a geopressure profile with the shape of a “lazy S”. Such geopressure pro-
files are characterized by lack of sharp boundaries, in contrast to geopressure profiles drawn
through seals bounding pressure compartments (e.g., Hunt, 1990; Weedman et al., 1992). In
fact, Chapman (1980) cites the “lazy S” shape of the geopressure profiles as evidence that there
are no seals (i.e., distinct low permeability horizons relative to rocks above and below) at the top
of overpressure in thick shale sections of the Gulf Coast.

Construction of a geopressure profile assumes that high quality data from each well in
individual fault blocks follow the same general trend and that differences in original pressures
due to rollover anticlines were relatively small. Special care was used to select original pressures
and exclude low pressures taken after a particular zone had experienced some production draw-
down which is indicated by data falling off of a geopressure profile by more than 2 MPa. Pres-
sure points that were determined to be faulty or drawn down were left off of the final plots.
Detailed pressure records were not available for any of the BHP data, therefore evaluating the
quality of each test was not possible.

Tuscaloosa Trend The first example of abnormal pressure about fault zones is taken from
the Tuscaloosa trend in Louisiana (Weedman et al., 1992). The very porous sandstones of the
lower Tuscaloosa Formation (Upper Cretaceous) produce gas in the depth range of 5400 to 6400
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MORGANZA Fig. 1 meters south of the Lower
Cretaceous shelf margin (Fig.1).
MOORE-SAMS In the Moore-Sams and
FIELD Morganza fields, the formation
is cut by several east-west
trending, southward dipping
growth faults (Figure 1), and
comprises shales and both
fining- and coarsening-upward
sand bodies interpreted as
distributary channels, distribu-
tary-mouth bars, and offshore
bars. A transition to overpressure occurs within the lower Tuscaloosa Formation in these two
fields. Reservoirs within the lower Tuscaloosa Formation < 10 km to the north are normally
pressured while reservoirs in the same formation < 10 km to the south are entirely overpressured
(McCulloh and Purcell , 1983).
Moore-Sams Field All pore pressures measured in fault block 1 fall on a hydrostatic
gradient to the ground surface; the

==~ Nommal fault

km1
$ :ﬂl:l Fault block

1

-5300 abnormal pressures in blocks 2 and 3 of
HYDROSTATIC GRADIENT this field follow a local hydrostatic
5400 / 4 BLOCKI gradient (Figure 2). The overpressures
5500 - : s of blocks 2 and 3 follow a local hydro-
B e static grfldjent do?vn to depths of 5850
E Rt v . PRESSURE SEAL m reaching magmtu'd_es of 82.6 MPa.
T e Sty The top of the transition zone from
g ] :% normal to overpressure occurs in the
E -5800 - ,i: AN depth range of 5620 m to 5683 m, while
2 00 ] 8 F:g#TsSEADS the top of the lower Tuscaloosa Forma-
] o tion is displaced down by 105 meters
-6000 - from block 2 to 3. Therefore, the
€100 ] ‘fo?R.E'SIA‘_’s 'F lE-“:., o variation in the depth to the top of
40 5 6 70 8 9 100 110 120 13  overpressure between fault blocks 2 and
PORE PRESSURE (MPa) Fig. 2 3 is considerably less than the displace-

ment of the strata across the fault.

It is important to note that the magnitude and gradient of abnormal pressures in blocks 2
and 3 are very similar, even though stratigraphy differs across the fault as indicated by the
displacement of both the top of the lower Tuscaloosa Formation (by ~105 m) and the shale
break at the base of the formation (by ~180 m ), as well as in the basinward thickening (~ 78 m)
of the formation. The fault that separates the two blocks, therefore, does not act as a pressure
seal, because overpressures are nearly equal on both sides of the fault at the same depths. There
is apparent fluid communication across the fault and within the overpressured sandstones of this
field. Communication through the fault zone indicates that the effective stress within the fault
zone is the same as found within intact rock on either side of the fault.

Morganza Field Overpressures in the Morganza Field wells reach magnitudes as great as
117 MPa at depths of 5975 meters (Figure 3). The pore pressures through overpressured sand-
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stone-dominated intervals in the
Morganza Field generally follow local
hydrostatic gradients, but jump as
much as 26 MPa across certain shaley
intervals. The growth faults in this
field divide up the reservoir into at
least five blocks; four of them have
wells with RFT pressure data. As in
the Moore-Sams Field, all pore pres-
sure data from fault block 1 are
normal, i.e., they lie on a hydrostatic
gradient to the ground surface, while
the overpressures encountered in fault
blocks 2 and 3 are of a much greater
magnitude than in the Moore-Sams
Field. The pore pressures in the OE
Lacour well and in part of Brown 3

well reach magnitudes of 83 MPa and 94 MPa, respectively, at depths of about 5800 meters,
while pore pressures in the Brown 2 well follow a series of stair-step local hydrostatic gradients,
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reaching magnitudes as great as 117
MPa at depths of 5975 meters.

The pressure data from the
Morganza Field are more complex than
the data from the Moore-Sams; a great
deal of variation in pore pressure exists
in the depth range of 5675 to 5850 m,
suggesting that several pressure seals
may exist, not only along certain faults
(between blocks 2 and 2a), but even
within fault blocks (i.e., 2 and 3). Here
faults serve as pressure seals which are
zones of sufficiently low permeability to
maintain a measurable vertical or lateral
pressure anomaly. Effective normal
stress within such sealed fault zones can
be sizable.

South Texas Geopressure
profiles for many fields in South Texas
show several segments having linear
trends. As a consequence, we computed
a best fit or we hand-fitted a line to
linear segments of the geopressure
profiles.

A geopressure profile con-
structed for the Ann Mag field allows us



to identify the top of abnormal pressure at a depth of
Rancho Neal Rupp #1 approximately 2286 m. The most striking feature of the
Ann Mag pressure-depth profile is that it is divided into
] four linear segments with characteristic pressure gradients
w0t 2 (Figure 4). A normal pressure gradient of 0.445 psi/ft

: (10.1 MPa/km) is found down to the top of abnormal
pressure. Immediately below the top of abnormal pres-
ol sure is a normally compacted section with a pressure
] gradient of 1.094 psi/ft (24.7 MPa/km). Below the top of
undercompaction is a section with a high gradient of

1 2.391 psi/ft (54.1 MPa/km) down to a depth of approxi-
M W mk  as  ww mately 10500 ft (3200 m). The deepest section has a

Formation Presaure (ps)  Fig. 5 pressure gradient of about 0.84 psi/ft (18.9 MPa/km)
which is poorly constrained because of the small number of data points. When encountering
these linear pressure-depth segments in other fields, they are labeled ONE through FOUR mov-
ing downward in a field. The mean top of the zone of undercompaction in the Ann Mag field at
a depth of 8980 ft (2737 m) is 1480 ft (451 m) below the mean top of abnormal pressure in this
field.

The skeptic will undoubtedly argue that the raw data in figure 4 follows a curve more like
the “lazy S” of Chapman (1980). However, figure 4 is a compilation over an entire field where
fault zones do not act as seals. Pressure data from single wells serve as the best evidence for
linear segments in pressure-depth profiles as opposed to nonlinear pressure increases. Pressure
segment TWO for the Rupp 1 well is particularly well defined (Figure 5). A computer calculated
curve fit to the data points comprising this segment indicates a linear curve fit with a regression
coefficient of 0.993. The abrupt change in pressure gradient that occurs in going from the
normally pressured section to abnormally pressured section is also consistent with linear pres-
sure-depth segments. Observations also indicate that the change from normal compaction to
undercompaction occurs abruptly, rather than gradually and that this abrupt change is accompa-
nied by an abrupt change in abnormal pressure gradient as seen in going from pressure segment
TWO to pressure segment THREE in the Ann Mag field (Leftwich and Engelder, 1993).

In the Alazan field the top of undercompaction occurs at essentially the same depth as
the top of abnormal pressure. Three segments exist with the middle segment having a pressure
gradient as high as that of segment THREE in the Ann Mag field. Segments in the Alazan field
are equivalent to segments ONE, THREE, and FOUR in the Ann Mag and field. Segment TWO
is missing because the top of abnormal pressure and the top of undercompaction are coincident.

In summary, the Ann Mag field shows four linear pressure segments with the top of
undercompaction defining the boundary between segments TWO and THREE. Although seg-
ment FOUR is poorly constrained in the Ann Mag field due to lack of data, a linear segment
FOUR is well constrained in other Tertiary fields. A field with four pressure segments is called
the Ann Mag-type field. In contrast the Alazan field had three pressure segments so, fields with
three pressure segments are called Alazan-type fields (Leftwich and Engelder, 1993).

Both types of Tertiary geopressure profiles are distinct from those encountered in older
rocks of the Gulf of Mexico where a pressure seal cuts through thick Cretaceous sand bodies
within the deep lower Tuscaloosa trend of Louisiana (Weedman et al., 1992). The distinction in
geopressure profiles is attributed to differences in lithology, stratigraphy, and seals. Geopressure
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profiles in the deep Tuscaloosa sandstones
are characterized by a much thinner pressure
transition (~ 20 m) (i.e., a pressure seal a la
Powley, 1990) where the local pressure
gradient is as much as 0.43 MPa/m (pressure
segment B of Figure 6). We know less
about the shallower Tertiary geopressure
profile above the Tuscaloosa trend, but, we
know that it is overpressured at depths of
~4,200 m, with a regression to normal
pressure at the top of the lower Tuscaloosa
Formation. Tuscaloosa-type geopressure
profiles are characteristic of pressure com-
partments (Hunt, 1990) with pressure
segments A and C having a gradient of
about 0.01 MPa/m which is characteristic of
freely communicating pore fluid in rela-
tively permeable rocks. Above pressure
segment A of the Tuscaloosa-type
geopressure zone, there is a shallower
abnormal pressure zone which could be
characterized by either an Ann-Mag or

Alazan geopressure profile. The present data are too sparse to distinguish between the two.
In comparing Tuscaloosa-type and the two Tertiary geopressure profiles, pressure seg-

ments A and ONE are the same. While pressure segment C has a hydrostatic gradient, it is

distinguished from pressure segment A by abnormal fluid pressures and it does not have the

same pressure gradient as pressure segment FOUR. Likewise, pressure segments B, TWO, and
THREE are all distinct from each other (Figure 6). Thus, we have recognized that geopressures
within the Gulf of Mexico are characterized by at least six different pressure segments. The
following table gives ranges for pressure gradients for each of the six pressure segments in terms
of kPa/m:
Segment: ONE & A TWO THREE FOUR B C
Gradient:  10.1-10.2 20-34 45 - 100 19-21 450 + 10.1-10.2

In conclusion, one interpretation of the pressure data is that in non-sealing fault zones
effective stress is about the same as that in the country rock and, hence, such fault are readily
able to slip. In contrast, in sealing fault zones, the effective stress can be considerably higher
than in flanking country rock and, hence, these fault more likely to remain locked.
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SURFACE GEOPHYSICAL METHODS TO DETECT FLUIDS RELATED TO FAULTING
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INTRODUCTION

Faults generally juxtapose blocks of differing material properties that can separately be
imaged with surface geophysical methods. But if we consider the fault zone itself, the problem
becomes more difficult. The fault zone may be less than 1 km wide, highly fractured and filled
with fault gouge and fluids. The combination of separate fractures, breccia, clay and particles in
the gouge, and presence of fluids at variable pore pressures provide large contrasts in physical
properties such as P and S-wave acoustic velocities, electrical resistivity, density, and magnetic
susceptibility. However, the narrow aspect of this physically anomalous zone makes sensing
with surface geophysical methods difficult, particularly when the seismogenic zone of most
interest is greater than 5 km deep. Subsurface measurements using boreholes that straddle the
fault are generally more successful, but in many regions of important faults such borehole pairs
are not available. In addition to the fluids that occur in faults and control their stress behavior,
fluids play a key role in where and when faults develop. Geophysical methods can be used to
map fluids within existing fault zones or the occurrence of regional fluid environments that
control the development of faults. We will review a variety of methods and some case histories
involving geophysical methods applied to measuring the specific case of fluids in faults and in
reservoirs that control fault development. Also, we provide some model simulations to suggest
techniques to be used and the degree of difficulty involved in investigating faults and the fluids
associated with them.

GEOPHYSICAL TECHNIQUES

Material properties that can be imaged from the surface (or from boreholes) that are
affected by static fluids are compressional seismic velocity (Vp), shear seismic velocity (V) or
V/V; ratio (related to Poisson's ratio), seismic attenuation, and electrical resistivity. In
addition, fluid in motion within a fault zone or a confined reservoir in contact with a fault
generates streaming electrical potentials that can be measured at the surface or from boreholes.

Seismic Methods

Seismic imaging can be done using natural local sources (earthquakes) or active sources
(blasts or impulsive/periodic impactors such as Vibroseis). The seismic energy from active
sources can be recorded using refraction or reflection methods, and also used for detailed ray
path tomography across faults. Earthquake energy from local aftershock sequences can be used
for detailed inversions of 3-D structure and hypocenters. This is commonly referred to as local
earthquake tomography. The location and origin time of local earthquakes are unknown
parameters and must be included in the inversion because the earthquakes are within the volume
being imaged. This is particularly true when one is trying to image narrow details and not just
broad velocity variations. Each arrival time will provide velocity information along the
particular ray path from that earthquake to that station. Ray paths bend toward higher velocity
material and so will become more geometrically complicated (i.e.: not simple, planar straight or
curved paths) where there is a strong velocity gradient. Thus, in order to best image a narrow
low-velocity zone, it is important to use a fairly accurate 3-D ray tracer and to redo the ray
tracing for every iteration of the velocity inversion.

Active source seismic imaging is usually done along profiles containing the receivers
and the sources, so 2-D models are usually constructed. Standard, exploration style reflection
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surveys use source-receiver separations of a few tens of meters and dynamite shots or
mechanical impactors. Each source-receiver distance is small so that only near-vertical ray paths
are utilized. For this reason "vertical-incidence" surveys like those used in petroleum
exploration are most useful for imaging subsurface structures with small dips, such as might be
the case for a fluid reservoir in contact with a fault, but not for the fault itself (Mooney and
Brocher, 1987). Refraction seismic methods involve use of long offsets between shots and
receiver, depending upon the problem. Refraction surveys involve ray paths that have refracted
from interfaces, so that the method usually works best with nearly horizontal geological units.
Calculation of delay times under the assumption that the geology is pseudo-horizontally layered
can allow mapping lateral variations in velocity that can be used to locate low-velocity zone near
faults due to breccia, gouge zones and fluids. A variation of refraction recording known as
wide-angle recording uses a wide range of source receiver offsets so that near-critical reflections
with high energy can be recorded from important horizons. Velocity models can be obtained
from refraction or wide-angle records by inversion or forward modeling using ray-tracing or
finite-difference algorithms. The location of a fault can be inferred from the velocity contrast
where a fault separates differing lithologic blocks, but the wide-angle technique is less
applicable to direct studies of the narrow fault zone itself. However, wide-angle experiments
may be important for study of mid-crustal fluid regions that control the development of regional
detachments and faults.

While travel-time methods are most commonly used to interpret seismic velocity, there
are other seismic techniques which look at the waveform details. Of particular interest for fault
zones is the analysis of trapped waves (Ben-Zion, et al., 1992). Focusing of seismic energy in
fault zones has been modeled with synthetic seismograms by Cormier and Spudich (1984).
Differential attenuation due to physical property variations affect the waveforms. Zucca, et al.
(1993) have developed inversions for attenuation using the pulse-width of the initial pulse.
Hough et al. (1991) and Gou et al. (1992) have developed a method to infer attenuation that
uses the spectra of the first few seconds of each earthquake seismogram.

Shear-wave velocity anomalies in the area of faults have been analyzed in terms of
dilatancy models, but little direct use of shear-wave recording using refraction or wide-angle
seismic geometries has been done near faults to directly study fluids. In the New Madrid
seismic zone, detailed refraction-wide-angle reflection surveys have been done to investigate the
"Blytheville arch", a linear zone possibly connected with basement faults that corresponds to
seismicity trends (W. D. Mooney, writ. comm., 1993). This zone is one of high attenuation
(Hamilton and McKeown, 1988) and geological evidence suggests high-pore-pressures have
been active in the past and recent history (Diehl and McKeown, 1991). The survey indicated a
pronounced low-velocity zone, but the region occurs at depths greater than 5 km beneath a
complicated sedimentary sequence. Hence the probability of deducing fluids states is low using
P-wave arrivals only and S-wave arrivals have not yet been analyzed. The difficulty in
studying a narrow fault zone with high shear-wave attenuation is significant, and it may be
proven in the future that properly designed surveys that use energy which refracts through the
fault zone at optimal angles might be valuable in studying the fluid content of the fault.

Electrical Methods

Electrical methods are valuable for imaging fault zones because many of the properties
of the faults make them good conductors. This is the case when fault gouge has large
percentages of clay, which contains bound but electrically active fluids, as well as free fluids.
Also, some fault zones contain conductive minerals such as sulfides and graphite which make
them extremely good conductors. Fault zones can be more resistive than their surroundings
when they are filled with precipitated minerals such as calcite or quartz that have high resistivity.
These resistive fault zones can be considered potentially "healed", whereas conductive zones
can be considered potentially "active". Faults within crystalline rocks generally have
resistivities orders of magnitude lower than the surrounding rocks. However, faults that extend
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upward into conductive sedimentary rocks are more difficult to image because the sedimentary
rocks also contain large amounts of clay and fluids, similar to those within the fault.

In general it must be assumed that it would be impossible to distinguish actual
volumetric fluids within shallow parts of the fault from extensive clay-rich gouge using most
electrical methods. However, fault gouge usually has a lower limit in resistivity of
approximately 3 to 10 ohm-m in the presence of normal meteoric water (possessing few ions,
making it high-resistivity). Heavily mineralized fluids within the fault zone can significantly
reduce resistivities in the fault below this range. Mineralized fluids rich in Na, Ca, Cl, CO3 are
common in active fault zones. If upwardly moving, mineralized fluids are invading the fault,
electrical imaging methods can be used to map the distribution of the fluids along a fault and
within reservoirs lateral to the fault. As we discuss below, the self-potential method may be
used to directly investigate fluids if they are in motion.

For deeper regions of the fault (below about 5-8 km) fluids that are associated with
nearby permeable rocks are restricted due to decreased porosity, and prograde metamorphism
may be the source of most of the fluids. Because of the larger depth-to-width aspect of deeper
parts of faults the only possible way of sensing these fluids with electrical geophysical means is
if they provide contact of the surface with a conductive deep crustal or mantle regime. This
fluid-related, short-circuit can drastically affect certain low-frequency magnetotelluric (MT)
data, as discussed below.

A variety of methods have been used to obtain electrical images of fault zones and
regional features that may be important to fault generation. As in the seismic methods, both
artificial and natural energy sources can be utilized. For detection of shallow features of fault
zones (including the fluid content), direct current (DC) methods have been used. The DC
methods involve injection of current into the earth and measurement of electric fields with a
specific electrode geometry. Inductive methods, known as electromagnetic (EM) techniques,
can also be used to measure resistivities across fault zones and obtain subsurface images. These
methods use an artificial, harmonic or time-domain source to induce currents in the fault zone
and surrounding medium that are measured in terms of either magnetic or electric (or both)
components. One advantage of EM methods is that they are highly sensitive to conductive
zones, especially to long, vertical zones with the appropriate geometry of transmitter and
receiver. Natural source EM methods include the magnetotelluric and geomagnetic variation
(GMYV) methods.

The MT method measures the frequency variations in electrical and magnetic fields
produced by ionospheric disturbances and lightning, generally over 4-7 decades of frequency
from 0.001 Hz to 10,000 Hz. This large frequency range, combined with the large dynamic
range of resistivity of earth materials, has made the MT method very popular in tectonic studies
involving fault zones and orogenic belts. A controlled, artificial source is sometimes used in the
20-20,000 Hz frequency (audio) range and is called the controlled source audio-magnetotelluric
method (CSAMT). When a well-located transmitter is utilized the CSAMT method can provide
excellent lateral and vertical resolution of the relatively shallow parts of a fault zone.

The GMV method employs an array of magnetometers to study current concentrations
caused by variations in earth resistivity. Although not often utilized, this technique can be used
to locate conductive faults when adequate station spacing and recording frequencies are used.
Such an array can also be used to study magnetic signals produced by fluids flowing through
the porous zones in a fault, although this is more easily done in most environments by
monitoring electrical fields. There have been a number of reported successes in measuring
transient electric fields associated with active faults, generally attributed to movement of fluids
in and around the fault. Corwin and Morrison (1977) recorded self-potential (SP) anomalies
associated with an earthquake south of Hollister, CA and attributed the anomalies to transient
fluid flow associated with pre-quake stresses. Similar observations and interpretations have
been made in the Soviet Union and China (Sobolev et al., 1975; Fung-Ming, 1976). Murakami
et al. (1984) have extensive evidence for SP anomalies on earthquake faults in Japan and also
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attribute the anomalies to motion of fluids in the fault and nearby rocks. Thus, it is probable
that SP surveys represent one of the only known methods to study fluids in motion within fault
zones. Fitterman (1979) has provided theory for calculation of SP near vertical contacts.

EXAMPLES

It can be assumed that although many faults will appear as low-velocity, low-resistivity
features in higher-velocity, higher-resistivity surroundings, many important faults will not have
such contrasts. However, it is likely that the correlation of low-velocity and low-resistivity will
hold where there is significant fault gouge. For healed faults that are cemented with calcite or
quartz, the faults may appear transparent to both seismic and electrical methods, but this is
diagnostic information for the role of fluids in faults as well.

One example of a possible transparent fault section is the Anza area of the San Jacinto
Fault which is covered by an excellent local seismic array. Scott (1992) used the Anza datain a
detailed 3-D velocity inversion and did not find an obvious low-velocity signature. This
probably means that there is a limited width gouge zone associated with this fault or that this
section is temporarily healed. Studies of the Parkfield segment of the San Andreas Fault (SAF)
indicates variations in physical properties that are dominated by the contrast of Salinian granitic
rocks adjoining Franciscan/Great Valley sedimentary rocks (Eberhart-Phillips and Michael,
1993), however there is a suggestion of a low-velocity zone (LVZ) along the fault, particularly
at shallow depths (Michelini and McEvilly, 1991). As summarized by Mooney and Ginzburg
(1986), substantial LVZs have been found on the SAF south of Hollister and along the
Calaveras fault. These are 1-3 km wide features inferred to extend to at least 6 km and possibly
throughout the crust. Narrower fault zones within these features are difficult to delineate
although Lin and Roecker (1993a,b), using more accurate ray tracing image a narrower LVZ
within the wide LVZ.

MT studies completed by Stanley (unpublished data, 1993) show that large electrical
contrasts occur at Parkfield between the two rock types juxtaposed across the fault, but on some
profiles there is indication of a conductive zone related directly to the fault extending to depths
of up to 10 km. Park et al. (1991) have interpreted regional, low frequency soundings across
the Parkfield segment of the SAF to require a conductive zone that extends through the crust.
Such a feature requires the presence of fluids at mid- and lower-crustal depths. Mackie et al.
(1993) also require such a through-crust conductive zone near Loma Prieta using sparse MT
soundings and regional data, although Rodriguez et al. (1993) have not been able to substantiate
this feature with more detailed data.

The question of a mid- or lower-crustal fluid zone is very important to behavior on the
San Andreas and other deeply penetrating fault zones. In a typical active fault in crystalline or
metamorphic rocks a clay rich gouge of various zeolite facies minerals is very conductive (<10
ohm-m) and low-velocity (< 2 km/s P velocity). The rocks in an active fault zone may have
undergone varying degrees of cataclasis, producing tectonic breccias in instances of low normal
stress with higher stresses producing higher proportions of crushed material and in the highest
stress areas forming mylonites (Miyashiro, 1973). Short of the recrystallization involved in
mylonite formation the wide crushed zone may have distributed clay minerals due to active
hydrous and thermal alteration of the broken minerals. The currently active fault trace may be
quite narrow and contain largely the sub-microscopic paste found in gouge. With the increased
normal stress, high pressure metamorphism may occur and mylonitic textures form, destroying
the clay minerals. In an area of hydrothermal flow, the fault breccia may be welded with calcite
or quartz and the fault effectively healed until a stress buildup causes the welded material to fail.
Fluids may exist over the width of the brecciated zone and active flow between part of the fault
zone and surrounding rocks may be occurring at almost any scale. Fluid pressures in the whole
width of the brecciated zone play a role in stress release on the active trace. Furthermore, any
fault that can be demonstrated to be electrically conductive into the mid-crust or deeper probably
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has significant fluid pressures associated with it. It remains to be seen whether through-crust,
conductive faults can be mapped in detail.

Some faults are hypothesized to be associated with suture zones or overthrusts that
involve fluid-rich sedimentary rocks. The electrical methods outlined can be used to study
possibilities for the various geometries of faults that lie in ill-defined tectonic settings, using the
fact that fluid-rich rocks provide easily mappable low-resistivity zones.

SYNTHETIC MODELS

To understand the resolution of seismic and electrical geophysical methods to fault
geometries we have used model simulations. Narrow (< 1 km wide) LVZ associated with faults
have not been imaged unless they have very strong velocity reductions. Ellsworth et al. (1991)
did a synthetic case with a broad LVZ having a sharp gradient at the fault (Figure 1a), using a
typical distribution of earthquakes and seismic stations. The broad LVZ was imaged by the 3-D
velocity inversion and the location of the fault was imaged as the place of maximum horizontal
gradient, but the inversion was too coarse to image a sharp gradient. Note that the inversion
model does a progressively poorer job with depth as it reverts to the initial vertically 1-D model
below 16-km depth, while the true model continues with depth to be a laterally 1-D model. This
weakness in the inversion model effects the hypocenters. To evaluate this a different set of
hypocenters was used. The synthetic events have true locations on planes parallel to the fault.
These events were located using the 3-D inversion model in Figure 1b in a joint inversion for
hypocenters and station corrections. The relocated hypocenters tend to lie southwest of the true
fault discontinuity (Figure 1c). The fairly accurate shallow hypocenters are 0.2 km southwest.
There is a progressively greater mislocation with depth such that the relocated seismicity
erroneously implies a steeply southwest-dipping fault rather than the actual vertical fault
prescribed by the artificial data.

In an active source 2-D inversion study of the Columbia Plateau, Lutter et al. (1993)
imaged LVZ fault zones within the basalts. The LVZ were 4.5 to 6 km wide at = 2 km depth.
He computed the image blurring inherent in the inversion, shown as ellipses in Figure 2.
Removing the image blurring gives a estimate of the true width of the LVZ fault zones of 2 to
2.5 km. The superimposed ellipses indicate the horizontal and vertical components of image
blurring for model parameters at the center of each ellipse. Comparing models A and B shows
the effect of damping and gives some idea of the inherent nonuniqueness of inversion models.
A has less damping than B. So A shows narrower deeper fault zones but has other small
features that may be artifacts.

While the synthetic example above tried to represent a typical earthquake data set, for
this Redbook workshop we constructed an example that would show the best possible results
that we could hope to obtain. The model is a synthetic 2-D example with a narrow LVZ, but
with dense station coverage and ideal hypocenter distribution. The true Vj, and V,/Vs models
are shown in Figure 3. There are 90 earthquakes in the fault zone from 0.3 to 10'km depth, and
9 surface sources in the fault zone and at + 15, 30, 45 km from the fault; and there are 74
stations. This exercise shows how well local earthquake tomography can image a narrow LVZ
in an ideal case.

Inversion results done for V;, only are shown in Figure 4. In these cases the earthquake
hypocenters and origin times were treated as unknowns that were also solved for in the
inversion, while the surface sources were treated as shots with known hypocenters and origin
times. The coarsely gridded inversion model (Figure 4a) images the location of the LVZ but
shows it as a broad feature with only a moderate velocity reduction. (Note that inversions were
first done for a 1D initial model.) Finely gridded inversions included fine grid spacing over a
4-km wide region that includes the LVZ. When the fine-grid inversion is done with a 1D initial
model (Figure 4b), it images a complicated LVZ. The LVZ looks simple in the upper few km,
but with depth it broadens, splays and dips toward the high velocity block.
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When the fine-grid inversion used the coarse inversion model (Figure 4a) as the initial
model the LVZ was imaged much better (Figure 4c). The width of the LVZ is equivalent to the
true width and it does not broaden with depth. Even though the amplitude of the imaged
velocity reduction decreases with depth, the width of the LVZ at 9 km depth is the true width.

A simultaneous inversion for V, and V/V was done using the coarse model as the
initial model. All the events were treated as shots. The results are shown in Figure 5. The V,,
results for the V,, only-with-shots inversion were equivalent to V,, from the V,, and V/V;
inversion, and so are not presented. Both the width and the amplitude of the vefocity reduction
are imaged very well at all depths. It is quite evident that having known source locations at
depth greatly improves the fault zone image. Uncertainty in the hypocenters weakens the
imaged velocity contrast. The V/V image is just as good as the V, image. This means that if
we could obtain very high quality S-arrival times, we should be able to determine both V,, and
V/Vs and so have more information with which to infer material properties and rheological
behavior. Some artifacts are apparent, particularly at shallow depths. Such artifacts could be
avoided or greatly reduced with higher damping as in the Columbia basalt example discussed
above. :
To provide a feeling for the resolution of inversions with electrical geophysical methods
to image typical fault geometries, we used a model similar to that for the seismic simulation of
Figure 1 and developed a synthetic MT inversion. The model consists of a 1000 ohm-m half-
space (simulating granitic or metamorphic rocks), with a 5 km wide fault zone of 10 ohm-m,
indicated by the dashed box B in Figure 6, (simulating breccia, gouge, fractures, and fluids). A
shallow, conductive feature (3 ohm-m) on the west end of the profile simulates geological
noise. Synthetic MT sounding locations are indicated by the triangles. The computed data for
this model was then fed to a 2D inversion algorithm (Smith and Booker, 1991) to derive an
image of the subsurface based upon inversion of the synthetic data. The inversion results are
contoured in Figure 6. Like the seismic inversion, we obtain a very smoothed image of the
actual fault zone. The width of the fault zone and its depth extent is reasonably well resolved by
the resistivities lower than 300 ohm-m. However, it is also apparent that most of the response
of the fault zone occurs in the upper 5 km, so that portions of a fault deeper than this would be
difficult to associate with anything close to the true resistivities. The asymmetry of the response
is due partially to the asymmetric station spacing and partially to the inversion trying to
simultaneously resolve both the shallow feature, A, and the fault zone, B. This particular
inversion tries to derive a minimally complicated structure using intermediate steps that are 1D
approximations and we believe that other inversion methods that typically are unconstrained
regarding model complexity might provide a closer image to the starting model. The fits of the
"computed” to the "observed" data with this algorithm were not totally satisfactory, and as is
normally the case, a series of forward modeling steps would normally be used to fine-tune the
fit between the computed response and the observed response. Similar inversions could be
made of DC, CSAMT, or other EM data for shallower, but higher resolution images of the fault
zone. Such higher resolution images might be better for distinguishing fluids in the fault, but
would be limited to depths above the seismogenic zone.

The model in figure 6 does not account for regional conductivity structures such as a
nearby the ocean-continent margin. Including a realistic ocean-continent margin to the previous
MT models causes the low frequency MT data to be highly affected, resulting in some loss of
sensitivity to the fault zone. However, the effect of highly concentrated electrical currents in a
nearby ocean can be used for study of the depth limits of the fault zone if we add a conductive
mantle and assume that the fault extends through the crust into electrical contact with the mantle.
This effect has been exploited by Park and others (1991) and Mackie and others (1993) to
develop a hypothesis that the San Andreas fault extends through the crust. However, the
differences in their models that resolve the through-crust fault are very small and occur only in
the phase at the lower frequencies, thus the resolution concerning this connection and the
resistivity of the deeper parts of the fault zone (they assume 300 ohm-m) is poor. In spite of the
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difficulties in resolving such a crustal-cutting fault, the topic is very important to understanding
deep fluids in faults such as the San Andreas and is an important area of research.

Electrical methods can also be used to image fluids systems that are not necessarily
within the fault but in contact with it so that increases in fluid pressures can affect the fault. At
Parkfield, California, on the San Andreas, the joint interpretation of local earthquake tomograms
and MT inversions indicate a region of low-velocity and low-resistivity under Middle Mountain
where the preparation zone for the characteristic cyclical earthquakes occurs. Eberhart-Phillips
and Michael (1993) have interpreted that this zone at depths of 5-8 km represents high-pore-
pressure brines. We suggest that the fluids may be related to oil field brines that have been
forced under pressure from the Coalinga anticline region to Middle Mountain. Such a fluid
model might help explain the characteristic nature of the earthquakes under Middle Mountain
and new MT surveys are currently being interpreted to investigate this assumption.

INTERPRETATION

Even if we have geophysically imaged a narrow zone with anomalous material
properties, we still have a problem of interpreting the effect of fluids. Velocity and Poisson's
ratio will be influenced by rock type, porosity and fractures, clay content, confining pressure
and pore pressure, saturation and type of fluid. In a fault zone, gouge, breccia, fractures and
pore pressure are all factors which are likely to be present and would contribute to low velocity.
High conductivity is associated with fluids and very high conductivity is associated with saline
fluids. However in a gouge, the clays have large surface areas that contain large amounts of
bound water. Thus fluids imaged by electrical methods may not necessarily be free to move
about, but may simply be an indicator of fault gouge, although some sensitivity to fluid salinity
can be expected.

The figures below show one example of how difficult it is to separate out changes in

effective pressure from changes in porosity ( ® ) and lithology. An empirical relationship
among seismic velocity, effective pressure (P, = confining pressure reduced by pore pressure),

porosity, and clay content (C) in sandstone has been determined by Eberhart-Phillips, et al.
(1989). Figure 7a shows the measured V,, versus V|, predicted by their relation.

V, =5.77-694® - 1.73 sqit C+0.446 [P, - 1.0e (-16.7P¢) ] 1)

For any particular velocity, there is a large set of @, C, and P, that satisfy the relation, as
illustrated by the heavy curves in Figure 8. There are several trends of outliers in Figure 7a,
which represent rock samples that are not well fit by the empirical relation between V, and

effective pressure (P, ). Thus there is an broader set of reasonable values of P, ®, clay
content. To evaluate this additional uncertainty, we can consider the standard errors of the
coefficients in (1), which was computed by stepwise multiple regression. These wider bounds
are shown in Figure 8. Having both V, and V/V would help reduce the uncertainty in
estimating Pe..

Even though any P, relationship is too inexact to estimate small pore pressure changes,
we may be able to use velocity to discern a change from hydrostatic to lithostatic pore pressure.

Figure 7b shows the relationship between V, and P, in (1) with ® and C fixed. Consider the
case of a given rock unit at 5 km depth. P, is 0.66 kbar for hydrostatic pore pressure (point C
in Figure 7b). If a V,, decrease of 0.4 km/s is observed, the estimated P would be 0.08 kbar,

or near-lithostatic pore pressure (point D in Figure 7b). Such a large AV, would probably be
observable. The difficulty would be in deciding it was not caused by lithology. Having both
V,, and Vp/V; would help reduce the ambiguity in estimating Pe.
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SUMMARY AND CONCLUSIONS

The role of fluids in fault dynamics is extremely important, but the location, quantity,
and pressures of these fluids is difficult to ascertain. We have described several geophysical
methods which have been, or may be used, to address these problems. Faults are not always
simple features, but represent broad zones with varying degrees of brecciation, fracturing,
recrystalization, and alteration. It has been proven to be quite straightforward to map the low-
velocity, low-resistivity breadth of active faults zones, but healed faults may not appear so
anomalous. The more difficult problems is to sort out the actual fluid features of the fault zone
from the other anomalous characteristics of the zone. Seismic tomography using local
earthquakes can provide detailed P-wave and S-wave images that can be studies to indicate
possible zone of fluids under pressure. Electrical sounding methods can similarly be used to
locate fluid-rich regions in the fault, if they contain high proportions of dissolved solids so that
they provide a more conductive environment than the remainder of the gouge zone. A more
tractable geophysical problem is presented by the need to study fluid reservoirs in rocks lateral
to the fault of interest; in this instance, it is quite possible to analyze the zone of permeable rocks
that may play a major role in transmitting high-fluid-pressures to the fault. However, self-
potential surveys have been used effectively to monitor transient changes in electrical field due
to fluid motion within fault zones.

Future research into the problem of locating fluid-rich zones in faults from the surface
probably should be focused on an integrated approach to the problem. Use of high-resolution
seismic tomography with accurate ray-tracing algorithms, and waveform analysis should be
used where local earthquakes are dense enough to sample the zones of interest. The seismic
velocity and attenuation images can be combined with electrical geophysical images of the fault
to provide clues to the fluid state of the target zones. In addition, electrical, gravity, and
magnetic geophysical data can provide the needed framework to construct images of known
shallow structures and interpret rock type in the volume of material surrounding the fault zone.
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Figure 1. Example of the simultaneous inversion method used on a synthetic data set (typical
distribution of earthquakes and seismic stations) that was generated for a laterally-varying 1-D test
model. Velocity is labelled at gridpoints and contoured at 0.5-km/sec intervals. a) Cross-section of
the true model. b) Cross-section of simultaneous 3-D inversion model. ¢) Test of relocating synthetic
hypocenters: pluses show true locations, circles show relocations obtained using model (b) in a joint
inversion for hypocenters and station corrections. (Note that a different set of hypocenters was used
to obtain (b), which was much more unevenly distributed). [from Ellsworth, et al., 1991.]
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Figure 6. Inversion of synthetic MT data for fault model similar to that used in the seismic simulation
(Fig. 3). Vertical dotted box (B) is the 5 km wide fault zone with a resistivity 10 ohm-m and horizontal
dotted box (A) is a surface feature of 10 ohm that serves as geologic "noise". Background resistivity
outside of the two lower resistivity boxes is 1000 ohm-m. Inversion results inresistivity are shown as
contours at logarithmic intervals, in ohm-m. Inverted triangles are MT measurement points.
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calculated using equation
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perfect fit.

B) Relationship between
Vp and Pe (confining
pressure reduced by fluid
pressure) from equation
(1). Note that the
minimum value of Vp (at
Pe =0) depends on
porosity and clay content.
Point C represents case of
hydrostatic fluid pressure
at 5 km depth. Point D
represents an increase in
fluid pressure to near-
lithostatic corresponding
to a velocity reduction of
0.4 kmy/s.
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Figure 8. a) Curves showing V, = 4.00 bounded by curves for 1 SE. a) Shown in ¢-P, plane for
C=0.15. b) Shown in C-P, plane for ¢=0.20. Uncertainties in individual parameters for 1 SE are indi-
cated for the point (¢=0.20,C=0.15.P,=0.62).
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FLUIDS IN THE EARTH’S CRUST:
Electromagnetic Inferences on Existence and Distribution
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Over the last decade, we have witnessed striking advances in the ability of
electromagnetic (EM) geophysics to image resistivity structure of the crust. One of the best
known capabilities of electrical resistivity research in Earth science is the potential to infer the
presence of fluids in the crust. Less often is appreciated the complexity of the inferred fluids
and the general need to interpret resistivity structure in concert with external geoscientific
constraints. However, despite problems with the accuracy of early resistivity models, a positive
correlation between temperature and low resistivity appears to be justified for the deep crust.
This may be considered as evidence for a fluid cause of low resistivity, although the composition
of any such fluid must be a complex function of the physical state. Research still is needed on
the stability and properties of fluids at high metamorphic grades and on the importance of non-
fluid mechanisms of reducing resistivity. Nevertheless, modern EM surveys integrated with
other methods have augmented models of fluid existence and distribution. For example,
injection of fluids to great depth in subduction environments may result in massive retrograde
metamorphism of wide areas of the lower lithosphere. Low-resistivity anomalies observed even
in Precambrian suture environments suggest that low resistivity of fluids or former sedimentary
material perhaps can be preserved indefinitely barring thorough prograde metamorphic
overprinting. The role of retrograded collision zones in controlling subsequent deformation
remains an outstanding question. Under special structural circumstances, EM responses can be
very sensitive to crustal electrical windows which possibly correspond to pathways through fault
zones connecting upper and lower crustal fluids. This phenomenon cannot be observed
everywhere, but careful experiments in appropriate ’type’ environments carry the promise of
unprecedented resolution using EM methods.

Introduction

One of the most widely recognized roles for electrical resistivity research in Earth science
is the capability to infer the domains and pathways of fluids (including melts) in the crust and
mantle, and their attendant structures (e.g., Wannamaker and Hohmann, 1991; Jones, 1992).
By fluids, I mean not only free fluids developed in or moving through the Earth in situ, but also
fluid-bearing earth materials transported tectonically such as in subduction zones or overthrust
environments. Achieving this capability has required developments both in the relation between
resistivity and Earth conditions, and in specific technology to image electrical properties.

Prior to the 1980’s, electrical resistivity was thought to be able to imply deep
temperatures in the crust by comparing Earth resistivity profiles derived from field
electromagnetic (EM) measurements to laboratory measurements of the solid-state resistivity of
dry, representative crustal minerals. As field models accumulated, it became apparent that
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temperatures so implied appeared systematically higher (by 50 to 100%) than those predicted by
geotherms derived from essentially coincident heat flow data (Shankland and Ander, 1983;
Figure 1). It is concluded usually that solid-state (semi-conduction) mechanisms of resistivity
are not completely representative of those of the deep crust, and that an additional, low-
resistivity boundary phase is necessary. Due to its common occurence and property as a
universal solvent, this boundary phase typically is interpreted to be free water (e.g., Hyndman
and Shearer, 1989).

onditions of Fluid Existen d Competing Mechanism

One of the long standing problems with free water as a cause of reduced resistivity in the
lower crust has been the inference of high metamorphic grade there from studies of xenoliths
and exhumed terranes, in which free water at lithostatic pressure should react with ambient
silicate mineralogy to form hydrate minerals which do not enhance electrical conduction
(Yardley, 1986; Wannamaker, 1986). Also, recent seismic modeling shows that impedance
contrasts suitable for generating observed, sub-horizontal reflectors in the deep crust may be
created by mafic/ultramafic layered intrusions (Warner, 1990; Singh and McKenzie, 1993).
However, a mixed H,0-CO, fluid is more typical in composition here and can exist in
equilibrium at much lower temperatures due to reduced activity of H,O (Figure 2). Despite
some claims, such a mixed fluid is probably of high ionic strength (Wannamaker, 1986; Nesbitt,
1993) and a good electrical conductor. Very high salinity also can lower further the temperature
of fluid-rock reaction. Aqueous fluids are stable in rocks of lower metamorphic grade, and in
most rocks in the brittle mechanical regime (Wannamaker, 1986; Fournier, 1991), the latter of
which correspond to temperatures less than about 400°C and in shield areas may exist to depths
beyond 30 km (e.g., Kellett et al., 1992). Interconnectivity of H,0-CO, fluids under ductile,
lower crustal conditions is of equal importance to thermodynamic stability, and experimental
evidence so far does not indicate that interconnectivity readily occurs (Watson and Brenan, 1987;
Watson and Lupulescu, 1993). However, fluid interconnection seems possible at least in a
small-scale fracture network at modest fluid overpressures (Ferry, 1987; Brenan and Watson,
1988) and residence times of such a fluid may be substantial under deep ’aquitards’ represent<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>