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Determining the Sources of Fine-Grained Sediment Using 
the Sediment Source Assessment Tool (Sed_SAT)

By Lillian E. Gorman Sanisaca, Allen C. Gellis, and David L. Lorenz

Abstract
A sound understanding of sources contributing to 

instream sediment flux in a watershed is important when 
developing total maximum daily load (TMDL) management 
strategies designed to reduce suspended sediment in streams. 
Sediment fingerprinting and sediment budget approaches 
are two techniques that, when used jointly, can qualify and 
quantify the major sources of sediment in a given watershed. 
The sediment fingerprinting approach uses trace element 
concentrations from samples in known potential source areas 
to determine a clear signature of each potential source. A 
mixing model is then used to determine the relative source 
contribution to the target suspended sediment samples. 

The computational steps required to apportion sediment 
for each target sample are quite involved and time intensive, 
a problem the Sediment Source Assessment Tool (Sed_SAT) 
addresses. Sed_SAT is a user-friendly statistical model that 
guides the user through the necessary steps in order to quan-
tify the relative contributions of sediment sources in a given 
watershed. The model is written using the statistical software 
R (R Core Team, 2016b) and utilizes Microsoft Access® 
as a user interface but requires no prior knowledge of R or 
Microsoft Access® to successfully run the model success-
fully. Sed_SAT identifies outliers, corrects for differences 
in size and organic content in the source samples relative to 
the target samples, evaluates the conservative behavior of 
tracers used in fingerprinting by applying a “Bracket Test,” 
identifies tracers with the highest discriminatory power, 
and provides robust error analysis through a Monte Carlo 
simulation following the mixing model. Quantifying sedi-
ment source contributions using the sediment fingerprinting 
approach provides local, State, and Federal land management 
agencies with important information needed to implement 
effective strategies to reduce sediment. Sed_SAT is designed 
to assist these agencies in applying the sediment fingerprint-
ing approach to quantify sediment sources in the sediment 
TMDL framework.

Introduction
Identifying the sources of fine-grained instream sediment 

flux in a watershed is an essential part of developing total 
maximum daily load (TMDL) management strategies designed 
to reduce suspended sediment in streams (Gellis, Noe, and 
others, 2015). Fine-grained silt and clay are of particular con-
cern as they are a source of habitat degradation, affect water 
supply intakes and reservoirs, and commonly carry pollutants 
(Larsen and others, 2010). 

The sediment fingerprinting method uses trace element 
concentrations from fine-grained sediment samples (<63µm) 
in potential source areas in a watershed to determine a clear 
signature or “fingerprint” for each potential source through a 
series of computational and statistical steps (Gellis and Wall-
ing, 2011). Potential target samples include but are not limited 
to suspended sediment, bed, passive, and floodplain deposits 
(Miller and others, 2015). Tracer concentrations found in 
target samples can then be compared to the source fingerprints 
through a mixing model to determine relative source contribu-
tions (Collins and others, 2010; Gellis, Noe, and others, 2015). 
This approach allows us to answer the important question of 
whether the fine-grained sediment in target samples is derived 
from upland areas (such as agricultural fields, forests, or 
construction sites) or the channel (e.g. streambanks) sources, 
allowing for more effective, targeted management strategies 
(Gellis, Noe, and others, 2015).

Sed_SAT

The Sediment Source Assessment Tool (Sed_SAT) (Gor-
man Sanisaca and others, 2017) was developed as a user-
friendly interface that steps through the challenging and time-
intensive computational procedures involved in applying the 
sediment fingerprinting method to quantify the relative contri-
bution of watershed-derived sediment sources. The systematic 
structure and easy-to-use push-button interface in Sed_SAT 
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make the sediment fingerprinting method more accessible as it 
can be applied more easily and obtain results more quickly. All 
computations and statistics are run in the open source statisti-
cal software R (R Core Team, 2016b), version 3.3.0, while the 
interface is based in Microsoft Access® and applies Visual 
Basic for Applications®.

Sed_SAT was developed in cooperation with the U.S. 
Environmental Protection Agency’s (EPA) Regions 3 and 5 
and is a companion to the EPA Manual, “A Manual to Identify 
Sediment Sources” (Gellis, Fitzpatrick, and others, 2016). 
Reading the EPA manual before engaging in a sediment source 
study using Sed_SAT is strongly recommended. Chapter 6 
of the manual includes guidance on how to collect, prepare, 
and analyze source and target sediment samples for sediment 
source identification using the sediment fingerprinting method. 

Navigating the Instruction Manual
The instruction manual was designed to be an interactive 

document that can be accessed and searched from within the 
Sed_SAT program. All details on the procedures completed 
at each step are found in the body of the manual. Screen-
shots and details on navigating each screen are located in the 
appendixes. Important options and elements of each screen are 
highlighted with colored boxes that correspond to the bullets 
below the screenshot. 

The InstructionManual.pdf file is generated by Instruc-
tionManual.docm, a macro-enabled Microsoft Word® docu-
ment that can be accessed from every screen in the program. 
Clicking the Instruction Manual hyperlink below the Program 
MAP icon (fig. 6) opens the InstructionManual.pdf file to 
the section of the manual that gives background on the cur-
rent step, and clicking the Screen Help hyperlink opens the 
manual to the appendix that gives details on navigating the 
current screen. The InstructionManual.pdf file can only be 
accessed from within the program if the path to AcroRd32.
exe has been set by the user in the first step of the program 
setup on the Set PATHs screen (see Set PATHs) and the content 
has been enabled in the InstructionManual.docm file (see 
Enable Content.) 

Downloading Sed_SAT

Minimum System Requirements

1.	 Microsoft Windows® 7 or above

2.	 Microsoft Office® 2007–13 (32 bit)

i.	 Microsoft Access®

ii.	 Microsoft Word®

iii.	 Microsoft Excel®

3.	 Adobe Acrobat Reader® (AcroRd32.exe)

The program can be run on either a 32-bit or 64-bit oper-
ating system. The program has not been tested using Parallels 
Desktop® for Mac®.

Download all files and folders in the Sed_SAT repository 
on USGS BitBucket, located at https://my.usgs.gov/bitbucket/
projects/SED/repos/sed_sat/, into a parent directory that does 
not contain any spaces or special characters. DO NOT rename 
folders, subfolders, or files as this will cause program failure. 
The file structure is shown in appendix 1.

Getting Started
When starting Sed_SAT for the first time, the user will 

need to follow the Enable Content instructions and the Acti-
vating Microsoft Access Visual Basic References instructions 
if an error were to occur when enabling content. This is a 
one-time process for each initiation of the model from a given 
location on the user’s system.

Enable Content

Prior to running the model, you must enable content in 
the files that contain Visual Basic for Applications® code and 
(or) macros. The following files contain macros:

•	 Instruction Manual.docm (may need to Enable Editing 
first)

•	 Blank.accdb

•	 Sed_SAT.accdb
Failing to complete this step will result in program 

failure. Files containing Visual Basic for Applications® code 
must be listed as “trusted documents” before any of the code 
can run. This adds protection for the user by preventing the 
code from running upon opening a document before the user 
decides to trust the document. For more information on the 
enable content warning see Enable Content Warning (Micro-
soft®, 2007). To list documents as “trusted documents” com-
plete the following steps:
1.	 Enable content in the SedimentFingerprinting_R\Man-

ual\InstructionManual.docm file

a.	 If open, close the InstructionManual.pdf file (it will 
be updated by the InstructionManual.docm file)

b.	 Open the SedimentFingerprinting_R\Manual\
InstructionManual.docm file

c.	 Click “Enable Content” in the yellow ribbon on the 
top of the widow (the file will close itself)

2.	 Enable content in the Blank.accdb file (fig. 1)

a.	 Start by opening the Blank.accdb file. This file con-
tains no information. It acts only as a springboard to 
send the user back to the core file Sed_SAT.accdb

https://my.usgs.gov/bitbucket/projects/SED/repos/sed_sat/
https://my.usgs.gov/bitbucket/projects/SED/repos/sed_sat/
https://support.office.com/en-in/article/Decide-whether-to-trust-a-database-4fee685e-72dd-47f9-925d-57c6e9a86e02
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b.	 Close the pop-up window by clicking the “X” in the 
top right corner

c.	 Click “Enable Content” in the yellow ribbon on the 
top of the widow (if an error occurs after enabling 
content, this is due to a missing Visual Basic for 
Applications® reference; see Activating Microsoft 
Access Visual Basic References to add required 
Visual Basic for Applications® references)

d.	 Click “Stop” on the bottom of the pop-up (this will 
close the Blank.accdb file)

3.	 Enable Content in the Sed_SAT.accdb file

a.	 Open the Sed_SAT.accdb file

b.	 Close the Pop-up window by clicking the “X” in the 
top right corner

c.	 Click “Enable Content” in the yellow ribbon on the 
top of the widow (if an error occurs after enabling 
content, this is due to a missing Visual Basic for 
Applications® reference; see Activating Microsoft 
Access Visual Basic References to add required 
Visual Basic for Applications® references)

d.	 All content is now enabled, and the program is ready 
to run 

Enabling content is a one-time process as long as the pro-
gram remains in one location. Each time the program is moved 
to a new location you will need to enable content in the new 
location in all three files in the order above.

Figure 1.  Steps to enable content in the Blank.accdb file.
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Activating Microsoft Access Visual Basic 
References

The Sed_SAT user interface is written in Visual Basic 
for Applications® (VBA) and therefore requires some Visual 
Basic for Applications® references. If a reference is missing, 
the user will see an error when enabling content. The follow-
ing references are required:
1.	 Visual Basic for Applications®

2.	 Microsoft Access® 15.0 Object Library (15.0 is for 
Microsoft Access® 2013, 14.0 and 12.0 are used for 
Microsoft Access® 2010 and 2007 respectively) 

3.	 OLE Automation

4.	 Microsoft Office® 15.0 Access® database engine Object 
Library (15.0 is for Microsoft Access® 2013, 14.0 and 
12.0 are used for Microsoft Access® 2010 and 2007 
respectively) 

5.	 Microsoft Word® 15.0 Object Library (15.0 is for 
Microsoft Word® 2013, 14.0 and 12.0 are used for 
Microsoft Word® 2010 and 2007 respectively) 

If an error occurs after enabling content, the Visual 
Basic® Editor window will open displaying a message that 
indicates a missing Visual Basic for Applications® reference. 
If no error occurs, skip this section and continue to Preparing 
Data for Sed_SAT. To add missing references, follow these 
steps:
1.	 Click “OK” to close the error message (fig. 2)

2.	 Click “Run”->”Reset,” which will close the VBA Editor 
(fig. 3)

3.	 Close the open form window by clicking the X in the 
upper right corner (fig. 4)

4.	 Press Alt+F11 to open the Visual Basic® Editor

5.	 Click “Tools”->”References” (fig. 5)

6.	 Uncheck any references that start with “MISSING”

7.	 Select the required Visual Basic for Applications® refer-
ences listed above

8.	 Click “OK”

9.	 Close and reopen the database

Figure 2.  Step 1 in activating acquired Visual Basic for Applications references.
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Figure 3.  Step 2 in activating required Visual Basic for Applications references.

Figure 4.  Step 3 in activating required Visual Basic for Applications references.
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Figure 5.  Steps 5–8 in activating required Visual Basic for Applications references.

Preparing Data for Sed_SAT

In order for Sed_SAT to function, the data must be prop-
erly formatted (links to example datasets given in the Example 
Datasets section). The specific text identifying column/field 
headers is unimportant, but the relative location of columns in 
the source and target datasets must be identical and is a core 
requirement for the program to run successfully. Column/field 
headers should be unique; no field name should match another 
field name within the same dataset. Field names must not con-
tain special characters “():;%&*$#@!?><{}[]+=\~/|”. Detailed 
formatting rules are given as part of the program when you 
click  on the Welcome Screen. 

Example Datasets

The example datasets provided can be run through the 
program for practice purposes and (or) used as a guide to 
properly format import datasets. Links to the datasets are 
given below. The files are located in the “ExampleDatasets” 
folder and come preloaded in the program. However the user 
can practice importing the datasets from any location. The 
example datasets include size data (Surface_Area), organic 
content data (Total Organic Carbon, TOC), elemental analy-
sis (metals), stable isotopes (δ13C, δ15N), and radionuclides 
(137Cs, excess 210Pb). The source dataset contains censored 

values (nondetects) flagged by missing values. Negatives 
and zeros are true values not nondetects. These datasets are 
examples only and are not meant to restrict the types or the 
number of tracers that can be analyzed, the type of nondetect 
flag, or the file type. See Import Source and Target Data for 
supported file types. Minor formatting errors are included in 
the example datasets; these errors are designed to trigger the 
Data Testing Module screens. These are all acceptable format-
ting errors that can be fixed within the program without having 
to alter the original files. 

The column headers for target, source, and reporting limit 
data do not have to match exactly, but the tracers must be in 
the same relative location. For example, the fifth column in 
the example source data has the header “Al,” but the header 
of the fifth column in the example target data is “Aluminum.” 
Because both column headers signify that the tracer is alumi-
num, there will be no problems analyzing the data.

Example Datasets Hint

Throughout the instruction manual relevant infor-
mation on processing the example datasets within 
a given step of the program will be given in an 
“Example Datasets Hint” box.

See appendix 2 for more details on the columns in the 
example datasets.
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Data Formatting Rules

1.	 The sample name or ID must be in the first column for 
both the source and target datasets. This column MUST 
NOT contain missing values (i.e. blank or null). Sample 
names must be unique; no two samples can have the 
same name. Sample names should not contain special 
characters, “():;%&*$#@!?><{}[]+=\~/|-”.

2.	 The source type (for example, bank or cropland) is 
required in the source dataset and must be in the second 
column. In the target dataset, the second column should 
contain the sample type (for example, suspended or bed 
material); however, if sample type information is not 
available, the user can include a column with “target” 
repeated for each sample as the second column. The 
second column is REQUIRED in BOTH the source and 
target datasets, and no missing values are permitted.

3.	 If your dataset contains size data (grainsize or surface 
area), it must go in the third column (this column may 
contain some but not all missing values.) If your dataset 
does not contain size data, but contains organic content 
data (either Total Organic Carbon [TOC] or Loss on 
Ignition [LOI]), it must go in the third column. TOC can-
not contain missing values, but missing values are per-
mitted in LOI. For more information on size and organic 
content data see appendix 3.

4.	 If your dataset contains both size and organic content 
data, organic content data must go in the fourth column. 
See appendix 3 for more details on how size and organic 
content data are treated in the program.

5.	 Tracers, with the exception of TOC, may contain miss-
ing values in the source dataset only if the missing 
values indicate values below the reporting limit of the 
tracer (nondetects). Nondetects are not permitted in the 
target dataset and must be addressed by the user prior to 
importing the target dataset.) Nondetects in the source 
dataset can be estimated within the program using an 
imputation procedure in the first part of the program.

6.	 Tracers MUST be in the same relative position in both 
the source and target datasets. Results will be meaning-
less if this requirement is not met.

7.	 Text is not allowed in the tracer data unless it indicates 
a nondetect (i.e. “<0.6”) in the source dataset ONLY. 
There should be only numerical data in the target dataset 
tracer columns. 

8.	 There must be at least two tracers without nondetects.

9.	 There should be no completely blank columns or rows. 
For example if importing data from Microsoft Excel, 
columns/rows should be deleted not cleared.

10.	 There MUST be >3 samples per source group (recom-
mended >10).

11.	 All samples MUST be unique; replicates/duplicates 
should be evaluated and removed prior to importing 
data.

Navigating Sed_SAT

Screen Resolution

Sed_SAT was designed with screen resolution set to 
100 percent, but it will function at any screen resolution. 
If at any point you cannot view the current screen, simply 
resize the window or use the scroll bars at the bottom and 
left edges of the screen to see all content. If you are unsure 
whether or not all content is visible, refer to the appendixes for 
screen details.

Program MAP

Sed_SAT is designed to run in a linear fashion from 
beginning to end. The Program MAP (fig. 7) is designed 
to allow the user to navigate steps, view data tables/results 
that have already been completed, and (or) start running the 
model at a previously completed step. If this the first time the 
program is run, the user will see a Welcome Screen; to start 
the program, click “Start” or view the Program MAP. The Pro-
gram MAP can be accessed from any screen in the program by 
clicking the Program MAP icon (fig. 6).

The Program MAP is NOT designed to allow the user to 
skip steps. Skipping steps using the Program MAP will at best 
cause the program to fail and at worst cause corrupted results. 
Throughout the normal progression of the program, however, 
opportunities to skip various steps will be made available. 
Skipping steps using this method is acceptable and will yield 
appropriate results. 

Figure 6.  Program MAP icon.
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Figure 7.  Sed_SAT Program MAP. (Submaps can be accessed from the main Program MAP and are shown in figures 8, 9, 
and 10.)
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Click to navigate to the most recently completed step in the program

Click the black buttons to navigate to a given step

Click to navigate to submaps (Import MAP, fig. 8, and Imputation MAP, fig. 9)

Output table descriptions

Double-click TableName to open a read-only version of the table

EXPLANATION

Figure 7.  Sed_SAT Program MAP. (Submaps can be accessed from the main Program MAP and are shown in figures 8, 9, 
and 10.)—Continued
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Figure 8.  Map of steps to import data into Sed_SAT.
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Figure 9.  Map of steps in the Data Testing Module. This map can be accessed through the Import MAP shown in figure 8.
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Buttons

As the program runs, each step’s output is updated and 
overwritten. All buttons that run an Rscript that overwrites 
data are , and all buttons that simply navigate to 
an output are . This color scheme allows the user 
to differentiate between buttons that will alter/delete data 
and that shouldn’t be run out of order from buttons that 
simply navigate.

The Blank File

The Blank.accdb file is a mostly empty database with the 
sole purpose of returning the user to the primary Sed_SAT.
accdb file. This allows the Sed_SAT.accdb file to be updated 
by the Rscripts being run. The only screen in the Blank.accdb 
file is shown below in figure 10.

Figure 10.  The only screen in the Blank.accdb file.

Set PATHs
Before any data can be imported or analyzed, 

paths to all required programs, and the path to the 
SedimentFingerprinting_R folder must be confirmed for the 
computer being used. The program will attempt to detect all 
required programs, but if any path is blank or incorrect the 
user must enter it. Using the  buttons is highly 
recommended to avoid program failure due to typing mis-
takes. The Sed_SAT program must be located in a path with 
no spaces in the parent directories. If spaces exist in the path 
to Sed_SAT the user will be prompted to move the program 
and repeat the Enable Content steps. At the end of the first run 
of the program, the user will have the opportunity to export 
the “Paths“ table either to Microsoft Excel® or Microsoft 
Access® (see Export Data/Tables/Plots); this can be imported 
in subsequent program runs at the Set PATHs step to avoid 
browsing for paths every time. Examples of paths are given 
below the path input boxes on the Set PATHs screen as a guide 
to where programs may be located on the hard drive.

Sed_SAT is designed for use on both 64-bit and 32-bit 
operating systems as long as 32-bit Microsoft Access® is 
installed, but on a 64-bit operating system special care must be 
taken when selecting paths to Microsoft Access®.
1.	 Path to 32-bit MSACCESS.EXE: this is where Microsoft 

Access® is located on the hard drive.

a.	 For 32-bit computers, browse to the MSACCESS.
EXE file in the Program Files under Microsoft 
Office®.

b.	 For 64-bit computers, browse to the MSACCESS.
EXE file in the Program Files (x86) under Microsoft 
Office®.

2.	 Path to SedimentFingerprinting_R folder: this is where 
the SedimentFingerprinting_R folder was saved. Just 
navigate to the folder’s location and select the folder.

a.	 Spaces in the parent directory are NOT permitted.

b.	 Same for both 32-bit and 64-bit

3.	 Path to 32-bit AcroRd32.exe: this is where Adobe® 
Acrobat Reader® is located on the hard drive.

a.	 For 32-bit computers, the file is located in the Pro-
gram Files folder.

b.	 As of 2016, Adobe Acrobat Reader is available only 
as a 32-bit program, but should that change, the user 
of a 64-bit operating system should take care to give 
the path to the 32-bit version of the program located 
in the Program Files (x86) folder.

Do not try to continue past the SetPATHs screen if you 
have not enabled content in the Blank.accdb file (see Enable 
Content). This will cause the program to fail. For more details 
on navigating the SetPATHSs screen see appendix 4.
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R Packages
All of the various statistical tests and calculations in 

Sed_SAT are run using the open source statistical software 
R (R Core Team, 2016b), version 3.3.0, which is included 
as part of the Sed_SAT program. Regardless of which ver-
sions of R the user has installed on the computer being used, 
only the version of R included in Sed_SAT will be invoked. 
Working versions of all required R-packages are included in 
the SedimentFingerprinting_R/R-3.3.0/library folder. Pack-
ages are free libraries of code written by the community of 
active R users that allow for additional functionality in specific 
topics (2015a; Hornik, 2016). Information on the R-Packages 
included in Sed_SAT can be found in appendix 5.

Import Data
Import steps are outlined on the Import MAP (fig. 8). The 

Import MAP can be opened using the button below the Import 
Data button on the Program MAP (fig. 7).

Basic Questions

Two basic questions that dictate the path the program will 
take are:
1.	 Does the dataset include size data?

2.	 Does the dataset include organic content data

a.	 What type of organic content data (Loss on Ignition 
or Total Organic Carbon)?

b.	 Does the dataset include stable isotopes (not cor-
rected for organic content)?

It is important that the user answer the questions accord-
ing to which type of data are included in the dataset. If the 
dataset contains organic content data, a second window will 
appear asking for the type of organic content data. On some 
systems the second box may appear behind the Basic Ques-
tions screen. If this occurs, simply click on the second screen 
to enter the organic content type. Do not use the basic ques-
tions to skip corrections for size or organic content (Start 
Step 3: First Linear Regression and Start Step 4: Second 
Linear Regression for Organic Content) if the dataset does in 
fact contain these fields. 

Example Datasets Hint

The example datasets contain both size and organic 
content data (Total Organic Carbon).

To view additional information about how size and 
organic content data are utilized within the program, click the

 on the Basic Questions screen or see appendix 3.

Organic Content and Stable Isotope Data
Selecting “Yes” to the question “Does your dataset 

include organic content data?” will trigger a pop-up asking 
the user to select the type of organic content data that appears 
in the dataset and whether or not the dataset contains stable 
isotope data. Because Loss On Ignition (LOI) is expressed 
as a percentage rather than as an actual concentration value, 
it is treated differently in comparison to Total Organic Car-
bon (TOC) in that it is used only for the purpose of applying 
correction factors for organic content in Start Step 4: Second 
Linear Regression for Organic Content and not a tracer used 
as part of the “fingerprint.” This is why missing values are 
permitted in LOI but not in TOC.

Stable isotopes should not be corrected in Start Step 4: 
Second Linear Regression for Organic Content for organic 
content as the concentrations are affected by relative propor-
tions of organic content; therefore, correcting these tracers 
would introduce bias into the dataset (Gellis, Noe, and others, 
2015). If your dataset contains both organic content and stable 
isotopes, you will be prompted to select which tracers are 
stable isotopes after your datasets are imported. These tracers 
will not be corrected for organic content. See appendix 6 for 
details on the Stable Isotopes screen.

Example Datasets Hint

The example datasets contain the stable isotopes 
Delta_15N and Delta_13C_Organic.

Import Source and Target Data

First ensure that your source and target datasets are 
formatted according to the Data Formatting Rules. To import 
data,  to the file you want to import. Supported 
file types include .accdb, .xls, .xlsx, and .csv. For Microsoft 
Excel® files, select the sheet to import; for Microsoft Access® 
files, select the table to import; and for CSV files, select the 
separator for the fields. The user can also choose to use a 
previously imported source and (or) target dataset rather than 
importing a new dataset. 

Example Datasets Hint

The example datasets come preloaded in the pro-
gram and therefore the user does not need to import 
them. To run the example datasets click “Use Previ-
ously Imported Source Data.”

For details on the Import Data screens see appendix 7.
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Data Testing Module

The first step after the datasets have been imported is to 
verify that the datasets are formatted correctly according to the 
Data Formatting Rules. Both the source and target datasets are 
tested and cannot be edited within the program; this is to avoid 
accidental edits that could cause program failure. See figure 9 
for a map of the steps in the Data Testing Module. Potential 
problems flagged by the Data Testing Module include:
Problem 1:  Number of fields in the source dataset ≠ number 

of fields in the target dataset.

Problem 2:  Tracers not in the same relative location 
(column) in both the source and target datasets. For 
example, if Aluminum is in the fourth column in the 
source dataset it cannot be in the fifth column in the 
target dataset.

Example Datasets Hint

Problem 2 is triggered because the column names in 
the source data and target data datasets are differ-
ent. But because they refer to the same quantity, 
simply check the box that indicates that columns are 
a match.

Problem 3:  Non-unique sample names. Each sample in both 
the source and target datasets MUST have a unique 
name.

Problem 4:  Non-unique source types. Text indicating unique 
source types must be exactly the same text (including 
case) throughout the source dataset (i.e. bank and BANK 
will be seen as different). 

Problem 5:  Less than three samples per source group. Rec-
ommended >10 samples per source group.

Example Datasets Hint

Problem 4 exists in the Source Data and Multiple 
Reporting Limit example datasets. Assume that 
“bank” is a typing mistake and should be “BANK.”

Problem 6:  Number of Tracers < number of Sources. There 
must be more tracers than sources for the program to 
function.

Problem 7:  Missing/null/blank values

•	 In the source dataset, missing values are permitted only 
in size data, LOI data, or if the missing values indicate 
nondetects. Missing values that are not in size data 
or LOI data that are not nondetects are not permit-

ted. Missing values in the Example Datasets are to be 
considered nondetects.

Example Datasets Hint

Problem 7 will be triggered by the example datasets. 
Assume that all missing values indicate censored 
data or nondetects.

•	 In the target dataset, missing values are permitted only 
in size data or LOI data.

Problem 8:  Zeros and negatives 

•	 Although true negatives/zeros are permitted in both the 
source and target datasets, the Data Testing Module 
will flag these values as potential problems.

Example Datasets Hint

Problem 8 will be triggered by the stable isotope 
data in the example datasets. These are “true nega-
tives” and “true zeros.”

•	 Negatives and (or) zeros that are not true concentration 
values but indicators for nondetects are permitted in 
the source dataset ONLY.

Problem 9:  Text in tracer data (i.e. “<”) 

•	 Text in tracer data columns is permitted in the source 
dataset as long as the text is a flag for a nondetect. 
Text indicating a nondetect in the target dataset is not 
permitted.

•	 Text that does not indicate a nondetect is not permitted 
in tracer data columns in the source datasets.

•	 Text is not permitted in size or organic content data in 
either the source or target datasets.

See appendix 8 for details on navigating the Data Testing 
Module.

Nondetects
A nondetect or censored value is defined as a value 

between zero and the reporting limit of the laboratory instru-
ment used to measure concentration (Helsel, 2012). All 
nondetects must have the same indicator/flag per tracer (i.e. 
missing/null, text, negatives, or zeros) in the imported source 
dataset. Flagged nondetects are permitted in the source dataset 
only. Different tracers can have different nondetect indicators, 
but the indicator must be consistent within each tracer column. 
The program imputes nondetects only in tracer columns, not 
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in size data or organic content data. For more information on 
how nondetects are processed, refer to the discussion below, 
Imputation of Nondetects in Source Data. The Data Testing 
Module will search for values that are missing, text, negatives, 
or equal to zero, and prompt the user to input an explana-
tion for their occurrence. If the values flagged are nondetects, 
select “Nondetect” as the “User Explanation.” 

“True Negative” and “True Zero” Values
“True negative” and “true zero” values are not treated dif-

ferently from positive values throughout the program because 
they cannot be transformed using all transformations and 
remain in the set of real numbers (i.e. the square root of a neg-
ative number is not in the set of all real numbers). A value is 
considered a “true zero” or “true negative” if its value is truly 
equal to zero or a negative number; therefore, by definition, 
nondetects are not true negatives or true zeros. For example, 
true negative and true zero values can be found in δ13C and 
δ15N stable isotope data. For more information on how true 
negatives and true zeros are handled by the program, refer to 
Start Step 1: Test for Univariate Normal Distributions and 
Start Step 3: First Linear Regression. The Data Testing Mod-
ule will search for all negative and zero values and prompt the 
user for an explanation for their occurrence. If the values are 
true negatives or true zeros, select the appropriate explanation.

Example Datasets Hint

The stable isotope data in the example datasets con-
tains “true negatives” and “true zeros.”

Imputation of Nondetects in Source 
Data

Basics

What is a Nondetect?
A nondetect is a censored value reported to be below the 

reporting limit of the instrument used to measure tracer con-
centration. Nondetects are not zero values, however, and by 
definition the value of a nondetect falls somewhere between 
zero and the reporting limit (Helsel, 2012).

What is a Reporting Limit?
Reporting limits can be either quantitation limits or detec-

tion limits (Helsel, 2012). The quantitation limit is the value 
below which a single numerical value cannot be reported with 
confidence (Helsel, 2012). The detection limit is the value 
below which no concentration can be detected by the instru-
ment (Helsel, 2012). Using either the detection limit or the 

quantitation limit as the reporting limit is acceptable as long as 
the choice remains consistent throughout the dataset (Helsel, 
2012). In other words, all the tracers used in the analysis of the 
data must have the same type of reporting limit.

Imputation

Single and multiple imputation are methods for estimat-
ing values for nondetects based on the multivariate structure 
of the existing data and the reporting limits of the nondetects 
(Little and Rubin, 1987; Lubin and others, 2004). Single and 
multiple imputation are both presented as choices for imputing 
nondetects in the source dataset. For more details on single 
versus multiple imputation, see the discussion Imputation 
Parameters below. Because imputation is a multivariate proce-
dure that considers not only the distribution of individual trac-
ers but also the relationships between the tracers (Little and 
Rubin, 1987; Lubin and others, 2004), it can only be applied 
to a dataset, not a univariate vector (Palarea-Albaladejo and 
Martin-Fernandez, 2015). In Sed_SAT, the source dataset can 
be imputed for each source type. Each source type is assumed 
to be unique and unrelated to the other source types; therefore, 
the tracer relationships should be maintained and imputation 
can be run. Similarly, the target dataset cannot be imputed 
because each sample is considered unique and therefore 
independent. It is up to the user to decide how to manage any 
nondetects in the target samples prior to importing the data 
into Sed_SAT. 

If the source dataset contains nondetects, values can 
be imputed using the zCompositions R-package (Palarea-
Albaladejo and Martin-Fernandez, 2014) prior to Start Step 1: 
Test for Univariate Normal Distributions. zCompositions is a 
package designed to impute values that are below the report-
ing limit in compositional and subcompositional data, and 
as such it can only be used to impute values in the portion of 
the dataset that can be considered compositional or subcom-
positional (Palarea-Albaladejo and Martin-Fernandez, 2014). 
Compositional data are data whose components can be consid-
ered parts or percentages of a whole (Aitchison, 1986). Sub-
compositional data constitute a subset of compositional data 
and can be analyzed in the same way as compositional data 
(Aitchison, 1997). More information on the functions used for 
imputation can be found in Imputation Parameters below.

Imputation is the only option built into the program to 
estimate values for nondetects in the source dataset. To run the 
program without using imputation, all nondetects will have to 
be estimated or removed (not recommended) by the user prior 
to importing the source dataset.

Imputation MAP
This Imputation MAP (fig. 9) gives the details of the 

steps in the imputation process. These steps should not be run 
out of order, as doing so will cause the program to fail.

http://dx.doi.org/10.1016/j.chemolab.2015.02.019
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Selecting Tracers for Imputation
The first step in the imputation procedure is the selection 

of the group of tracers that will be used to impute nondetects. 
At least two tracers without nondetects and one tracer with 
nondetects must be selected as part of an imputation group. 
Only those tracers that can be considered part of a composi-
tional or subcompositional dataset can be included (Palarea-
Albaladejo and Martin-Fernandez, 2014). Size, organic 
content, stable isotope, and radionuclide data are not consid-
ered compositional or subcompositional data and should not 
be included when imputing values below the reporting limit 
in the source dataset. If nondetects exist in the portion of the 
source dataset that contains stable isotope or radionuclide data, 
it is left up to the user to decide how to manage these nonde-
tects prior to running the program. 

The user can choose to impute the entire set of compo-
sitional or subcompositional source data or select a smaller 
group of highly correlated tracers. The user will be given 
the chance to select groups of tracers for imputation until all 
nondetects have been imputed. It is recommended that the user 
try to impute the entire set of compositional or subcomposi-
tional data first and then if the desired result is not achieved 
try smaller groups. The group size can affect the threshold of 
missing parameters shown in table 1 and table 2. If the user 
has opted to estimate, substitute, or use any other method to 
fill nondetects, tracers containing these values should never 
be used to impute values for other nondetects and should not 
appear in any imputation group regardless of whether or not 
the tracer meets the compositional data requirement. 

Example Datasets Hint

All nondetects in the example datasets fall within 
the compositional data requirement. Selecting all 
elemental analysis tracers in the Imputation Group 
is recommended. Do not select radionuclides as they 
do not meet the compositional data requirement. 
Click “Select All” in the “Group to Impute” pane on 
the right, then deselect the radionuclides, 210PbXs 
and Cs137.

See appendix 9 for details on the Preparing for Imputa-
tion and Imputation Group Selection screen.

Importing Reporting Limits
Reporting limits for all nondetects that are to be imputed 

must be provided. The user must select what type of reporting 
limits, either single or multiple, are to be used. “Single report-
ing limits” means that there is only one reporting limit per 
tracer, whereas “multiple reporting limits” allow for a different 
reporting limit for every sample. Single and multiple reporting 

limits should be formatted according to the example datas-
ets Single Reporting Limits and Multiple Reporting Limits 
respectively. The type of reporting limit is largely dependent 
on the data received from the laboratory analysis (Helsel, 
2012). Generally, the laboratory results will include either 
single or multiple reporting limits that comprise either detec-
tion or quantitation limits. If access to both multiple and single 
reporting limits is possible, multiple reporting limits is recom-
mended but not strictly necessary if the analytical laboratory 
provided only single reporting limits. 

Example Datasets Hint

While both the Single Reporting Limits and Multi-
ple Reporting Limits files will work in Sed_SAT, the 
use of Multiple Reporting Limits is recommended.

Once the reporting limit dataset is imported, it can be 
subsetted and used with each imputation group without re-
importing; therefore, it is recommended that the user import 
all reporting limits with the first imputation group. The report-
ing limits set will also be run through a Data Testing Module 
(see below) to check for proper formatting. See appendix 10 
for details on the Importing Reporting Limits screens.

Imputation Parameters

Single Imputation
The lrEM() function in the zCompositions R-package is 

used to perform single imputation, the process of estimating 
a single value for each nondetect. The lrEm() function uses a 
model-based ordinary expectation-maximization algorithm to 
impute values for nondetects, while incorporating the rela-
tive covariance structure of the data (Palarea-Albaladejo and 
Martin-Fernandez, 2014). 

Multiple Imputation
Multiple imputation is the process by which m multiple 

datasets are created by imputing m values for each nondetect 
and then combining the resulting datasets (Palarea-Albaladejo 
and Martin-Fernandez, 2014). The value of m does not need 
to be large; a value between 3 and 5 is generally accepted 
(default m=3); with a higher percent missing, choosing a 
value for m on the upper side of the range is recommended 
(Little and Rubin, 1987; Lubin and others, 2004). The lrDA() 
function uses a simulation-based data augmentation algorithm 
incorporating the relative covariance structure of the data 
(Palarea-Albaladejo and Martin-Fernandez, 2014).

Both single and multiple imputation give valid estimates 
for nondetects; therefore, it is left up to the user to decide 
which method to use. Single Imputation has one advantage in 
that it is considerably faster to run.
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Percent Missing Thresholds
Tracers with a greater percent missing than the user-

defined threshold (specified by the user on the Imputations 
Parameters screen) will be removed from the analysis from 
this point forward as the nondetects will not be imputed or, 
in the case of “very small source groups” (<10 samples), the 
user can choose to remove the source group. Alternatively, the 
user can manage nondetects in tracers that break the threshold 
of percent missing through another method, and re-import the 
source dataset. Special care must be taken, however, if the 
user applies another method to manage nondetects, as tracers 
with any type of substituted or estimated values should never 
be used to impute values for other tracers. See appendix 11 for 
details on the Imputation Parameters screen.

View Imputation Results
Sed_SAT displays imputation results as follows: 
1.	 Imputed dataset with imputed values highlighted in yel-

low and flagged with “*”

2.	 A dataset of the reporting limits used for each nondetect. 
Reporting limits will be = 0 for values that were not 
flagged as nondetects.

3.	 A list of tracers and (or) source groups that were 
removed (if any) along with the reason for removing 
them during the imputation procedure. 

At this time the user can choose to (1) adjust the impu-
tation parameters and run imputation again, (2) accept the 
imputation results and continue to impute other groups, or (3) 

assuming all nondetects have been imputed, accept the impu-
tation results and move on to the next step in the program. 
Once imputation results are accepted, the imputed values for 
those tracers become a permanent part of the source dataset. 
To impute these values again, the user must re-import the 
source dataset and start over.

Data Testing Module Loop

After each imputation run, the Data Testing Module is 
repeated to ensure that all nondetects have been imputed. 
If nondetects still exist because the user selected a group to 
impute that did not include all tracers, the imputation step 
will be repeated until all nondetects have been imputed or 
removed. Once imputation of all nondetects is complete (or 
at any point in the imputation process), the user can view the 
final (or current) source dataset by clicking on “DataforR” on 
the list of table names on the Program MAP.

Once all nondetects have been imputed in the source 
dataset, the user can export the final imputed dataset by click-
ing  at the bottom of the main Program 
MAP and selecting “DataforR.” 

Example Datasets Hint

Once all nondetects have been imputed, the 
“DataTestFAILED” screen will appear again with 
only “true negatives” and “true zeros.” Click “accept 
and continue.”

Table 1.   Single imputation parameters.

Parameter Single imputation Default

n
Maximum number of iterations for 

the expectation-maximization 
algorithm

50

Percent missing small For small source groups1 20

Percent missing large For large source groups2 60

1Number of samples < number of tracers.
2Number of samples > number of tracers.

Table 2.  Multiple imputation parameters.

Parameter Description Default

n Maximum number of iterations for 
the data-augmentation algorithm 1,000

m Number of imputed datasets to be 
combined 3

Percent missing small For small source groups1 20

Percent missing large For large source groups2 60

1Number of samples < number of tracers.
2Number of samples > number of tracers.



18    Determining the Sources of Fine-Grained Sediment Using the Sediment Source Assessment Tool (Sed_SAT)

Target Dataset Data Test
The target dataset is run through the same Data Testing 

Module as the source dataset to identify any missing values, 
zeros, negatives, or text. The only difference being that the 
explanation of “nondetect” prompts the user to re-import the 
target dataset without nondetects as there is no built-in method 
for managing nondetects in the target dataset. True negatives 
and true zeros are permitted in the target dataset. 

Example Datasets Hint

The stable isotopes in the target dataset contain “true 
negatives.”

For more details or explanations of potential problems 
identified refer to the Data Testing Module and appendix 8.

Negatives and True Zeros
Although “true negatives” and “true zeros” are accepted 

in the program, in some cases they must be transformed to all 
positive values prior to running certain steps in the program. 
To shift data into positive space the program will either (1) 
apply a constant of (-1) if all of values for a given tracer are 
negative, or (2), if a given tracer includes both positive and 
nonpositive values, the user will be prompted to provide a 
function to shift the data into positive space. The function will 
be applied only if all other transformations that can be applied 
to the raw data without shifting it into the set of complex num-
bers have failed to satisfy the operation being performed (i.e. 
transforming to achieve a normal distribution or a significant 
linear regression). User-defined functions must shift the data 
completely into positive space and must satisfy the inverse 
function test. If these conditions are not met, the user will be 
prompted to enter new functions.

Example Datasets Hint

The example functions given on the Negative Func-
tions input screen (appendix 13) can be used on the 
example datasets.

Start Step 1: Test for Univariate Normal 
Distributions

Introduction

Step 1 evaluates the univariate distributions of each 
tracer in each source group to prepare for Start Step 2: Outlier 
Test, where outliers are evaluated via a conservative outlier 
detection method which requires that tracer values follow a 
univariate normal distribution (Gellis, Noe, and others, 2015). 
For more information on the outlier test, refer to Start Step 2: 
Outlier Test.

Shapiro-Wilk Test

The Shapiro-Wilk W test for normality is used to deter-
mine if the raw tracer concentration values are normally 
distributed within each source group (Shapiro and Wilk, 
1965). The user must specify a p-value for rejecting the null 
hypothesis that the data are normally distributed; the default is 
Shapiro-Wilk p-value >0.05. 

Transformations

If tracer concentration values are normally distributed in 
their original state, the values are not transformed. However, 
if tracer concentration values are not normally distributed, 
the values are transformed via the Tukey Ladder of Powers 
transformations (see table 3) (Tukey, 1977) If a given tracer’s 
values are all positive, all transformations are applied in a 
single step and the transformation that yields the maximum 
Shapiro-Wilk p-value is selected. Refer to section Negatives 
and/or Zeros for details on how transformations are applied to 
tracers with nonpositive values.

Negatives and/or Zeros
Only tracer concentration values in the set of real num-

bers are allowed by the program. Transformations that place 
the tracer concentration values in the set of complex numbers 
are not permitted. The program defaults to preserving the 
original data, so in this step if a normal distribution can be 
achieved by transformations that do not require the data to be 
shifted via a constant into positive space prior to transforma-
tion, those transformations are used (see Group B in table 4 
and table 5). 

Table 3.  Transformations used in Sed_SAT.

Transformations

x x2 x3
1
x x

1
x

log(x)

1log(x) transformation is a base 10 log transformation.
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To transform a tracer containing negatives and (or) 
zeros using all of the Tukey Ladder of Powers transforma-
tions (Tukey, 1977), a constant must be applied. The constant 
is defined by the user for all tracers with positive and non-
positive values at the end of Data Testing Module in Negatives 
and True Zeros. Transformations to achieve a normal distribu-
tion of tracer concentration values are applied in groups in the 
order shown in table 4 and table 5. The transformation with 
the highest Shapiro-Wilk p-value within each group will be 
selected. Once a normal distribution has been found within a 
transformation group, the program stops and does not continue 
to test the next group. For example, if a normal distribution 
can be achieved within Group B, Group C transformations will 
not be applied or evaluated for normality. 

Step 1 Best Transforms

The user is presented with a table of transformations for 
each tracer in each source group along with corresponding 
Shapiro-Wilk p-values, skewness, and kurtosis. Tracers that 
cannot be transformed to a normal distribution are highlighted 
in yellow. Only program defaults (based on rules from table 3, 
table 4, and table 5) are shown in the initial Step 1 output; 
however, more output can be obtained by clicking individual 
tracer names. Clicking the teal tracer name opens a second 
screen that displays Shapiro-Wilk p-values, skewness, kurto-
sis, QQ-plots, and histograms for every possible transforma-
tion of the selected tracer in the selected source group. The 
user can then manually change the transformation applied to 
prepare for Start Step 2: Outlier Test by double clicking the 
plots. Once the user is satisfied with all transformations for all 
source groups, transformations are applied. See appendix 14 
for details on navigating the Step 1 output screens.

Start Step 2: Outlier Test

Definition of an Outlier

Outliers can strongly bias many statistical tests (Zimmer-
man, 1994); however, outliers can also contain valuable data 
(Helsel and Hirsch, 2002), and thus the decision to discard or 
retain outliers is left up to the user. Automatic removal of outli-
ers without evaluation is not recommended (Helsel and Hirsch, 
2002). Step 2 flags outliers in the source dataset so that the user 
can evaluate the outliers and decide whether to include each 
sample containing outliers. Outliers are defined by equation 1 
below (Gellis, Noe, and others, 2015).

	 xi > µXi
± N ∗σ Xi 	 (1)

where
	 xi	 =	 tracer value for tracer (i) in a given source 

group;
	 Xi	 =	 all tracer values for tracer (i) in a given 

source group;
	 N	 =	 number, integer or decimal multiple of σ Xi

;
	 µXi

	 =	 mean of Xi ; and
	 σ Xi

	 =	 standard deviation of Xi .

This definition of an outlier assumes that the data are 
normally distributed (Gellis, Noe, and others, 2015). Outli-
ers found in tracers that could not be transformed to achieve a 
normal distribution in Start Step 1: Test for Univariate Normal 
Distributions should be evaluated carefully by the user. 

Table 4.  Rules for transforming negatives for normality. 

Transformation 
grouping order

Transformation If ALL values < 0

A x No constant applied

B x2 No constant applied

B x3 No constant applied

B
1
x

No constant applied

C1 x
All values multiplied by (-1) 

and then transformed

C1
1
x

All values multiplied by (-1) 
and then transformed

C1 log(x) All values multiplied by (-1) 
and then transformed

1Indicates a constant will be applied prior to transforming data.

Table 5.  Rules for transforming data that span both positive 
and nonpositive space for normality. 

Transformation 
grouping order

Transformation Some values ≤ 0

A x No constant applied

B x2 No constant applied

B x3 No constant applied

C1
1
x

User defined constant/
function applied

C1 x
User defined constant/

function applied

C1
1
x

User defined constant/
function applied

C1 log(x) User defined constant/
function applied

1Indicates a constant will be applied prior to transforming data.
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Selecting Parameters

To run the outlier test, select a value for N from equa-
tion 1 as a multiple of the standard deviation from the mean 
that will define an outlier. N=3 is recommended as a conserva-
tive definition of an outlier (Gellis, Noe, and others, 2015). 
N can be either an integer or decimal value. To continue 
without evaluating outliers, click “Don’t Remove Outliers.” To 
select an appropriate N-value, consider the simulated normal 
distribution below (fig. 11). 

Step 2 Output

Samples with values flagged as outliers, tracers contain-
ing outliers, and tracer concentration values found to be outli-
ers according to equation 1 are highlighted in yellow in the 
Step 2 output. Samples with outliers by default do not have the 
“Include” checkbox checked. To include samples with outliers, 

the user must check the “Include” checkbox. Only samples 
marked to be included will be used from this point forward in 
the program. 

To give the user a sense of the degree to which a value 
falls outside the user-selected N standard deviations from the 
mean, a table of the number of multiples of standard devia-
tions from the mean in transformed space for each outlier is 
presented below the outlier selection table. Summary statistics 
in normal (not transformed) space for each tracer with outliers 
is also presented as a means of evaluating outliers.

Example Datasets Hint

Outliers flagged in the example datasets can be 
assumed true outliers due to measurement error and 
should not be included in subsequent steps.

See appendix 15 for details on the Step 2 output screen.

Figure 11.  A simulated normal distribution.
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Start Step 3: First Linear Regression
Steps 3 and 4 in Sed_SAT are used to adjust the source 

dataset with respect to size and organic content, thereby mak-
ing it comparable to the target dataset. The premise behind 
applying correction factors to source samples for differences 
in size and organic content in comparison to target samples 
is outlined in detail in the EPA Manual section 6.4.2 (Gellis, 
Fitzpatrick, and others, 2016). 

Tracer concentration is not solely a function of source 
material but is influenced by size and organic content (Horow-
itz and Elrick, 1987; Collins and others, 2010); therefore, 
before defining a fingerprint signature using source sample 
tracer concentrations, other factors affecting tracer concentra-
tion values must be addressed. Finer grains have greater sur-
face area, which creates more sites to which tracers can attach, 
resulting in higher tracer concentration values. Similarly, 
organic matter attached to sediment also provides additional 
sites for sorption of tracers (orowitz and Elrick, 1987; Collins 
and others, 2010).

Correction Factors

The linear regression steps (Steps 3 and 4) remove the 
effect of differences in grain size and organic content between 
the source dataset and target dataset. This is achieved by test-
ing for a relationship between tracer concentrations and size or 
organic content data and then applying a correction factor to 
the tracer concentration values using equation 2 (Gellis, Noe, 
and others, 2015).

	 Cn = {Tii(n) – [(Sj – CF) * m]}^	 (2)

where
	 Cn	 =	 tracer after size correction (untransformed 

if transformation was applied);
	 Tii(n)	 =	 original value of tracer (i) in Source group 

(n) (transformed if  applicable);
	 Sj	 =	 size (or organic content in Step 4) value of 

sample (j) (transformed if  applicable);
	 CF	 =	 mean size (or organic content in Step 4) in 

target samples (transformed if applicable);
	 m	 =	 slope of regression line; and
	 ^	 =	 if transform was applied, the tracer is then 

untransformed.

After the correction factor is applied, a bias correction 
factor is applied to adjust for bias resulting from transforming 
the data and then untransforming the corrected values (Gellis, 
Noe, and others, 2015). Table 6, bias correction factors, gives 
the bias corrections applied by transform used on the tracer 
value (Tii(n) from eq. 2) (Gellis, Noe, and others, 2015). The 
corrected untransformed tracer values (Cn from eq. 2) are 
divided by the bias correction factor to get the final corrected 
tracer values used in subsequent steps.

Navigating Steps 3 and 4 in the Instruction 
Manual

If size data exists in the user’s dataset (indicated in the 
Basic Questions section), the first linear regression is with 
size data; otherwise organic content data (TOC, LOI) will be 
used for the first linear regression. For more details on size 
and organic content data, see appendix 3. For simplicity, Start 
Step 3: First Linear Regression will be said to be a regres-
sion with size data from this point forward in the instruction 
manual; if the dataset being analyzed does not contain size 
data, assume that “organic content” can be substituted for 
“size” data in this section of the instruction manual. If neither 
size nor organic content data are present, no linear regression 
will take place and the program will proceed to Start Step 5: 
Bracket Test. 

How to Skip Size Correction

User may choose to skip Step 3 and not correct the source 
dataset for size by clicking  at the beginning 
of Step 3. This action will remove the size data from the 
source dataset from this point forward and alter the user’s path 
through the program. On the Program MAP, if organic content 
data exist, Step 3 will become a regression with organic con-
tent and Step 4 will be disabled (see fig. 12 below). If organic 
content data do not exist, both Steps 3 and 4 will be disabled. 
To go back and include a size data correction after click-
ing  by mistake, the user must navigate to the 
Program MAP and click  in the yellow 
box next to  , as shown here in figure 12 
and select “Yes” to the Basic Questions prompt “Does your 
dataset include Size Data?” Size data will then be included in 
the analysis again, and the source dataset can be corrected for 
size. A similar option to skip will be given in the beginning of 
Start Step 4: Second Linear Regression for Organic Content. 
Skipping steps when prompted within the normal progression 
of the program is the only acceptable method for skipping 
steps. The Program MAP should never be used to skip steps as 
it could contaminate results and (or) cause program failure.

Example Datasets Hint

The example datasets can be run with or without 
size and (or) organic content corrections, but it is 
recommended that the user run both corrections 
to gain familiarity with the output screens. If the 
example datasets are run without size and (or) 
organic content corrections, the user should expect 
the end results to change. Failing to correct for 
differences in the source dataset due to weathering 
of target samples results in a very different source 
dataset going into subsequent steps.
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Table 6.  Bias correction factors.

[f(y), transformed value of the tracer; xj , size value (or organic content 
value for Step 4) for sample (j); xT , mean value for size (or organic content 
value for Step 4) in target data selected for correction; b

⌢
, slope of regres-

sion line; σ̂ 2
b
⌢ , standard error of the regression]

Transformation1 Bias Correction Factor

x 1

x2 1+ 1
8
[ f (y)− (x j − xT )b

⌢
]−2 (x j − xT )

2σ̂ 2
b
⌢

x3 1+ [ f (y)− (x j − xT )b
⌢
]−2 (x j − xT )

2σ̂ 2
b
⌢

1
x

1+ 3[ f (y)− (x j − xT )b
⌢
]−2 (x j − xT )

2σ̂ 2
b
⌢

x 1+ [ f (y)− (x j − xT )b
⌢
]−2 (x j − xT )

2σ̂ 2
b
⌢

1
x

1+ 3[ f (y)− (x j − xT )b
⌢
]−2 (x j − xT )

2σ̂ 2
b
⌢

log(x) 10
(x j − xT )

2σ̂ 2
b
⌢

2

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

1Applied to Tii(n) from Eq. (2).

Preparing for Step 3

Selecting Target Samples
Step 3 is a critical junction point in the model, where 

the user makes decisions that affect how the remainder of the 
analysis is run. The user can decide either to run Sed_SAT 
on each individual target sample one at a time or to run the 
program on the entire target dataset. If the program is run one 
target sample at a time, the source dataset will be corrected 
for size and organic content (if applicable) for each target 
sample being run as each target sample has a different grain 
size and organic content. If the program is run on the entire 
target dataset, the source dataset will be corrected for size 
and organic content to be comparable to the average size and 
organic content in the target dataset. Although running the 
model one sample at a time can be slightly more time consum-
ing, the results may have stronger interpretive power (Gellis, 
Fitzpatrick, and others, 2016). If, however, there are missing 
values in the size or organic content data, the target dataset 
samples with missing data cannot be run individually and an 
average must be used or these target samples dropped from the 
analysis (Gellis, Noe, and others, 2015).

To begin Step 3, the user must first select the target 
sample or samples for the current program run. After complet-
ing a run on a target sample (through Start Step 8: Mixing 
Model and Error Analysis), go to the Program MAP, and click 

 to run the next target sample using the same 
source dataset used in the previous run, meaning the previ-
ously imputed source dataset with the same outliers removed. 

Figure 12.  Changes to the Program MAP because of skipping the first linear regression with size data.
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Example Datasets Hint

It is recommended that the target samples in the 
example datasets be run individually from this step 
forward. If samples are run all at once, the user will 
see differences in the results due to the corrections 
being based on all target samples rather than a single 
target sample’s values. For example, sample “tar-
get4” has a D50 value of 28.04, but the average D50 
value is 17.8; therefore, corrections based on the 
average would be significantly different from correc-
tions based on the D50 value for “target4,” resulting 
in a very different source dataset being passed into 
subsequent steps. 

See appendix 16 for details on the target sample selection 
screen.

Selecting Linear Regression Parameters
After selecting the target sample(s) for analysis, the user 

must specify parameters defining a “significant regression” 
in Step 3. A p-value threshold, or alpha value, for the slope 
of the regression line must be specified by the user. Typically, 
an alpha-value of 0.05 (default) is sufficient to reject the null 
hypothesis that there is no relation between the tracer concen-
tration values and size (Helsel and Hirsch, 2002). An alpha 
value of 0.05 (default) for the Shapiro-Wilk p-value does not 
reject the null hypothesis that the residuals are normally dis-
tributed (Shapiro and Wilk, 1965). A “significant regression” 
is defined as a regression in which both conditions are met. 
Regressions that do not meet the user-defined criteria will not 
be corrected for size as there is no significant relation between 
the tracer concentration and size. 

Linear Regression Procedure

Linear regression is performed for each tracer in each 
source group using the lm() function in the R-package stats 
(R Core Team, 2016b). If a significant regression exists 
according to the user-defined parameters, the regression 
statistics will be given in an output table. Tracers not found 
to have a significant relation to size will not be included in 
the regression output table and will not be corrected for size. 
Tracer concentrations are the response variables, whereas size 
is the explanatory variable. Both the explanatory and response 
variables are transformed via the transformations in table 3. 
Every possible combination of transformations is tested and 
the “best” regression is chosen according to the rules below.

1.	 The regression must be significant.

2.	 The corrected data (data adjusted for size relation 
according to eq. 2) must follow the same format as the 
original data and must not “over-correct” the data. For 
example, if the original data are all positive for a given 
tracer, then corrected data cannot be less than or equal 
to 0.

3.	 If 1 and 2 are true without transforming either the tracer 
concentration values or the size data, that regression is 
selected.

4.	 If 1 and 2 are true and 3 is not true, then the significant 
regression with the highest Shapiro-Wilk p-value is 
selected from the regressions that only transform the size 
data.

5.	 If 1 and 2 are true, but 3 and 4 are not true, then the 
regression with the highest Shapiro-Wilk p-value for the 
residuals is selected from all significant regressions.

6.	 If 1 and 2 are not true, no regression is selected.
If tracers with negative and (or) zero values exist in the 

dataset the rules are modified to choose regressions that do not 
involve applying a constant to the data in order to transform 
the data. The regression selection rules, like the Start Step 1: 
Test for Univariate Normal Distributions rules, always keep-
ing the data in its original form if possible. See table 4 and 
table 5 for the order in which transformations are applied to 
tracers with negative and (or) zero values. 

Step 3 Output

The initial Step 3 output screen is similar to the output for 
Start Step 1: Test for Univariate Normal Distributions. For all 
tracers found to have a significant regression with size, a table 
of regression statistics for the selected regressions is given for 
each source group. Regressions are chosen on the basis of a 
hierarchy that defaults toward utilizing raw rather than trans-
formed data (see Linear Regression Procedure). However, the 
user has the option of choosing significant regressions other 
than the default. To view/change the regression used to correct 
tracer concentration values for a given tracer in a given source 
group, click the tracer name highlighted in teal. The user can 
then view regression plots, QQ-plots, histograms, corrected 
data plots, and statistics for all significant regressions found 
for the selected tracer in the selected source group and apply 
a preferred regression or continue with the default. The user 
can also choose to not correct a given tracer in a given source 
group by clicking the “No Relation” checkbox in the initial 
output table. 

https://www.R-project.org/
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Once satisfied with all the regression results or to 
view plots for all selected significant regressions, click 

. The user will then be 
presented with all statistics, regression plots, QQ-plots, his-
tograms, and corrected data plots for all tracers in all source 
groups found to have significant regressions according to user 
selections in the initial Step 3 output. It is strongly recom-
mended that the user review all plots and statistics to ensure 
that the data are properly corrected for size. At this point the 
user can go back and select alternate regressions or indicate 
that there is “No Relation” for any given tracer in any given 
source group. 

Once all regressions have been approved, the data are 
corrected for size according to equation 2 prior to running 
the next step in the program. This corrected source dataset 
will be the source data used from this point forward in the 
program. At the beginning of the next step in the program 
(Start Step 4: Second Linear Regression for Organic Content 
if organic content data are present or Start Step 5: Bracket 
Test if organic content data are not present), the user will be 
given the option to skip all corrections for size by clicking 

. See How to Skip Size Correction for 
details on how skipping the step will alter the program path 
and how reverse the selection to skip the step.

See appendix 17 for details on navigating the Step 3 
outputs and selecting nondefault regressions. 

Start Step 4: Second Linear Regression 
for Organic Content

Step 4 is an option only if the dataset contains both size 
and organic content data. If correcting for both, the size-
corrected source dataset will be used in the second linear 
regression. The second linear regression procedure and output 
is identical to that in Step 3. For details on the regression pro-
cedure, refer to Start Step 3: First Linear Regression, and for 
output navigation see appendix 17. Refer to How to Skip Size 
Correction for instructions on how to skip Step 4.

Start Step 5: Bracket Test
A prerequisite of sediment fingerprinting is that the tracer 

concentration values in the target dataset must be conservative 
and not change during transport from the source to the sam-
pling point (Gellis and Walling, 2011; Gellis, Noe, and others, 
2015). Consequently, the next step in the analysis is determin-
ing that for any given tracer, the target samples are within the 
range or “bracket” of the tracer concentration values in the 
source dataset. Any tracers that fail to satisfy this constraint 
within measurement error (parameter “p” from eq. 3 input 
by the user) are considered nonconservative and are removed 
from all subsequent analyses. Conservative tracers conform to 
the following condition (Gellis, Noe, and others, 2015).

	 min(Yi) – p * min(Yi) < xi < max(Yi) + p * max(Yi)	 (3)

where
	 xi	 = 	 target tracer concentration value for tracer 

(i);
	 Yi	 =	 vector of all source tracer concentrations 

for tracer (i); and
	 p	 =	 increase in range of the source dataset 

defining the “bracket,” input by the user.

Selecting Bracket Test Parameters

Before running the bracket test the user must choose a 
percent increase of the range of the source dataset (p from 
eq. 3 above) that will define the “bracket” within which the 
target samples should fall. The default p is set at 0.1 (10 per-
cent) which is generally within the analytical error of labora-
tory analysis (Gellis, Noe, and others, 2015). 

Step 5 Output

If all tracer concentrations for the target sample(s) pass 
the bracket test, the program will progress to Start Step 6: 
Multivariate Normality Test with all tracers. Any tracers that 
fail the bracket test are flagged as nonconservative (high-
lighted in yellow) and will be removed from the analysis 
from this point forward unless the user overrides the default. 
Target samples that result in a tracer(s) that fail the bracket test 
should be evaluated to discern if there is a legitimate reason 
for them to be outside the bracket. To include a tracer that fails 
the bracket test, check the “Include” checkbox in the list of 
“Discarded Tracers” on the left-hand side of the screen. 

Example Datasets Hint

Using the default value for p (0.1), only one target 
sample will have tracers that fail the bracket test.

For more details on the Step 5 output see appendix 19.
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Start Step 6: Multivariate Normality 
Test

Step 6 evaluates assumptions behind the next step in the 
program, Start Step 7: Forward Stepwise Linear Discriminant 
Function Analysis (DFA). DFA works under the assumptions 
that the data being analyzed follow a multivariate normal 
distribution and homoscedasticity or equal variance (Fisher, 
1936). Step 6 tests whether or not these assumptions are met 
by the source dataset. 

Power Transformations

The portion of the source dataset that passed the bracket 
test and was corrected for size and (or) organic content (if 
applicable) is tested without transformations and with Box-
Cox transformations. The formula for the Box-Cox power 
transformation is shown in equation 4 (Box and Cox, 1964):

	 x = x 1, if 0

= ln(x), if = 0

	 (4)

where
	 x'λ	 =	 transformed value;
	 x	 =	 original value; and
	 λ	 =	 power transform, value between -1 and 1.

Lambda values for the Box-Cox transform are generated 
using the powerTransform() function with family = “bcpower” 
in the car R-package (Fox and Weisberg, 2011). The Box-Cox 
transformations are applied using the boxCox() function in the 
USGS R-package smwrBase (Lorenz, 2015b), modified to pre-
serve the original dimensional units (Draper and Smith, 1998).

In some datasets, the scale of the data may trigger an 
error when the powerTransform() and family = “bcpower.” In 
this case transforms are chosen using family = “yjpower” on 
all positive data. This is the Yeo-Johnson power transform, 
which when applied to all positive data is the same as apply-
ing the Box-Cox transform after adding 1 to all values (Yeo 
and Johnson, 2000). Data are moved into positive space prior 
to transforming so that the boxCox() function can be used to 

apply transforms; therefore, only the first condition of the Yeo-
Johnson transform is applied.

	 x =
x +1( ) + 1

+

, if + 0, x 0

= log(y +1), if + = 0, x 0

=
y +1( )2 1

2
, if 0, y < 0

= log( y +1), if = 0, y < 0

	 (5)

where
	 x'λ	 =	 transformed value;
	 x	 =	 original value; and
	 λ	 =	 power transform, value between -1 and 1.

Multivariate Normality Tests

The five multivariate normality tests applied to the source 
dataset and the boxCox()-transformed source dataset are listed 
in table 7 below.

Homoscedasticity Test

The betadisper() function from the vegan R-package 
(Oksanen and others, 2016) applies a multivariate version of 
the Levene test for homogeneity of variances (Levene, 1960). 
Boxplots and ANOVA results are given to inform the user’s 
choice of whether or not to transform the data prior to Start 
Step 7: Forward Stepwise Linear Discriminant Function 
Analysis. Ideally, the p-value from the ANOVA table should be 
less than 0.05, and boxplots should show equal variance in all 
source groups.

Step 6 Output

A pass-fail value of 1 is assigned for each test with a 
resulting p-value of <0.05, and a value of 0 is assigned for 
each p-value of >0.05. The “MVN score” is the sum of the 
pass-fail values for all the tests. By default, the model will 

Table 7.  Multivariate normality tests applied with corresponding R-packages and functions.

Test R-package Function

Multivariate Shapiro-Wilk Test mvnormtest (Jarek, 2012) mshapiro.test()

Mardia Test for Skewness MVN (Korkmaz and others, 2014) mardiaTest()p.value.skew

Mardia Test for Kurtosis MVN (Korkmaz and others, 2014) mardiaTest()p.value.kurt

Royston Test MVN (Korkmaz and others, 2014) roystonTest()

Henze-Zirkler Test MVN (Korkmaz and others, 2014) hzTest()

http://cran.r-project.org/web/packages/car/car.pdf
https://github.com/USGS-R/smwrBase
https://cran.r-project.org/web/packages/vegan/vegan.pdf
http://cran.r-project.org/web/packages/mvnormtest/mvnormtest.pdf
http://cran.r-project.org/web/packages/MVN/MVN.pdf
http://cran.r-project.org/web/packages/MVN/MVN.pdf
http://cran.r-project.org/web/packages/MVN/MVN.pdf
http://cran.r-project.org/web/packages/MVN/MVN.pdf
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choose the version of the source dataset (raw or transformed) 
that has the highest “MVN score,” but the user can override 
the default and choose the alternate case by clicking the plot. 
If neither the source dataset nor the boxCox()-transformed 
source dataset passes any of the multivariate normality tests 
in table 7 (MVN score = 0), the user should note that the 
assumption behind Start Step 7: Forward Stepwise Linear 
Discriminant Function Analysis has been violated, but can still 
proceed and complete the program run, as the DFA procedure 
is sufficiently robust that results can still be utilized if the 
assumption is not met. In the case in which the MVN score 
is 0 for both the raw and transformed source datasets, it is 
recommended that the source dataset not be transformed, since 
transforming the source dataset does not result in a multivari-
ate normal distribution. 

Example Datasets Hint

The example datasets will not pass multivariate 
normality tests, which is typical for the type of data 
analyzed for sediment fingerprinting.

See appendix 20 for details on navigating Step 6 output.

Start Step 7: Forward Stepwise Linear 
Discriminant Function Analysis

Forward Stepwise Linear Discriminant Function 
Analysis

Step 7 determines the best group of tracers on which to run 
Start Step 8: Mixing Model and Error Analysis through For-
ward Stepwise Linear Discriminant Function Analysis (DFA) 
(Collins and others, 2010; Gellis, Noe, and others, 2015). DFA 
looks for the linear combination of tracer coefficients that best 
separates or discriminates the source groups (Fisher, 1936). 
DFA is performed utilizing the greedy.wilks() function in the 
R-package klaR (Weihs and others, 2005). The greedy.wilks() 
function starts tracer selection with the tracer that yields the 
greatest separation between the groups, and adds tracers using 
the Wilk’s lambda criterion (Mardia and others, 1980). The 
closer the Wilk’s lambda statistic is to 0, the more significant a 
tracer’s contribution to the linear discriminant function. 

Parameter Selection

The user must specify a significance level or threshold for 
adding a tracer to the linear discriminant function in Forward 
Stepwise Linear Discriminant Function Analysis (DFA); this 
is the “niveau” argument in the greedy.wilks() function. The 
default significance level is 0.01. 

If the default significance level results in fewer tracers 
selected for the linear discriminant function than there are 
source groups, the level must be increased as Start Step 8: 
Mixing Model and Error Analysis requires that there be more 
tracers (at least 1 more) than source groups for the mixing 
model to work properly (Mukundan and others, 2010). If fewer 
tracers are selected than the number of sources, the user will 
see a warning screen before starting Start Step 8: Mixing Model 
and Error Analysis.

The user must also set the tolerance (“tol”) argument for 
the lda() function in the R-package MASS (Venables and Rip-
ley, 2002) used in generating the Weighting Factors, Confusion 
Matrix, and Biplot. The default value for tol is 0.0001, which 
is the default value in the R-package MASS. If any tracer has a 
within source group variance less than the tol^2, the lda() func-
tion will fail, and the user will see an error message saying that 
some variables are constant. This can occur as a result of scal-
ing. When setting the tol parameter, the user should consider 
the scale of the tracers going into DFA. If an error occurs, and 
the scale of the tracers is less than the tolerance, decrease the 
tol parameter and rerun Step 7.

Biplot

The biplot is generated using the ggord() function from 
the ggord R-package (Beck, 2016), using the tracers selected by 
the greedy.wilks() function. The biplot shows predicted values 

http://cran.r-project.org/web/packages/klaR/klaR.pdf
http://cran.r-project.org/web/packages/MASS/MASS.pdf
http://cran.r-project.org/web/packages/MASS/MASS.pdf
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from the first two linear discriminants. Keep in mind that if 
more than three sources are being analyzed, the first two linear 
discriminants do not show the full discriminatory power of 
the group of tracers selected. Refer to the Confusion Matrix to 
view how well the complete linear discriminant function classi-
fies source groups.

Cross Validation

The leave-one-out, cross validation procedure (Lachen-
bruch and Mickey, 1968) tests how well the linear discriminant 
function classifies each source group given equal prior prob-
abilities of each source sample belonging to any given source 
group using the lda() and predict() functions in the R-package 
MASS (Venables and Ripley, 2002). In other words, the 
procedure tests how well the group of tracers selected through 
the DFA procedure correctly identifies each source sample as 
belonging to the known correct source group. The “Cummula-
tive_Percent_Classified” and “Individual_Percent_Classified” 
fields in the DFA results table, the Confusion Matrix, and the 
Weighting Factors table are all generated using leave-one-out 
cross validation.

Confusion Matrix
The confusion matrix shows the number of source 

samples predicted for each group versus the actual number 
of source samples in each group (Provost and Kohavi, 1998) 
(Kohavi and Provost, 1998). If 100 percent of the source 
samples are correctly identified, the confusion matrix will con-
tain numbers only on the diagonal. While the confusion matrix 
gives some indication of how well the linear discriminant 
function works, that does not directly correlate to the number 
of source samples that will be correctly classified in the Start 
Step 8: Mixing Model and Error Analysis as the mechanisms 
for classifying the samples are different.

Weighting Factors
Weighting Factors used in Start Step 8: Mixing Model and 

Error Analysis are generated using Cross Validation in Step 7. 
The tracer with the lowest percent of source samples classified 
correctly will have a weighting factor equal to 1. Weighting 
factors are calculated using equation 6 (Collins and others, 
2010; Gellis, Noe, and others, 2015).

	 Wi =
Pi
Popt

	 (6)

where
	 Pi	 =	 percent of source samples classified 

correctly using tracer (i) and
	 Popt	 =	 percent of source samples classified 

correctly using tracer with  the lowest Pi .

Details on navigating Step 7 output screens are given in 
appendix 21.

Start Step 8: Mixing Model and Error 
Analysis

Preparation and Parameters

To start Step 8, the user is first asked to determine which 
target samples to analyze in the mixing model. Only the 
samples selected in Start Step 3: First Linear Regression will 
appear as options. The only benefit to selecting a single sample 
at this time is if the user is working under a time constraint and 
cannot analyze all the samples at that time. The user is then 
prompted to input the number of iterations in the Monte-Carlo 
Simulation (N, default 1,000) as part of the Error Analysis. To 
run the mixing model without a Monte-Carlo simulation set 
N=0. Since every iteration of the Monte-Carlo Simulation uses 
means based on a source dataset with one randomly selected 
sample removed from each source group, the results from N=1 
in the Monte-Carlo Simulation are not the same as the mixing 
model results based on the entire source dataset.

At this point the user must indicate whether the Weight-
ing Factors generated in Start Step 7: Forward Stepwise 
Linear Discriminant Function Analysis are to be applied to 
the mixing model. If the user indicates that uniform weight-
ing is to be applied (equal weighting for all tracers selected), a 
second option will appear that allows the user to either apply 
uniform weighting to the tracers found to be significant in 
Start Step 7: Forward Stepwise Linear Discriminant Func-
tion Analysis or to apply uniform weighting to all tracers. If 
uniform weighting is not selected, using all tracers is not an 
option because only those weighting factors for tracers found 
to be significant in Step 7 are included. See Weighting Factors 
for details on how weighting factors are applied.

Mixing Model

The final step in sediment fingerprinting is the determi-
nation of sediment source contributions for Target samples 
using a Mixing Model (Collins and others, 2010; Gellis, Noe, 
and others, 2015). The remaining set of tracers selected in 
Start Step 7: Forward Stepwise Linear Discriminant Function 
Analysis is used in the mixing model with the size and organic 
content correction factors applied (if applicable). The mixing 
model does not use data transformed for multivariate normal-
ity in Start Step 6: Multivariate Normality Test, as MVN is not 
an assumption behind the mixing model procedure.

Equation 7 below gives the error associated with the mix-
ing model result (Collins and others, 2010; Gellis, Noe, and 
others, 2015). 

This error term is optimized using the optim() function 
in base R (2015b; R Core Team, 2016b ) to get the mini-
mum error. The mixing model can be run with or without the 
Weighting Factors from Start Step 7: Forward Stepwise Lin-
ear Discriminant Function Analysis, if the weighting factors 
are not applied Wi = 1 in Eq. (7).

http://cran.r-project.org/web/packages/MASS/MASS.pdf
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	 {[Ci − ( PsSsi )] /Ci}
2Wi

i=1

m

∑
i=1

n

∑

with  Ps = 1
s=1

n

∑

	 (7)

where
	 Ci	 =	 concentration of tracer (i) in the target 

sample;
	 Ps	 =	 optimized percentage of contribution of 

source type (s);
	 Ssi	 =	 mean concentration of tracer (i) in 

source (s) (after size and/or organic content 
corrections if applicable);

	 Wi	 =	 weighting factor for tracer (i);
	 n	 =	 number of tracers comprising the optimum 

composite fingerprint (tracers selected in 
Start Step 7: Forward Stepwise Linear 
Discriminant Function Analysis); and

	 m	 =	 number of sediment source types.

The mixing model output is a table of percent source 
contributions for each target sample along with the error term 
from equation 7 associated with the result. Graphical displays 
of the results are given as pie charts and stacked bar plots that 
can be accessed by clicking  on the initial 
Step 8 output screen.

Error Analysis

The program performs a variety of different analyses 
to evaluate error, including (1) Monte-Carlo simulation, (2) 
source dataset analysis, and (3) graphical display in tracer-by-
tracer plots. 

Monte-Carlo Simulation
A Monte-Carlo simulation approach (Metropolis and 

Ulam, 1949) is used to quantify the uncertainty in the sedi-
ment fingerprinting results produced in the Mixing Model 
(Collins and others, 2010; Gellis, Noe, and others, 2015). The 
Monte-Carlo simulation is run by randomly selecting a single 
source sample from each source group N times (parameter 
selected by user, default 1,000) and running the mixing model 
utilizing the remaining source dataset (Gellis, Noe, and others, 
2015). Ideally, the mixing model results from the Monte-
Carlo simulation should be the same or similar to the primary 
results of the Mixing Model run on the entire source dataset. 

If significant variation is present, further investigation into the 
source data may be needed. Boxplots and summary statis-
tics from the Monte-Carlo simulation are output as well as a 
complete table of Monte-Carlo simulation results. Running a 
Monte-Carlo simulation is optional but recommended; to run 
the Mixing Model without a Monte-Carlo simulation, simply 
set N=0 when starting Step 8.

Source Dataset Analysis
In order to evaluate the effectiveness of the current 

Sed_SAT run in distinguishing sources, source samples are run 
through the mixing model as though they are target samples. 
Ideally each source sample would be classified as having 100 
percent the known source type for that sample. In other words, 
if a bank sample is run through the mixing model it should 
classify as 100 percent bank; however, some variation within 
the source dataset is expected. For example, variation could be 
due to source types deposited on another source type, such as 
might occur when the tops of the banks have some agricultural 
sediment on the surface. A table of percent source contribu-
tions for each source sample is output as well as a summary 
table of the results by source type and pie charts and stacked 
bar plots for each source type. If source types do not consis-
tently show a majority of that source type, the user may ques-
tion whether the sources should be combined. For example, if 
cropland and pasture show mixed results, perhaps they should 
be combined.

Tracer-by-Tracer Plots
Lastly, the user can run an additional script to obtain 

tracer-by-tracer plots by clicking  on the initial 
Step 8 output screen. The tracer-by-tracer plots show the 
mean source sample tracer concentrations by source type. The 
expectation is that the target samples will plot in the region 
expected based on the Mixing Model results. For example, if 
the mixing model determined that the sediment sources for a 
given target sample were 80 percent BANK and 20 percent 
CROP, the target sample should plot somewhere between the 
mean concentration for BANK samples and CROP samples, 
but closer to BANK than CROP. This test tends to be more 
effective when applied to tracers with high Weighting Factors. 
This portion of the Error Analysis is not automatically run as 
part of the program; the user must click  to run 
this portion of the error analysis.

Details on navigating Step 8 output screens are given in 
appendix 22.
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Export Data/Tables/Plots

At the end of each run, the user can document the cur-
rent Sed_SAT run by exporting all data, output tables, plots, 
and parameters. The export screen can be accessed either 
from initial Step 8 output or from the Program MAP. All 
exports will be organized in folders by program step within 
the output path selected by the user. The user must select 
which data, tables, plots, and parameters to export. Data, 
tables, and parameters are output first; then the user will have 
the opportunity to export plots. All plots are saved temporar-
ily during each run of the program within the folders in the 
SedimentFingerprinting_R folder; however, it is recommended 
that the user export plots using the export screen rather than 
copying plots from the temp folders as accidentally deleted or 
moved temp folders will cause program failure. See appen-
dix 23 for details on navigating the export screens.

Repeating Analysis for the Next Target Sample

If the user opted to run a single target sample through 
the program at the beginning of Start Step 3: First Lin-
ear Regression (or Start Step 5: Bracket Test if no size or 
organic content data are present), the user can run the next 
target sample by returning to the Program MAP and clicking 

 or  respectively, after 
exporting all necessary data, tables, parameters, and plots 
(these will be overwritten when the next sample is run). When 
selecting the next target sample for analysis, ensure that all 
currently selected samples are cleared. The next sample will 
then be run using the same sample source dataset as for the 
previously run sample, meaning the imputed source dataset 
(if applicable) with any selected outliers removed but not cor-
rected for size or organic content. All tracers are present in the 
source dataset at this point, not only the set used in the most 
recent Mixing Model run as that set was only relevant to the 
previously run sample. See Selecting Target Samples for more 
details on how and why to run target samples individually, 
starting at Step 3 (or Step 5 if applicable.)
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Appendix 1.  Sed_SAT File Structure
Altering the program’s file structure will result in program failure. Refer to fig. 1–1 for the required file structure supported 

and supplied by Sed_SAT. 

Figure 1–1.  Sed_SAT required file structure.
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Appendix 2.  Example Datasets
Table 2–1 gives column information on the example data included in Sed_SAT.

Table 2–1.  Example Dataset column details.

Column type Tracer type
Source data  

column name
Target data  

column name
Reporting limit  
column name

SampleID SampleName SampleName SampleID

Type SourceType SampleType SourceType

Size data Size D50  

Organic content data/tracer  TOC C_Organic_Mass_Fraction  

Tracer elemental analysis (metals) Aluminum Aluminum Aluminum_RL

Tracer elemental analysis (metals) Arsenic Arsenic Arsenic_RL

Tracer elemental analysis (metals) Barium Barium Barium_RL

Tracer elemental analysis (metals) Beryllium Beryllium Beryllium_RL

Tracer elemental analysis (metals) Cadmium Cadmium Cadmium_RL

Tracer elemental analysis (metals) Chromium Chromium Chromium_RL

Tracer elemental analysis (metals) Cobalt Cobalt Cobalt_RL

Tracer elemental analysis (metals) Copper Copper Copper_RL

Tracer elemental analysis (metals) Iron Iron Iron_RL

Tracer elemental analysis (metals) Lead Lead Lead_RL

Tracer elemental analysis (metals) Magnesium Magnesium Magnesium_RL

Tracer elemental analysis (metals) Manganese Manganese Manganese_RL

Tracer elemental analysis (metals) Nickel Nickel Nickel_RL

Tracer elemental analysis (metals) Potassium Potassium Potassium_RL

Tracer elemental analysis (metals) Strontium Strontium Strontium_RL

Tracer elemental analysis (metals) Uranium Uranium Uranium_RL

Tracer elemental analysis (metals) Vanadium Vanadium Vanadium_RL

Tracer elemental analysis (metals) Zinc Zinc Zinc_RL

Tracer stable isotope data Delta_13C_Organic Delta_13C_Organic  

Tracer stable isotope data Delta_15N Delta_15N  

Tracer radionuclide data Cs137 Cs137  

Tracer radionuclide data 210PbXs 210PbXs  
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Appendix 3.  Size and Organic Content Data
If your dataset contains size and (or) organic content data, Start Step 3: First Linear Regression and (or) Start Step 4: 

Second Linear Regression for Organic Content are performed to adjust the source sample tracer concentration values in order 
to make them comparable to the target sample values. See Start Step 3: First Linear Regression for details on the linear regres-
sion procedure. Applying correction factors for size and organic content is not required, but is recommended (Collins and others, 
2010; Gellis, Noe, and others, 2016).

Table 3–1.  How Sed_SAT utilizes size and organic content data.

Data type Example Purpose Rules

Size data Grain size

Surface area

To correct source tracer con-
centration values that are 
shown to have a significant 
relation with size making 
the source dataset compa-
rable to the target dataset

If present, it MUST be in the 3rd column in BOTH 
the source and target datasets.

Missing values are permitted

Must be all positive, nonzero numbers
Organic content data Total organic carbon (TOC)

Loss on ignition (LOI)

To correct source tracer con-
centration values that are 
shown to have a signifi-
cant relation with organic 
content making the source 
dataset comparable to the 
target dataset.

If present and size data are also present, it MUST be 
in the 4th column in BOTH the source and target 
datasets.

If present and size data are NOT present, it MUST be 
in the 3rd column in BOTH the source and target 
datasets.

Must be all positive, nonzero numbers

Missing values are ONLY permitted for LOI not 
TOC. While both TOC and LOI can be used to 
correct source data for bias associated with organic 
content, TOC is also a tracer that can be used in the 
mixing model and therefore cannot contain missing 
values. LOI on the other hand is a mass loss of 
combustion residue rather than a concentration and 
cannot be considered a tracer. Since LOI is only 
used to correct for bias associated with organic 
content, missing values are permitted. 
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Appendix 4.  SetPATHs Screen
On opening, this screen will search the computer for the relevant programs and autofill paths if possible. See SetPATHs 

Instructions for more information on how to set paths for Sed_SAT.

Click to browse to path.

The path to the Sed_SAT program folder SedimentFingerprinting_R must NOT 
contain any spaces in parent directories. If path contains spaces, the user 
will be prompted to move the program to an alternate location without 
spaces.

Example of where programs may be located and the format required to enter path 
if entering path manually (not recommended).

Click to import paths exported in a previous run.

Click to save paths.

EXPLANATION

Figure 4–1.  SetPATHs screen.
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Appendix 5.  Information on R-Packages Used in Sed_SAT
The following R-packages are included with R version 3.3.0 (R Core Team, 2016b) in the directory 

SedimentFingerprinting_R/ R-3.3.0/library. The “core packages” are directly used in the Sed_SAT scripts, while the dependent 
packages are required by the core packages. Click the package name to view the package documentation on The Comprehen-
sive R Archive Network (2015a; R Core Team, 2016b). Core packages are initialized at the beginning of each Rscript through 
the .Rprofile file located in the “Rscripts” folder. The .Rprofile is internal to the program and will not alter a user’s personal 
.Rprofile.

Table 5–1.  Core packages used by Sed_SAT.

Package Version Use Reference

RODBC 1.3-13 connect to .accdb files (Ripley and Lapsley, 2015)

klaR 0.6-12 forward stepwise linear discriminant function analysis 
using Wilk’s lambda criterion (Weihs and others, 2005):

MASS 7.3-45 linear discriminant function analysis (Venables and Ripley, 2002)

moments 0.14 calculate skewness and kurtosis (Komsta and Novomestky, 2015)

zCompositions 1.0.3-1 single and multiple imputation (Palarea-Albaladejo and Martin-Fernandez, 2014)

openxlsx 3.0.0 reading Microsoft Excel files (Walker, 2015)

kimisc 0.3 locating files (Mueller, 2014)

dplyr 0.4.3 counting records (Wickham and Francois, 2015)

sqldf 0.4-10 query functions (Grothendieck, 2014; Urbanek, 2016b)

car 2.1-2 find Box Cox power transformations (Fox and Weisberg, 2011)

smwrBase 1.1.2 Apply Box Cox power transformations maintaining origi-
nal scale of data (Lorenz, 2015b)

mvnormtest 0.1-9 Shapiro-Wilk multivariate normality test (Jarek, 2012)

MVN 4.0 multivariate normality tests (Korkmaz and others, 2014)

colorspace 1.2-6 generate color pallets for plots (Ihaka and others, 2009)

ggplot2 2.1.0 create biplot in Step 7 (Wickham, 2009)

ggord 0.11.9000 create biplot in Step 7 (Beck, 2016)

vegan 2.4-1 homoscedasticity test (Oksanen and others, 2016)

https://cran.r-project.org
https://cran.r-project.org
http://cran.r-project.org/web/packages/RODBC/RODBC.pdf
http://cran.r-project.org/web/packages/klaR/klaR.pdf
http://cran.r-project.org/web/packages/MASS/MASS.pdf
http://cran.r-project.org/web/packages/moments/moments.pdf
http://cran.r-project.org/web/packages/zCompositions/zCompositions.pdf
http://cran.r-project.org/web/packages/xlsx/xlsx.pdf
http://cran.r-project.org/web/packages/kimisc/kimisc.pdf
https://cran.r-project.org/web/packages/dplyr/dplyr.pdf
http://cran.r-project.org/web/packages/sqldf/sqldf.pdf
http://cran.r-project.org/web/packages/car/car.pdf
https://github.com/USGS-R/smwrBase
http://cran.r-project.org/web/packages/mvnormtest/mvnormtest.pdf
http://cran.r-project.org/web/packages/MVN/MVN.pdf
https://cran.r-project.org/web/packages/colorspace/colorspace.pdf
https://cran.r-project.org/web/packages/ggplot2/ggplot2.pdf
https://github.com/fawda123/ggord
https://cran.r-project.org/web/packages/vegan/vegan.pdf
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Table 5-2.  Dependent packages required by the core packages within Sed_SAT.

Package Version Reference

abind 1.4-3 (Plate and Heiberger, 2015)

alr4 1.0.5 (Weisberg, 2014)

arm 1.8-6 (Gelman and Su, 2015)

assertthat 0.1 (Wickham, 2013)

base 3.3.0 (R Core Team, 2016a)

BB 2014.10-1 (Varadhan and Gilbert, 2009)

bdsmatrix 1.3-2 (Therneau, 2014)

BH 1.60.0-2 (Eddelbuettel, Emerson, and others, 2016)

boot 1.3-18 (Davison and Hinkley, 1997; Canty and Ripley, 2016)

catdata 1.2.1 (Schauberger and Tutz, 2014)

chron 2.3-47 (James and Hornick, 2015)

class 7.3-14 (Venables and Ripley, 2002)

cluster 2.0.4 (Maechler, Rousseeuw, and others, 2016)

coda 0.18-1 (Plummer and others, 2006)

codetools 0.2-14 (Tierney, 2015)

combinat 0.0-8 (Chasalow, 2012)

compiler 3.1.3 (R Core Team, 2016a)

covr 2.0.1 (Hester, 2016)

coxme 2.2-5 (Therneau, 2015)

crayon 1.3.1 (Csardi, 2015)

curl 0.9.7 (Ooms, 2016a)

cvTools 0.3.2 (Alfons, 2012)

data.table 1.9.6 (Dowle and others, 2015)

dataRetrieval 2.5.5 (Hirsch and De Cicco, 2015)

datasets 3.3.0 (R Core Team, 2016a)

DBI 0.4-1 (R Special Interest Group on Databases (R-SIG-DB) and others, 2016)

DEoptimR 1.0-4 (Conceicao and Maechler, 2015)

dfoptim 2011.8-1 (Varadhan and others, 2011)

dichromat 2.0-0 (Lumley, 2013)

digest 0.6.9 (Eddelbuettel, Lucas, and others, 2016)

doBy 4.5-15 (Højsgaard and Halekoh, 2016)

doParallel 1.0.10 (Revolution Analytics and Weston, 2015a)

e1071 1.6-7 (Meyer, Dimitriadou, and others, 2015)

effects 3.1-1 (Fox, 2003)

evaluate 0.9 (Wickham, 2016b)

expm 0.999-0 (Goulet and others, 2015)

https://cran.r-project.org/web/packages/abind/abind.pdf
https://cran.r-project.org/web/packages/alr4/alr4.pdf
https://cran.r-project.org/web/packages/arm/arm.pdf
https://cran.r-project.org/web/packages/assertthat/assertthat.pdf
https://www.R-project.org/
https://cran.r-project.org/web/packages/BB/BB.pdf
https://cran.r-project.org/web/packages/bdsmatrix/bdsmatrix.pdf
https://cran.r-project.org/web/packages/BH/BH.pdf
https://cran.r-project.org/web/packages/boot/boot.pdf
https://cran.r-project.org/web/packages/catdata/catdata.pdf
https://cran.r-project.org/web/packages/chron/chron.pdf
https://cran.r-project.org/web/packages/class/class.pdf
https://cran.r-project.org/web/packages/cluster/cluster.pdf
https://cran.r-project.org/web/packages/coda/coda.pdf
https://cran.r-project.org/web/packages/codetools/codetools.pdf
https://cran.r-project.org/web/packages/combinat/combinat.pdf
https://www.R-project.org/
https://cran.r-project.org/web/packages/covr/covr.pdf
https://cran.r-project.org/web/packages/coxme/coxme.pdf
https://cran.r-project.org/web/packages/crayon/crayon.pdf
https://cran.r-project.org/web/packages/curl/curl.pdf
https://cran.r-project.org/web/packages/cvTools/cvTools.pdf
https://cran.r-project.org/web/packages/data.table/data.table.pdf
https://cran.r-project.org/web/packages/dataRetrieval/dataRetrieval.pdf
https://www.R-project.org/
https://cran.r-project.org/web/packages/DBI/DBI.pdf
https://cran.r-project.org/web/packages/DEoptimR/DEoptimR.pdf
https://cran.r-project.org/web/packages/dfoptim/dfoptim.pdf
https://cran.r-project.org/web/packages/dichromat/dichromat.pdf
https://cran.r-project.org/web/packages/digest/digest.pdf
https://cran.r-project.org/web/packages/doBy/doBy.pdf
https://cran.r-project.org/web/packages/doParallel/doParallel.pdf
https://cran.r-project.org/web/packages/e1071/e1071.pdf
https://cran.r-project.org/web/packages/effects/effects.pdf
https://cran.rstudio.com/web/packages/evaluate/evaluate.pdf
https://cran.r-project.org/web/packages/expm/expm.pdf
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Table 5-2.  Dependent packages required by the core packages within Sed_SAT.—Continued

Package Version Reference

fit.models 0.5-10 (Konis, 2013)

foreach 1.4.3 (Revolution Analytics and Weston, 2015b)

formatR 1.4 (Xie, 2016a)

gamm4 0.2-3 (Wood and Scheipl, 2014)

GGally 1.0.1 (Schloerke and others, 2016)

GPArotation 2014.11-1 (Bernaards and Jennrich, 2005)

graphics 3.3.0 (R Core Team, 2016a, )

grDevices 3.3.0 (R Core Team, 2016a, b)

grid 3.1.3 (R Core Team, 2016a, b)

gsubfn 0.6-6 (Grothendieck, 2014a)

gtable 0.2.0 (Wickham, 2016c)

highr 0.6 (Qiu and Xie, 2016)

HSAUR2 1.1-14 (Everiit and Hothorn, 2015)

httr 1.1.0 (Wickham, 2016d)

iterators 1.0.8 (Revolution Analytics and Weston, 2015c)

itertools 0.1-3 (Weston and Wickham, 2014)

jsonlite 0.9.20 (Ooms, 2014)

kernlab 0.9-24 (Karatzoglou and others, 2004)

KernSmooth 2.23-15 (Wand, 2015)

knitr 1.13 (Xie, 2014, 2015a, 2016b)

labeling 0.3 (Talbot, 2014)

Lahman 4.0-1 (Friendly, 2015)

lattice 0.20-33 (Sarkar, 2008)

lavaan 0.5-20 (Rosseel, 2012)

lazyeval 0.1.10 (Wickham, 2015a)

leaps 2.9 (Lumley and using Fortran code by Miller, 2009)

lme4 1.1-12 (Bates and others, 2015)

lmtest 0.9-34 (Zeileis and Hothorn, 2002)

lubridate 1.5.6 (Grolemund and Wickham, 2011)

magrittr 1.5 (Bache and Wickham, 2014)

markdown 0.7.7 (Allaire and others, 2015)

Matrix 1.2-6 (Bates and Maechler, 2016)

matrixcalc 1.0-3 (Novomestky, 2012)

MatrixModels 0.4-1 (Bates and Maechler, 2015)

memoise 1.0.0 (Wickham and others, 2016)

MEMSS 0.9-2 (Bates, Maechler, and others, 2014a)

https://cran.r-project.org/web/packages/fit.models/fit.models.pdf
https://cran.r-project.org/web/packages/foreach/foreach.pdf
https://cran.r-project.org/web/packages/formatR/formatR.pdf
https://cran.r-project.org/web/packages/gamm4/gamm4.pdf
https://cran.r-project.org/web/packages/GGally/GGally.pdf
https://cran.r-project.org/web/packages/GPArotation/GPArotation.pdf
https://www.R-project.org/
https://www.R-project.org/
https://www.R-project.org/
https://cran.r-project.org/web/packages/gsubfn/gsubfn.pdf
https://cran.r-project.org/web/packages/gtable/gtable.pdf
https://cran.r-project.org/web/packages/highr/highr.pdf
https://cran.r-project.org/web/packages/HSAUR2/HSAUR2.pdf
https://cran.r-project.org/web/packages/httr/httr.pdf
https://cran.r-project.org/web/packages/iterators/iterators.pdf
https://cran.r-project.org/web/packages/itertools/itertools.pdf
https://cran.r-project.org/web/packages/jsonlite/jsonlite.pdf
https://cran.r-project.org/web/packages/kernlab/kernlab.pdf
https://cran.r-project.org/web/packages/KernSmooth/KernSmooth.pdf
https://cran.r-project.org/web/packages/knitr/knitr.pdf
https://cran.r-project.org/web/packages/labeling/labeling.pdf
https://cran.r-project.org/web/packages/Lahman/Lahman.pdf
https://cran.r-project.org/web/packages/lattice/lattice.pdf
https://cran.r-project.org/web/packages/lavaan/lavaan.pdf
https://cran.r-project.org/web/packages/lazyeval/lazyeval.pdf
https://cran.r-project.org/web/packages/leaps/leaps.pdf
https://cran.r-project.org/web/packages/lme4/lme4.pdf
https://cran.r-project.org/web/packages/lmtest/lmtest.pdf
https://cran.r-project.org/web/packages/lubridate/lubridate.pdf
https://cran.r-project.org/web/packages/magrittr/magrittr.pdf
https://cran.r-project.org/web/packages/markdown/markdown.pdf
https://cran.r-project.org/web/packages/Matrix/Matrix.pdf
https://cran.r-project.org/web/packages/matrixcalc/matrixcalc.pdf
https://cran.r-project.org/web/packages/MatrixModels/MatrixModels.pdf
https://cran.r-project.org/web/packages/memoise/memoise.pdf
https://cran.r-project.org/web/packages/MEMSS/MEMSS.pdf
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Table 5-2.  Dependent packages required by the core packages within Sed_SAT.—Continued

Package Version Reference

methods 3.3.0 (R Core Team, 2016a, b)

mgcv 1.8-12 (Wood, 2000, 2004, 2006, 2011)

mi 1.0 (Su and others, 2011)

microbenchmark 1.4-2.1 (Mersmann, 2015)

mime 0.4 (Xie, 2015b)

minqa 1.2.4 (Bates, Mullen, and others, 2014)

mlbench 2.1-1 (Leisch and Dimitriadou, 2010)

mlmRev 1.0-6 (Bates, Maechler, and others, 2014b)

mnormt 1.5-4 (Azzalini and Genz, 2016)

MPV 1.38 (Braun, 2015)

munsell 0.4.3 (Wickham, 2016a)

mvoutlier 2.0.6 (Filzmoser and Gschwandtner, 2015)

mvtnorm 1.0-5 (Genz and Bretz, 2009; Genz and others, 2016)

NADA 1.5-6 (Lee, 2013)

nlme 3.1-128 (Pinheiro and others, 2016)

nloptr 1.0.4 (Johnson, 2014)

nnet 7.3-12 (Venables and Ripley, 2002)

nortest 1.0-4 (Gross and Ligges, 2015)

numDeriv 2014.2-1 (Gilbert and Varadhan, 2015)

nycflights13 0.2.0 (Wickham, 2016e)

openssl 0.9.3 (Ooms, 2016b)

optextras 2013-10.28 (Nash, 2014b)

optimx 2013.8.7 (Nash and Varadhan, 2011; Nash, 2014a)

permute 3.1.3 (Simpson, 2016)

parallel 3.1.3 (R Core Team, 2016a, b)

pbivnorm 0.6.0 (Fortran code by Genz and R code by Kenkel, 2015)

pbkrtest 0.4-6 (Halekoh and Højsgaard 2014)

pcaPP 1.9-60 (Filzmoser and others, 2014)

PKPDmodels 0.3.2 (Dubois and others, 2012)

pls 2.5-0 (Mevik and others, 2015)

plyr 1.8.3 (Wickham, 2011)

praise 1.0.0 (Csardi and Sorhus, 2015)

proto 0.3-10 (Kates and Petzoldt, 2012)

pryr 0.1.2 (Wickham, 2015b)

psych 1.6.4 (Revelle and Northwestern University, 2016)

quadprog 1.5-5 (S original by Berwin and Turlach R port by Weingessel, 2013)

https://www.R-project.org/
https://cran.r-project.org/web/packages/mgcv/mgcv.pdf
https://cran.r-project.org/web/packages/mi/mi.pdf
https://cran.r-project.org/web/packages/microbenchmark/microbenchmark.pdf
https://cran.r-project.org/web/packages/mime/mime.pdf
https://cran.r-project.org/web/packages/minqa/minqa.pdf
https://cran.r-project.org/web/packages/mlbench/mlbench.pdf
https://cran.r-project.org/web/packages/mlmRev/mlmRev.pdf
https://cran.r-project.org/web/packages/mnormt/mnormt.pdf
https://cran.r-project.org/web/packages/MPV/MPV.pdf
https://cran.r-project.org/web/packages/munsell/munsell.pdf
https://cran.r-project.org/web/packages/mvoutlier/mvoutlier.pdf
https://cran.r-project.org/web/packages/mvtnorm/mvtnorm.pdf
https://cran.r-project.org/web/packages/NADA/NADA.pdf
https://cran.r-project.org/web/packages/nlme/nlme.pdf
https://cran.r-project.org/web/packages/nloptr/nloptr.pdf
https://cran.r-project.org/web/packages/nnet/nnet.pdf
https://cran.r-project.org/web/packages/nortest/nortest.pdf
https://cran.r-project.org/web/packages/numDeriv/numDeriv.pdf
https://cran.r-project.org/web/packages/nycflights13/nycflights13.pdf
https://cran.r-project.org/web/packages/openssl/openssl.pdf
https://cran.r-project.org/web/packages/optextras/optextras.pdf
https://cran.r-project.org/web/packages/optimx/optimx.pdf
https://cran.r-project.org/web/packages/permute/permute.pdf
https://stat.ethz.ch/R-manual/R-devel/library/parallel/doc/parallel.pdf
https://cran.r-project.org/web/packages/pbivnorm/pbivnorm.pdf
https://cran.r-project.org/web/packages/pbkrtest/pbkrtest.pdf
https://cran.r-project.org/web/packages/pcaPP/pcaPP.pdf
https://cran.r-project.org/web/packages/PKPDmodels/PKPDmodels.pdf
https://cran.r-project.org/web/packages/pls/pls.pdf
https://cran.r-project.org/web/packages/plyr/plyr.pdf
https://cran.r-project.org/web/packages/praise/praise.pdf
https://cran.r-project.org/web/packages/proto/proto.pdf
https://cran.r-project.org/web/packages/pryr/pryr.pdf
https://cran.r-project.org/web/packages/psych/psych.pdf
https://cran.r-project.org/web/packages/quadprog/quadprog.pdf
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Table 5-2.  Dependent packages required by the core packages within Sed_SAT.—Continued

Package Version Reference

quantreg 5.24 (Koenker, 2016)

R6 2.1.2 (Chang, 2016)

Rcgmin 2013-2.21 (Nash, 2014c)

RColorBrewer 1.1-2 (Neuwirth, 2014)

Rcpp 0.12.5 (Eddelbuettel and Francois, 2011; Eddelbuettel, 2013)

Rcsdp 0.1.55 (Bravo, 2016)

readr 0.2.2 (Wickham and Francois, 2015)

reshape 0.8.5 (Wickham, 2007)

reshape2 1.4.1 (Wickham, 2007)

rex 1.1.1 (Ushey and others, 2016)

rgl 0.95.1441 (Adler and others, 2016)

RH2 0.2.3 (Grothendieck and Mueller, 2014)

rJava 0.9-8 (Urbanek, 2016a; 2016b)

RJDBC 0.2-5 (Urbanek, 2014)

RMySQL 0.10.9 (Ooms and others, 2016)

robCompositions 2.0.0 (Templ and others, 2011)

robust 0.4-16 (Wang and others, 2014)

robustbase 0.92-5 (Rousseeuw and others, 2015)

RODBC 1.3-13 (Ripley and Lapsley, 2016)

rpart 4.1-10 (Therneau and others, 2015)

RPostgreSQL 0.4-1 (Conway and others, 2016)

rrcov 1.3-11 (Todorov and Filzmoser, 2009)

RSQLite 1.0.0 (Wickham and others, 2014)

Rvmmin 2013-11.12 (Nash, 2016)

sandwich 2.3-4 (Zeileis, 2004)

scales 0.4.0 (Wickham, 2016f)

scatterplot3d 0.3-37 (Ligges and Mächler, 2003)

sem 3.1-7 (Fox and others, 2016)

setRNG 2013.9-1 (Gilbert, 2014)

sfsmisc 1.1-0 (Maechler and others, 2016)

sgeostat 1.0-27 (Majure and Gebhardt, 2016)

smwrBase 1.1.1 (Lorenz, 2015a)

smwrData 1.1.1 (Lorenz, 2015c)

som 0.3-5 (Yan, 2010)

sp 1.2-3 (Pebesma and Bivand, 2005)

SparseM 1.7 (Koenker and Ng, 2015)

https://cran.r-project.org/web/packages/quantreg/quantreg.pdf
https://cran.r-project.org/web/packages/R6/R6.pdf
https://cran.r-project.org/web/packages/Rcgmin/Rcgmin.pdf
https://cran.r-project.org/web/packages/RColorBrewer/RColorBrewer.pdf
https://cran.r-project.org/web/packages/Rcpp/Rcpp.pdf
https://cran.r-project.org/web/packages/Rcsdp/Rcsdp.pdf
https://cran.r-project.org/web/packages/readr/readr.pdf
https://cran.r-project.org/web/packages/reshape/reshape.pdf
https://cran.r-project.org/web/packages/reshape2/reshape2.pdf
https://cran.r-project.org/web/packages/rex/rex.pdf
https://cran.r-project.org/web/packages/rgl/rgl.pdf
https://cran.r-project.org/web/packages/RH2/RH2.pdf
https://CRAN.R-project.org/package=rJava
https://CRAN.R-project.org/package=RJDBC
https://CRAN.R-project.org/package=RMySQL
https://cran.r-project.org/web/packages/robCompositions/robCompositions.pdf
https://CRAN.R-project.org/package=robust
http://CRAN.R-project.org/package=robustbase
https://cran.r-project.org/web/packages/RODBC/RODBC.pdf
https://CRAN.R-project.org/package=rpart
https://CRAN.R-project.org/package=RPostgreSQL
http://www.jstatsoft.org/v32/i03/
https://CRAN.R-project.org/package=RSQLite
https://CRAN.R-project.org/package=Rvmmin
http://www.jstatsoft.org/v11/i10/
https://CRAN.R-project.org/package=scales
http://www.jstatsoft.org
https://CRAN.R-project.org/package=sem
https://CRAN.R-project.org/package=setRNG
https://cran.r-project.org/package=sfsmisc
https://CRAN.R-project.org/package=sgeostat
http://pubs.er.usgs.gov/publication/ofr20151202
http://pubs.er.usgs.gov/publication/ofr20151103
https://CRAN.R-project.org/package=som
http://cran.r-project.org/doc/Rnews/
https://CRAN.R-project.org/package=SparseM
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Table 5-2.  Dependent packages required by the core packages within Sed_SAT.—Continued

Package Version Reference

splines 3.1.3 (R Core Team, 2016b)

sqldf 0.4-10 (Grothendieck, 2014b)

sROC 0.1-2 (Wang, 2012)

stats 3.3.0 (R Core Team, 2016b)

Stats4 3.1.3 (R Core Team, 2016b)

stringi 1.1.1 (Gagolewski and Tartanus, 2015)

stringr 1.0.0 (Wickham, 2015c)

survey 3.30-3 (Lumley, 2014)

survival 2.39-5 (Therneau, 2016)

svUnit 0.7-12 (Grosjean, 2016)

tcltk 1.2-11 (R Core Team, 2016b)

testthat 1.0.2 (Hadley, 2011)

tools 3.1.3 (R Core Team, 2016a, b)

truncnorm 1.0-7 (Trautmann and others, 2014)

ucminf 1.1-3 (Nielsen and Mortensen, 2012)

utils 2.3.0 (R Core Team, 2016b)

vcd 1.4-1 (Meyer, Zeileis, and others, 2015)

VIM 4.4.1 (Templ and others, 2015)

withr 1.0.2 (Hester and others, 2016)

XML 3.98-1.4 (Lang and the CRAN Team, 2016)

xtable 1.8-2 (Dahl, 2016)

yaml 2.1.13 (Stephens, 2014)

zCompositions 1.0.3-1 (Palarea-Albaladejo and Martin-Fernandez, 2015)

zoo 1.7-13 (Zeileis and Grothendieck, 2005)

https://www.R-project.org/
https://CRAN.R-project.org/package=sqldf
https://CRAN.R-project.org/package=sROC
https://www.R-project.org/
https://www.R-project.org/
http://stringi.rexamine.com/
https://CRAN.R-project.org/package=stringr
https://cran.r-project.org/web/packages/survey/survey.pdf
https://cran.r-project.org/web/packages/survival/survival.pdf
https://cran.r-project.org/package=svUnit
https://www.R-project.org/
http://journal.r-project.org/archive/2011-1/RJournal_2011-1_Wickham.pdf
https://www.R-project.org/
https://CRAN.R-project.org/package=truncnorm
https://CRAN.R-project.org/package=ucminf
https://www.R-project.org/
http://www.jstatsoft.org/v17/i03/
https://CRAN.R-project.org/package=VIM
https://CRAN.R-project.org/package=withr
https://CRAN.R-project.org/package=XML
https://CRAN.R-project.org/package=xtable
https://CRAN.R-project.org/package=yaml
http://dx.doi.org/10.1016/j.chemolab.2015.02.019
http://zoo.R-Forge.R-project.org/
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Appendix 6.  Stable Isotope Selection Screen
This screen will appear only if the user answers 

“Yes” to the question “Does your data contain stable iso-
tope data?” in the Basic Questions section prior to import-
ing data. See Organic Content and Stable Isotope Data for 
more information on how stable isotopes are handled in 
the program.

Example Datasets Hint

The example datasets contain stable isotopes. See 
appendix 1 for column details.

Check boxes of tracers that are stable isotopes or should not be corrected for 
organic content.

This form appears during the Data Testing Module ONLY if the user indicates that 
stable isotopes exist when answering the Basic Questions at the start of the 
program. Click if no stable isotope data exist in the dataset.

EXPLANATION

Figure 6–1.  Stable Isotopes screen.
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Appendix 7.  Import Data Screens
See Import Data for more details on the import procedure.

Click to browse to file that contains source data.

Supported file types.

File type is auto-populated based on file extension.

For Microsoft Excel® files select the sheet to import, for Microsoft Access® 
files select the table to import, and for CSV files select the type of 
separator used.

Click to import a new source dataset.

Click to view/use a previously imported source dataset (in raw form prior to 
any imputations or corrections).

Click to view/use the current source dataset (source data after Data Testing 
Module and Imputation if applicable).

Click to view/use the current source dataset (source data after Data Testing 
Module and Imputation if applicable) AND the current target dataset.

EXPLANATION

Figure 7–1.  Import Source Data Screen.

Example Datasets Hint

The example datasets come preloaded in the 
program. If running Sed_SAT for the first time, to 
use the example datasets either click “Use Previ-
ously Imported Source Data” or “Import Source 
Data” and import the example datasets from 
~/SedimentFingerprinting_R/ExampleDatasets/.
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Tracers imported in the source dataset.

Uncheck the “Include” checkbox to remove a tracer from the analysis. The 
tracer in the target dataset in the same location (will have same “Uniform-
TracerName”) will automatically be removed since the source dataset and 
target datasets must have the same tracers. Do not use this to subset out 
tracers that appear in the source dataset and not in the target dataset. Prior 
to import, both datasets MUST have the same number of tracers.

Click to view data formatting rules.

Click to re-import source dataset, if mistakes are found.

Click to accept the imported source dataset as the final source dataset and 
continue to the next step, importing the target dataset.

EXPLANATION

Figure 7–2.  View and accept source data screen.
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Appendix 8.  Problems Found in the Data Testing Module

Example Datasets Hint

Although these screens appear to have the same data 
as are present in the example datasets, they are for 
demonstration purposes only. Many of the problems 
shown in this section do not exist in the example 
datasets, with the exception of problems 4, 7, and 8, 
which can all be handled within the program with no 
need to alter the raw files. 

For more details on the Data Testing Module procedure, see Data Testing Module.

Problem 1:  Number of Fields in the Source Dataset ≠ Number of Fields in the Target Dataset

Number of columns in the source dataset versus the target dataset

Name mismatch due to missing tracer in the target dataset.

Click to view data formatting rules.

(Only solution to this problem is to re-import the source and/or target dataset)

EXPLANATION

Figure 8–1.  Column number mismatch screen will appear if Problem 1 has been found.
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Problem 2:  Tracers Not in the Same Relative Location (or Columns?) in Both the Source and 
Target Datasets

Example: Aluminum is in the fourth column in the source dataset and fifth column in the target dataset.

Text in tracer names differs, but refers to the same quantity. If all tracer 

names refer to the same quantity in both the source and the target 

datasets, check all boxes and click                                           .

Tracer names refer to different quantities. If any tracer name refers to a 

different quantity in the source dataset versus the target dataset, the 

program must be restarted and the source dataset re-imported. 

Click                                                            .

To check all “Correct” checkboxes, click                              . To clear all 

checkboxes, click                            .

Click to view data formatting rules. See Data Formatting Rules for more 

details on formatting rules.

EXPLANATION

Figure 8–2.  Name Mismatch screen will appear if Problem 2 has been found.
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Problem 3:  Non-Unique Sample Names

Sample names in both the source and target dataset must be unique

Sample names that are repeated and number of repetitions. 

Source data must be re-imported.

EXPLANATION

Figure 8–3.  Non-unique sample names found.
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Problem 4:  Non-Unique Source Types 

Source types must be labeled using exactly the same text throughout the source dataset (i.e. bank and BANK will be seen 
as different).

Example Datasets Hint

The source “bank” MUST be marked as NOT 
unique. Select “BANK” as the unique source type 
from the dropdown list as shown in figure 8–4.

EXPLANATION

If all source types are unique, click                                                  . 

If source type is NOT unique, check the “NOT Unique” box and 

select the unique source type to which it corresponds then 

click                                                  .

Figure 8–4.  Unique Sources screen will appear on every run of the model.
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Problem 5:  Less Than Three Samples Per Source Group

Source groups with less than three samples and number of samples found 

in the source group.

Click to redefine unique source groups if source group with too few 

samples should actually be included as a different source.

Click to reimport source data.

EXPLANATION

Figure 8–5.  Sources with less than three samples found.
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Problem 6:  Number of Tracers < Number of Sources

Click to redefine unique source groups if source groups should be combined in 

a way that would result in more tracers than sources. This should be done 

only if the sources are truly the same source.

Click to re-import source dataset.

EXPLANATION

Figure 8–6  Fewer tracers than sources warning.

Problem 7:  Missing /Null/ Blank Values 

Nondetects in the source dataset are permitted.

Problem 8:  Zeros and Negatives 

True negatives/zeros and nondetects are permitted.

Problem 9:  Text in Tracer Data 

Text that indicates nondetects is permitted (i.e. “<”)
If any or all of Problems 7, 8, and 9 are found, the DataTest FAILED screen will appear. This does not indicate overall pro-

gram failure, but the user must select appropriate explanations for any problems that were flagged in the Data Testing Module.

Example Datasets Hint

Problems 7 and 8 appear in the example datasets. 
See the Data Testing Module for details on “User 
Explanation” selection.
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Problem 7:  Missing values found indicating nondetects. A nondetect is defined as a concentration value below 
the reporting limit (Helsel, 2012). Missing values that are NOT nondetects are not permitted. If missing values 
exist that are not nondetects, flag as a mistake and re-import the data.

Problem 8:  Negatives. “True negatives” are values that are negative and are NOT nondetects.

Problem 8:  Zeros. “True zeros” are values that are equal to zero and are NOT nondetects.

Problem 8:  Negative values found NOT indicating a nondetect or a “True negative.” If a mistake exists in the 
dataset, a new form will appear that will prompt the user to re-import the source dataset (See Mistakes in 
the Dataset and begin the Data Testing Module again. 

The source dataset is shown highlighting all problems found during the Data Testing Module. If scrolling 
through the table, colors may not appear until the mouse is released.

EXPLANATION

Figure 8–7.  Data Test FAILED screen will appear if Problems 7–9 have been found.

Example Datasets Hint

Delta15N in the example dataset has both “true 
negatives” and “true zeros” and no mistakes.
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Mistakes in the Dataset
If the user indicates that a mistake has been found in 

the dataset by selecting “Mistake” as the explanation for a 
problem found on the DataTest FAILED screen, the follow-
ing screen will appear.

Example Datasets Hint

No mistakes exist in the example datasets.

If a mistake exists the only option is to re-import the source dataset and begin the Data 
Testing Module again.

If no mistake exists, click to return to the DataTestFAILED screen (fig. 8–7) and select 
another explanation (not “Mistake”) for the problem found.

EXPLANATION

Figure 8–8.  Re-import Data screen will appear if the user indicates a mistake in the imported dataset.
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Appendix 9.  Preparing for Imputation and Imputation Group Selection Screen
For more information on the imputation procedure, see Imputation.

Select tracers without nondetects to use in the current imputation group. Tracers without 
nondetects can be used in multiple imputation groups.

Select tracers WITH nondetects to impute. Tracers with nondetects can be used only in one 
imputation group, though a different group can be selected for each tracer with 
nondetects.

Do NOT select tracers that contain noncompositional data in any imputation group.

Not all tracers with nondetects have to be imputed at the same time. Leave the box 
unchecked to impute a tracer with a different imputation group.

Click to select/clear all tracers with AND without nondetects.

Data Testing Module results with user-selected explanation of “nondetect.”

Table of correlations between tracers with nondetects and all tracers in the source dataset.

Click to return to Data Testing Module results (fig. 8−7), if errors have been made in selecting 
explanations for problems discovered.

EXPLANATION

Example Datasets Hint

Select all tracers except radionuclides 
(Cs137 and Pb210.)

Figure 9–1.  Prepare for Imputation screen.
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Appendix 10.  Reporting Limits Import Screens
For more details on reporting limits, see What is a reporting limit? and Importing Reporting Limits.

Import Reporting Limits

Click to import new reporting limits.

If a set of reporting limits for the current source dataset has previously 
been imported, click to view/use the current reporting limits set.

Current imputation group.

View the imputation group (the tracer data for selected tracers from the 
source dataset).

Click to change the imputation group.

Instructions (shown in yellow) for formatting multiple reporting limits. 
Instructions will change according to the type of reporting limits 
being imported (i.e. single or multiple).

EXPLANATION

Example Datasets Hint

See Single Reporting Limits and Multiple 
Reporting Limits for examples of how single and 
multiple reporting limit sets should be formatted.

Figure 10–1.  Import Reporting Limits screen.
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Tracers found in the imported reporting limit dataset.

Do NOT include tracers at this step that are not in the current imputation group.

Current imputation group.

View the imputation group, the raw tracer data from the source dataset highlighting 
nondetects in black for the tracers selected in the imputation group.

EXPLANATION

Figure 10–2.  View and accept imported reporting limits.
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Data Test of Reporting Limits

The reporting limits will go through a Data Testing Module to check for proper formatting. Below is an example of a prob-
lem found in the Data Testing Module for reporting limits, column mismatch between the source and reporting limit datasets.

Example where the source data field and the reporting limit fields indicate the 
same tracer. In this case, click the checkbox for “Correct.”

If the source data field and reporting limit fields do NOT refer to the same tracer, 
un-check “Correct” and select the appropriate reporting limit field for the 
source data field. This can sometimes happen if the order of the tracers in 
the reporting limits dataset differs from the order in the source dataset.

Click to check/un-check all boxes under “Correct.”

Scroll down to view all fields.

EXPLANATION

Figure 10–3.  Reporting Limit Column Match screen will appear if column names in source data and reporting limits data 
are not identical.

Example Datasets Hint

All columns are in the correct location in the report-
ing limits files in the example datasets.
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Appendix 11.  Choosing Imputation Parameters Screen
See Imputation Parameters for more details on the imputation procedure and parameter selection.

Single Imputation

Figure 11–1.  Imputation Parameters screen once the user has selected “Single Imputation.”
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Select type of imputation to use (single or multiple). When the form opens, this 
will be the only option and it will have a red box. Once a selection is made, 
the appropriate parameter selection boxes will appear.

Single imputation parameters.

Definitions of source group sizes.

If a parameter value is selected outside the recommended range, the box will turn 
orange, but that does not make the selection invalid.

This section appears only if the dataset contains “very small” (source groups with 
<10 samples) source groups.

Imputation can fail in “very small” source groups with a large percentage of 
nondetects. Select an option to default to if the percent missing threshold is 
breached or in the case of imputation failure. Options are to remove the tracer 
from all source groups or remove the source group.

Click to view the imputation group (the tracer data for tracers in the imputation 
group). 

EXPLANATION

Figure 11–1.  Imputation Parameters screen once the user has selected “Single Imputation.”—Continued
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Multiple Imputation

Figure 11–2.  Imputation Parameters screen once the user has selected “Multiple Imputation.”
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Select type of Imputation to use (single or multiple). When the form opens, 
this will be the only option and it will have a red box. Once a selection 
is made, the appropriate parameter selection boxes will appear.

Multiple imputation parameters.

Definitions of source group sizes.

If a parameter value is selected outside the recommended range, the box 
will turn orange, but that does not make the selection invalid.

This section appears only if the dataset contains “very small” (source 
groups with <10 samples) source groups.

Imputation can fail in “very small” source groups with a large percentage 
of nondetects. Select an option to default to if the percent missing 
threshold is breached or in the case of imputation failure. Options are to 
remove the tracer from all source groups or remove the source group.

Click to view the imputation group (the tracer data for tracers in the 
imputation group).

EXPLANATION

Figure 11–2.  Imputation Parameters screen once the user has selected “Multiple Imputation.”—Continued
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Appendix 12.  Imputation Results
See Imputation for details on the imputation procedure.

Imputed values for nondetects.

Reporting limits used to impute nondetects in                           .

Click to change imputation parameters and (or) imputation group.

Accept imputed values, making the values a permanent part of 
the source dataset, and repeat the Data Testing Module.

EXPLANATION

Figure 12–1.  Imputation Results screen.
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Appendix 13.  Defining Functions to Shift True Negatives and/or True Zeros Into 
Positive Space

For more details on how negatives and zeros are managed throughout Sed_SAT, see Negatives and True Zeros.

Select a function to shift data into positive space. Functions are unique to the data 
being analyzed and the laboratory procedures used.

Type the inverse of function                           .

Inverse function test MUST pass to continue.

Click to run function test and Continue to Start Step 1: Test for Univariate Normal 
Distributions. If functions selected do not completely shift the data into positive 
space, the user will be prompted to enter new functions.

EXPLANATION

Figure 13–1.  Negative Functions screen will appear if any tracer has data that is both positive and nonpositive.

Example Datasets Hint

The “Example Functions” above the function input 
boxes can be used for the example datasets.
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Appendix 14.  Step 1 Outputs
See Start Step 1: Test for Univariate Normal Distributions for details on the Step 1 procedure.

Initial Step 1 Output

To view selected transformations for other source groups, click the “Next” or 
“Previous” buttons below the “SourceType” column in the results table.

Tracer concentration values that cannot be transformed to achieve a normal 
distribution within the source group are highlighted in yellow. These 
tracers will always default to “None” (no transform), but the transforms 
can be changed at the discretion of the user.

To view all statistics for all transformations (see table 3) along with QQ-plots 
and Histograms or to change a default transformation, click the tracer 
name highlighted in teal.

To return to the most recent Tracer Histograms Screen (fig. 14-2), from          
                         , click “Back to Tracer Histograms.”

Once all transformations are accepted, click to continue to Start Step 2: 
Outlier Test.

EXPLANATION

Figure 14–1.  Step 1 Initial Output screen.
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Changing the Default Transformation
If the user is unsatisfied with the transformation output for any tracer in any source group, the default transformation can 

be changed manually by the user. To view outputs for all possible transformations (table 3) for a given tracer in a given source 
group, click the tracer name highlighted in teal. This opens the screen below where the user is given the Shapiro-Wilk p-value, 
skewness, kurtosis, QQ-plot, and histogram for all possible transformations.

The current selected transformation is given at the top of the screen.

To view the histogram or QQ-plot if not displayed (flip to alternate plot), click the 
displayed plot once.

Transformations that have a Shapiro-Wilk p-value < 0.05 and are highlighted in yellow.

To select a transformation, double-click the plot of the desired transformation.

Click to return to the previous screen, Initial Step 1 Output.

EXPLANATION

Figure 14–2.  Step 1 Change Transform screen.
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Appendix 15.  Step 2 Output
For details on the outlier test procedure, see Start Step 2: Outlier Test.

EXPLANATION

Samples containing outliers are highlighted in yellow and will not be included in 
the analysis from this point forward if the “Include” checkbox (                          ) 
is left unchecked.

Values flagged as outliers are highlighted in yellow and flagged with “*.”

To include a sample with values flagged as outliers, check the “Include” checkbox 
for that sample. Only samples with the “Include” checkbox checked will be 
included in the analysis from this point forward

To rerun the outlier test with a different N-value from equation 1, select a new 
N-value and click                                       .

Figure 15–1.  Step 2 Outliers Found (top half) screen will appear if any outliers are found in the source dataset.

Example Datasets Hint

Assume that all outliers in the example datasets 
are due to measurement error and should NOT be 
included in the analysis.
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EXPLANATION

Shows the multiples of the standard deviation from the mean for each outlier 
in transformed space to give the user a sense of how far outside the 
user-selected parameter N each outlier falls.

Summary statistics (in untransformed space) are reported for each 
Tracer/SourceType combination in which an outlier was found.

Figure 15–2.  Step 2 Outliers Found (bottom half) screen will appear if any outliers are found in the source dataset.
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Appendix 16.  Selecting Target Samples to Analyze
See Selecting Target Samples for details on target sample selection.

EXPLANATION

Only target samples with the “Include” checkbox checked will be used from this point forward. 
To run a different target sample(s), return to this screen by clicking                                 on the 
Program MAP (fig. 7). Samples with missing size data cannot be run individually in Start 
Step 3: First Linear Regression since there are no size data present with which to calculate 
the correction factor in equation 2.

To select all or clear all target samples, click the “Select All” and “Clear All” buttons 
respectively.

Click to proceed with Start Step 3: First Linear Regression for the target samples selected

Figure 16–1.  Choose Target Samples screen will appear after Step 2.
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Appendix 17.  Step 3 Output
For details on the linear regression procedure and application of correction factors, see Start Step 3: First Linear 

Regression.

Initial Step 3 Output

EXPLANATION

To view selected significant regressions for other source groups, click the “Next” 
or “Previous” buttons below the source group column in the results table.

Click to change the regression parameters (alpha-values) that define a significant 
regression.

Click to view regression selection rules. See Linear Regression Procedure for 
details on regression selection within Sed_SAT.

Click to reject all significant regressions for a given tracer in a given source group 
and not correct for size. 

Click the tracer name highlighted in teal to select/view an alternate significant 
regression.

Click                                                                                                                                    to 
accept all selected regressions for all tracers in all source groups or to view 
regression plots, QQ-plots, histograms, and corrected data plots (eq. 2) for all 
selected significant regressions.

Figure 17–1.  Step 3 Initial Output screen.
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Changing/Rejecting Chosen Regression

The user has the option to override the regression rules from Linear Regression Procedure and choose an alternate regres-
sion or choose not to correct a tracer for size at all. To view alternate regressions and (or) QQ-plots of residuals, histograms, 
regression plots, and corrected data plots (eq. 2) for the current regression, click the tracer name highlighted in teal on the Initial 
Step 3 Output screen. 

The top five regressions according to the rules in Linear Regression Procedure are shown on the first screen after clicking 
the tracer name on the Initial Step 3 Output screen with their associated plots and statistics. 

EXPLANATION

To view a different plot, simply click the plot and the plot will flip to the next plot, 
meaning if the QQplot of a given regression is shown, simply click the plot to view 
the regression plot, histogram, or the corrected data plot (eq. 2). 

To select an alternate regression, double-click the plot corresponding to that regression. 

If other significant regressions exist outside of the top five, the user can click to view all 
significant regressions. If no other significant regressions exist, the “View all 
significant regressions” button will be disabled.

Current selected regression and the corrected data plot (eq. 2).

Click to return to the Initial Step 3 Output screen without changing the default regression.

Figure 17–2.  Step 3 Initial Change Regression screen displays the top 5 regressions.
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View All Significant Regressions

After clicking  on the Changing/Rejecting Chosen Regression screen shown above, the user can 
choose from a matrix of all significant regressions for the selected tracer in the selected source group. The current selected 
regression is highlighted in dark green, and the top five regressions according to the hierarchy detailed in the Linear Regression 
Procedure are highlighted in light green. Numbers shown in the matrix conform to the statistics listed in key on the left-hand 
side of the screen.

EXPLANATION

Current selected regression (dark green in matrix).

To view all output plots for a given regression, click the cell in the matrix that corresponds to 
that regression and then click the plot to flip through the plots. To select a regression, click 
                                          after clicking the cell corresponding to the regression. 

Blank cells in the matrix correspond to regressions that failed the significance test according 
to the user selected regression parameters, and those regressions cannot be selected.

Click to go back to the previous screen, Changing/Rejecting Chosen Regression.

Click to go back to the Initial Step 3 Output screen.

Figure 17–3.  Step 3 Choose Regression screen displays all significant regressions.



86    Determining the Sources of Fine-Grained Sediment Using the Sediment Source Assessment Tool (Sed_SAT)

Step 3 Plots

After all regressions have been selected, the user can review the statistics and all plots for all of the selected regressions 
(either by default or user selection) before applying size-correction factors to the source dataset. It is strongly recommended that 
the user take the time to review each regression before proceeding to the next step.

EXPLANATION

Click to view another selected regression in another tracer and (or) another source group.

Click to change/view other significant regressions for a given tracer in a given source group.

Click to save all plots for all tracers in an alternate location. Plots can also be saved at the end 
of the analysis in the Export Data/Tables/Plots step.

The current locations of the plots are given below the plot.

Click to apply size-correction factors (eq. 2) to tracers and continue to Start Step 4: Second 
Linear Regression for Organic Content.

Figure 17–4.  Step 3 Plots screen appears once all regressions have been accepted by the user on the Initial Step 3 
Output screen.
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Appendix 18.  Step 4 Output
Step 4 output has the same structure as Step 3 output in appendix 17; simply replace “size” with “organic content” in 

descriptions.



88    Determining the Sources of Fine-Grained Sediment Using the Sediment Source Assessment Tool (Sed_SAT)



Appendix 19.  Step 5 Output    89

Appendix 19.  Step 5 Output
For details on the bracket test procedure, see Start Step 5: Bracket Test.

EXPLANATION

Nonconservative tracers are highlighted in yellow and by default are not included in the analysis from this point forward.

To include a nonconservative tracer, click the checkbox in the “Include” column.

Target samples are shown in the center table with nonconservative values flagged with “*” and highlighted in yellow.

If a flagged value appears in the target dataset that is incorrect or a mistake, return to the beginning and re-import the 
target dataset.

Click to change the range of the “bracket,” enter a new value for “p” from equation 3.

Click to remove selected nonconservative tracers and proceed to Start Step 6:  Multivariate Normality Test.

Figure 19–1.  Step 5 Bracket Test Results screen will appear if any tracers fail the bracket test.

Example Datasets Hint

Only “Target_10” will have any tracers that fail the bracket 
test assuming that all steps leading up to the bracket test 
were run using defaults. All other target samples will pass 
the bracket test for all tracers. Target samples are never 
removed in the bracket test, only tracers. 
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Appendix 20.  Step 6 Output
The five multivariate normality tests applied to the source dataset and the boxCox() (Lorenz, 2015b)-transformed source 

dataset are listed in table 7. Each test receives a pass-fail score of 1 for pass and 0 for fail. The “MVN score” is the sum of the 
pass-fail scores for each multivariate normality test. For more details on the multivariate normality and homoscedasticity testing 
procedure, see Start Step 6: Multivariate Normality Test.

Step 6 Output

EXPLANATION

The plot with the highest MVN score will be the default selection. If the “MVN scores” 
are equal, the default will be “No Transformations.”

The MVN score is the sum of the pass-fail values for each of the tests. If one test 
passes, the data are given an MVN score of 1. An MVN score of 0 indicates that the 
data do not follow a multivariate normal distribution and the score is highlighted in 
red. An MVN score of 0 is common with sediment fingerprinting data.

Table of power transformations (eq. 4 and eq. 5) generated by the powerTransform() 
function in the R-package car (Fox and Weisberg, 2011).

Click the plot to select a different version of the source dataset with which to proceed 
(no transformations or boxCox() transformations [Lorenz, 2015b]).

Click to view results for homoscedasticity test and boxplots.

Click to view a sample multivariate normal distribution.

Figure 20–1.  Step 6 Initial Output screen.
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Homoscedasticity Results Screen

The betadisper() function from the vegan R-package (Oksanen and others, 2016) applies a multivariate version of the Lev-
ene test for homogeneity of variances (Levene, 1960).

EXPLANATION

Box plots of the results from the betadisper() function. Ideally, boxplots should 
show equal variance in all source groups.

ANOVA table of the betadisper() function results. P-value should be less than 0.05.

Figure 20–2.  Homoscedasticity Test Results.

https://cran.r-project.org/web/packages/vegan/vegan.pdf
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Appendix 21.  Step 7 Output
For more details on the forward stepwise linear discriminant function analysis procedure, see Start Step 7: Forward Step-

wise Linear Discriminant Function Analysis.

Forward stepwise linear discriminant function analysis results of the greedy.wilks() function (Weihs and others, 2005) with tracers 
in order of selection.

The confusion matrix (Kohavi and Provost, 1998) of source samples classified by type in leave-one-out cross validation (Lachen-
bruch and Mickey, 1968). The columns indicate the original source group designation, and the rows are the source group 
predicted by the linear discriminant function. The total percent of source samples correctly classified is given at the top.

Biplot of the first two linear discriminants.

The weighting factors are given in descending order, which does not necessarily correspond to the order of selection in    
(Forward Stepwise Linear discriminant function analysis results). Wi = 1 for the weakest indicator; all other tracers have Wi > 1.

The list of discarded tracers along with the step at which they were eliminated. Only tracers with the “Include” checkbox 
checked are analyzed from this point forward. This table is locked. Tracers discarded in Step 7 can be included if and only if 
uniform weighting is applied in Start Step 8: Mixing Model and Error Analysis. 

Click to change whether or not data are transformed in Start Step 6: Multivariate Normality Test prior to running forward stepwise 
linear discriminant function analysis.

Click to change the p-value threshold for the greedy.wilks() function (Weihs and others, 2005).

Click to start a new run at the import data step.

EXPLANATION

Figure 21–1.  Step 7 Output Screen.
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Appendix 22.  Step 8 Output
For more details on the mixing model and error analysis procedure see, Start Step 8: Mixing Model and Error Analysis.

Step 8 Preparation

Check the “Include” box to run the mixing model on a target sample. Only target samples 
selected in Selecting Target Samples in Step 3.

Click to select/clear all target samples.

EXPLANATION

Figure 22–1.  Step 8 Choose Target Samples screen allows the user to select target samples for the mixing model.
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Mixing Model Results (With Monte-Carlo Simulation)

Figure 22–2.  Mixing Model Results screen if the user elected to run a Monte-Carlo Simulation.
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EXPLANATION

Mixing model results for target samples, percent contribution of each source type, and error term associated with the 
result from equation 7.

Click to view graphical summary of mixing model results as stacked bar plots and pie charts. 

Summary statistics of Monte-Carlo Simulation (Metropolis and Ulam, 1949) for each target sample.

Click to view boxplots of Monte-Carlo simulation for each target sample.

View table of all Monte-Carlo simulation results for all target samples.

Run mixing model again with option to change number of iterations in Monte-Carlo simulation.

Source Dataset Analysis portion of the error analysis. This table shows the mixing model results for each source 
sample run as though it is a target sample to determine if the sample was classified correctly by the mixing model.

Summary of                           , number and percent correctly or incorrectly classified.

Click a source type to view pie charts and stacked bar plots summarizing                            for that source type.

Click to run Rscript generating Tracer-by-Tracer plots portion of error analysis. These plots are not automatically 
generated when the mixing model is run.

Click to export tables, parameters, and (or) plots.

Figure 22–2.  Mixing Model Results screen if the user elected to run a Monte-Carlo Simulation.—Continued
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Mixing Model Results (Without Monte-Carlo Simulation, N=0)

EXPLANATION

Mixing model results for target samples, percent contribution of each source type, and error term associated with the 
result from equation 7.

Click to view graphical summary of mixing model results as stacked barplots and pie charts. 

Source Dataset Analysis portion of the error analysis. This table shows the mixing model results for each source 
sample run as though it is a target sample to determine if the sample was classified correctly by the mixing model.

Summary of                           , number and percent correctly or incorrectly classified.

Click a source type to view pie charts and stacked bar plots summarizing                            for that source type.

Click to run Rscript generating Tracer-by-Tracer plots portion of error analysis. These plots are not automatically 
generated when the mixing model is run.

Click to run mixing model again with Monte-Carlo Simulation.

Click to export tables, parameters, and (or) plots.

Figure 22–3.  Mixing Model Results screen if the user chose not to run a Monte-Carlo Simulation.
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Error Analysis

Monte-Carlo Simulation
This screen will appear if the user clicks  on the Mixing Model Results (With Monte-Carlo Simulation) output 

screen. Running a Monte-Carlo simulation is optional. For more details on the Monte-Carlo simulation procedure, see Monte-
Carlo Simulation.

EXPLANATION

Summary statistics of Monte-Carlo Simulation for the target sample shown.

Click to navigate to another target sample.

Boxplot of Monte-Carlo simulation. Mixing model results (eq. 7) based on all 
source samples are given as a green line. The median value is the black line.

Click to return to all mixing model results.

Figure 22–4.  Monte-Carlo Simulation Results screen.
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Source Dataset Analysis
This screen will appear if the user clicks a source type in the summary of Source Dataset Analysis table. Shown as 

 in Mixing Model Results (With Monte-Carlo Simulation) and  in Mixing Model Results (Without Monte-Carlo 
Simulation, N=0). For more details on this portion of the error analysis procedure see Source Dataset Analysis.

EXPLANATION

Summary of mixing model results for the selected source type.

Definitions of levels of classification (i.e. “perfectly classified,” “correctly classified,” etc.)

If pie chart is shown, click to flip and view a stacked bar plot of all source sample in the 
selected source type. If stacked bar plot is shown, click to view pie chart.

Click to navigate to another source type.

Click to close pop-up and return to mixing model results.

Figure 22–5.  Source Dataset Analysis screen.
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Tracer-by-Tracer Plots
This screen will appear if the user clicks  on the initial Step 8 Output screen (fig. 22–2 or fig. 22–3.) To view 

Tracer-by-Tracer plots, click the  cell, and a plot will appear with the x-axis corresponding to the tracer listed horizontally in 
the matrix and the y-axis corresponding to the tracer listed vertically in the matrix for the selected cell. Only the first 30 trac-
ers (of the tracers used in the Mixing Model) will appear in the matrix. If more than 30 tracers remain to be used in the mixing 
model (post Start Step 7: Forward Stepwise Linear Discriminant Function Analysis), the user can select tracers for the x- and 
y-axis from a list of tracers by clicking .

EXPLANATION

Click to view tracer-by-tracer plot.

Tracers on x-axis.

Tracers on y-axis

Only the first 30 tracers are shown in the matrix; if your dataset contains more 
than 30 tracers (post Start Step 7: Forward Stepwise Linear Discriminant 
Function Analysis), click to select tracers to plot.

Click to view Weighting Factors table to inform the user choice in selecting 
tracers to plot.

Click to return to Mixing Model results.

Figure 22–6.  Tracer-by-Tracer Plots screen.
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Appendix 23.  Export Screens

Export Tables

EXPLANATION

Browse to the desired output folder.

Select export file type; if “MS Access” (Microsoft Access®), other fields will appear asking 
for the database name.

Select tables to export.

Click to select or clear all selected tables for export.

Click to export plots.

Export tables will be organized in files by step if                            is “MS Excel” (Microsoft 
Excel®) or in sections of a database if “MS Access” (Microsoft Access®).

Figure 23–1.  Export Tables and Results Screen.
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Export Plots

EXPLANATION

Browse to the desired output folder.

Select plots to export.

Select/clear all selected plots.

Figure 23–2.  Export Plots screen.
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