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SYMBOLS
cross-sectional area of the channel; n = Manning’s roughness coefficient;
longitude of the river (84.2° W); Ny = dimensionless surface exchange number;
azimuth of the sun; P = wetted perimeter of the channel;
bank width; Q = discharge;
concentration of dye; q = lateral inflow per unit length;
Courant number; Qr = tributary flow rate;
specific heat of water at constant pressure; Ry = hydraulic radius;
heat storage capacity of the bed; RS = part of incoming solar radiation absorbed by the water;
longitudinal dispersion coefficient; RSM = part of the incoming solar radiation which would be
rate of evaporation; absorbed by the water under shade-free conditons;
vapor pressure of air; Sy = friction slope;
effective barrier height; T = cross-sectional average water temperature;
elevation of the sun in degrees; t = time;
saturation vapor pressure of air evaluated at a Ta = air temperature;
temperature equal to that of the water surface; Te = excess water temperature above ambient;
= water-surface elevation at grid point 7; To = final temperature of the water as it leaves the system;
acceleration of gravity; Tu = initial temperature of the water as it enters the system;
hour angle of the sun; Ti = temperature at grid point 7 and at time j At;
sum of last two terms in equation 10 evaluated at grid Tq = temperature of tributary inflow;
point ¢ and at time jA¢; T, = wet-bulb air temperature;
time of day, in hours; TZM = meridian of the time zone;
increase in heat content of the slab between time 0 and ¢; U = cross-sectional average velocity;
rainfall rate; Ul = velocity at grid point i and at time jA¢;
kinematic surface exchange coefficient; Us = shear velocity;
latent heat of vaporization; 14 = windspeed;
latitude of the river (34.0° N); w = top width of the channel;
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x = longitudinal distance along the channel; T = rate of change of Manning roughness with stage;
XN = normal distance from the tops of the trees to the shade 7} = space derivative weighting factor;
point; K = thermal diffusivity;
y = depth of flow; P = density of water;
Y = distance above the insulated bottom of the slab; o = Stefan Boltzman constant for blackbody radiation;
Ymo = measured depth at steady low flow; T = travel time of a water particle through the system;
A = thickness of bottom slab; dp = flux of thermal energy from the bed to the water;
z = elevation of the bed above some datum; P, = heat flux caused by longwave radiation emitted by the
8 = acute angle between the azimuth of the sun and the water;
azimuth of the river subreach; &, = heat utilized by evaporation;
i = psychrometric constant; &, = heat conducted from the water as sensible heat;
& = declmatfon (ff the sun; . . by = net heat flux caused by incoming radiation from the
AS = change in tributary storage to occur during a time step; sun and the sky;
At = time step in ﬁpite-@iffgrence solution; ®q = heat flux added to the river by tributary inflow;
ATp = temperature rise w'1thm‘ the slab; ) ®r = heat added to the water by rain fall directly on the
Az = distance step in finite-difference solution; surface;
€ = emissivity of water; &r = flux of thermal energy from the air to the water; and
o = Manning’s roughness at steady low flow; ¥ - empirical wind function.
CONVERSION TABLE
Multiply metric unit By To obtain inch-pound unit
meter (m) 3.281 foot
kilometer (km) 0.6214 miles
millimeters (mm) 0.03937 inch
meter per second (m/s) 35.31 foot per second
cubic meter per second (m?/s) 0.02832 cubic foot per second
pascal (Pa) 10.00 millibars
watt per square meter 0.3172 British thermal units per

square foot per hour
























MODEL DEVELOPMENT

The earth under a river can be approximated as an in-
finitely thick conducting medium, the thermal proper-
ties of which can be estimated, at least approximately.
The thermal conductivity of flowing water is much
greater, because of turbulence, than that of the soil, so
the surface temperature of the bed can be assumed to
follow the water temperature very closely.

Mathematical expressions for the temperature
distribution and heat fluxes within a semi-infinite
medium which result from an arbitrary temporal varia-
tion in surface temperature are relatively simple
(Carslaw and Jaeger, 1959). Unfortunately, these ex-
pressions converge slowly, and their use in a thermal
model would be expensive. On the other hand, if the
earth below the river were considered to be a slab, in-
sulated on the bottom and of an arbitrary thickness, Z,
the equations are still fairly simple but converge much
faster. If the temporal variations in surface temperature
are cyclical, the heat fluxes determined by the semi-
infinite and finite thickness slab equations become in-
distinguishable as the slab thickness increases. In
fact,assuming a diurnal water temperature swing of
10°C and thermal properties for saturated sand, the
surface heat fluxes for a slab only 25 e¢m thick are within
6 percent of the values for a semi-infinite medium.

The heat exchange between the water and the bed
was, therefore, estimated by considering the bed to be a
homogeneous slab, insulated on the lower face and with
a surface temperature on top equal to that of the overly-
ing water. The heat flux into or out of the bed was then
determined as a function of the past history of the water
temperature. Only the thermal diffusivity and heat-
storage capacity of the soil needed to be known. A slab
thickness of 100 cm was assumed to be sufficiently thick
to give the desired accuracy.

The temperature distribution within a slab, initially at
constant temperature, for which the surface is subjected
to a unit increase in temperature at time zero is given by
(Carslaw and Jaeger, 1959)

AT, = 1 -

;E é;i-)nl exp [—k(2n + 1)272t[4Z2]
n=0

cos [2n + 1) 7y, /2Z] (23)

in which ATg=the temperature rise within the slab,
k =the thermal diffusivity, Z = thickness of the slab, and
Y =the distance above the insulated bottom of the slab.
The increase in the heat content of the slab can be
evaluated at any time by multiplying equation 23 by the
heat-storage capacity, then integrating over the total
thickness

Ht) = CZ {1

exp [—«(2n + 127%/4Z2] sin [(2n + 1)7/2] } (24)

in which H(t)=the increase in heat content of the slab
between time 0 and ¢ resulting from the unit increase in
surface temperature at time zero; and C,=the heat-
storage capacity of the slab which is the product of the
density and specific heat. Of course, this heat must have
been provided from the overlying water.

Equations 9 and 10 are solved by use of a finite-
difference approximation that advances in time by
discrete steps of duration At. The heat flux to the water
AH(j) during any time step jA¢ to (j+ 1)At which results
from a unit increase in temperature at time zero, can be
computed as

AH(j) = H(jAt) — HI(G + 1)Af) (25)
The AH(j)’s describe the time variation of the response
of the system to a unit change in water temperature.

Equation 24 is linear with respect to temperature, and
since water temperature fluctuations can be represent-
ed by a series of step changes, the superposition princi-
ple is used to determine the heat flux from the bed to the
water for any temperature history by use of the equation

Pp(jAL) = ﬁ AT(RA)AH(G - k)

k=-s

(26)

in which ®p(JA¢) is the heat flux to the water from the
bed during the time jAt to (j + 1)At; AT(kAt) is the
change in water temperature which occurred at kAt
(k<j); AH is given by equation 25; and the water
temperature is assumed to have been constant for times
before t = —sAt. Equation 26 is solved for each grid
point and each time step in the temperature model. The
river temperature was assumed to have been‘*constant
before the model started (AT =0 for k<0), and the bed
conduction term was limited to a 24-hour memory
(s =288 7).

The heat content of the tributary inflows was modeled
in equation 10 by treating it as a surface exchange term.
The equivalent surface exchange was determined from

_ @~ TGy
¢ S W @D

in which ®;=heat flux added to the river by the
tributary inflow; T';=temperature of the tributary in-
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flow; and g =tributary flow rate at the river. The value
of ®,is added to the value of ®r for use in the model.
The value of g represents the actual interchange of
water between the tributary and the river as computed
from equation 9. 1f the flow was from the river to the
tributary, the value of T, was set equal to the river
temperature, otherwise it was set equal to the
temperature of the water in the tributary storage. The
temperature of the water in tributary storage was up-
dated each time step by considering the steady tributary
flow, Qr, and storage volume. No surface exchange was
allowed for the water held in tributary storage.

The dispersion coefficient used when solving equation
10 was determined from

D
L. = 250

R4U. @8)

in which U= =shear velocity, and 250 is the approximate
average of the indicated ratio for the data summarized
by Fischer (1973). Roache (1972) gives a method of de-
termining the effective numerical dispersion coefficient
for a differencing scheme such as that of Stone and
Brian (1963). Under the combination of grid spacing and
time steps used for the variable grid model of the Chat-
tahoochee (eq. 9), the effective numerical dispersion
coefficient often exceeded the value given by equation
28. Although the model coding allowed for its inclusion,
the value of D, was assumed equal to zero when solving
equation 9.

Equations 9 and 10 are Eulerian equations, meaning
that they represent a description of the variation of
temperature with respect to a fixed coordinate system.
Another description, the Lagrangian, considers the
variation of the temperature of a given fluid particle or
fluid lump as the particle moves through the system. In
the Lagrangian framework, one conceptually follows an
individual fluid particle while keeping track of the fac-
tors which tend to change its temperature. Applying the
thermal continuity equation to a unit mass of fluid, one
obtains

dT 92T oW o, P
-~ = p I T B
@& - e <6x2> iy T ac,
Integrating equation 29 during the traveltime,
T 02T oW o, P
T -T = D + LT + B
o ; L (xm2 ACM-+AQW)M®m

in which T'; =initial temperature of the water particle as
it enters; T, =final temperature of the water particle as

it leaves; and 7 =traveltime of the particle through the
system. Expanding the right-hand side of equation 30
yields

T, - T, f <x82>dt+f(®N @, + Pp + D)

T pdt f ( )dt —J;T‘P[L(eo —¢,)

+ VLT = Tl W dt

@, P

(31)

Equation 31 cannot be solved before equation 10
because the value of the temperature as a function of
distance and time must be known to perform the in-
tegration. Equation 31 was solved for each time step in
the model, however, because it is of great value in the
process of analyzing the results of the model. Its main
value lies in evaluating the contribution of each physical
process to the total temperature change of a particle of
water passing through the system.

Solution of the one-dimensional transport equation is
a much less formidable task than solving the flow equa-
tions. Most numerical efforts have dealt with ways to
minimize numerical dispersion of steep concentration
fronts. To the writers’ knowledge, numerical dispersion
caused by sudden flow changes, such as those that occur
on the Chattahoochee, have not previously been
analyzed, however.

In order to find a stable, accurate solution technique,
which would minimize numerical dispersion with large
distance steps and widely varying velocities, preliminary
experiments were conducted with three types of solu-
tions. An explicit scheme was found to be highly disper-
sive and its stability is strictly limited to values of At and
Az which satisfy

UAt

= = 1 (32)

The quantity on the left is called the transport Courant
number. A finite-element technique with linear basis
functions was derived which is more stable and contains
less numerical dispersion than the explicit technique,
but it still requires the transport Courant number to be
less than two. Later research revealed that this
centered, implicit 6-point scheme is very similar to the
method presented by Price, Cavendish, and Varga
(1968).

The technique finally selected for use in this study was
a slight variation of the implicit scheme of Stone and
Brian (1963). This centered 6-point scheme considers all
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points in the time derivative as shown in figure 7. The
weighting coefficients on the points used to estimate the
time derivative, 6, are cyclic functions of time, which ac-
cording to Stone and Brian reduce the numerical disper-
sion of propagating high frequency harmonics more ef-
fectively. With the time derivative weighting factor, ¢,
greater than 0.5, the method is unconditionally stable;
however, it is still desirable to keep the transport
Courant number less than 2 when considering high fre-
quency transients,

The weighting coefficients on the known and unknown
concentration values for the space derivatives derived
by Stone and Brian (1963) are identical to those for a
linear basis function finite-element technique. The
authors modified the values of the centering coeffi-
cients, 6 and §, from 0.5 used by Stone and Brian, to 0.6.
This modification damps the ringing and overshoot of
the Stone and Brian scheme while maintaining the
numerical dispersion advantage of the finite-element
scheme.

Application of the finite-difference forms of equations
9 or 10 to the stencil shown in figure 7 results in two less
equations than there are unknowns at the new time
step. The two additional equations are provided by the
upstream and downstream boundary conditions. The
upstream condition was simply a known concentration.
A zero gradient downstream boundary condition was
assumed by computing the new concentration at the
downstream boundary from an explicit upwind differen-
cing scheme without diffusion. The solution for the re-
maining concentrations involved the inversion of a
tridiagonal matrix for each time step.

At the beginning of the project, a solution code for
equations 10 and 31, which had been developed for use
on the San Diego Aqueduct (Jobson, 1976), was avail-

s(AXxi+Axi-1)

J+1 O o}
dr 3’r
Ar a—XANDg(—;-
O0A:
J—1e ®

FicURE 7.—Computation stencil for the finite-difference solution of
the transport equation.

able. This model contained three simplifications from
the modified Stone and Brian technique however. The
coefficient, 9, was not time variable, the value of § was
0.5, and only equally spaced grid points were allowed.
because of the highly unsteady flow in the Chattahoo-
chee, there was some doubt regarding the accuracy of
this simplified solution technique to the nonconservative
form of the transport equation. To address this concern
the transport of dye was modeled by equation 9, which
was solved by the modified Stone and Brian technique,
and equations 10 and 31, which were solved by the
simplified technique. It was found that the dye concen-
trations predicted by the two models were essentially
equal, so the temperature model was not recoded. The
solution to equation 9 will be referred to as the conser-
vative model since it solves the conservative form of the
transport equation and the simplified solution to equa-
tion 10 will be referred to as the nonconservative model.

The finite-difference formulation for the nonconser-
vative model (eq 10) was

1,
6A¢
+_%] Ti+ly [

Ax?
1 a-oU, D,7,; 4
[6At T Thar TEAe| it

(1—0)(U1-_1-Ui)+&:| iy [ 1

U, D, ], 4 8

_—t - i+1 —+—(U._,-U,
S 2Ax2] 11 |:6At+2Ax(U’“1 v
1 _0[]1'—1 Dac
6A  2Ax

2Ax Ax?

_+_(1—0)U1:—1

D
X
2Ax

(33)
2Ax

2] Ti_,+H;...

in which 8 =space derivative weighting factor (0.60),
T’ =temperature at grid point ¢ and time, jAt, U’ =velo-
city at grid point ¢ and time jAt, and H; =the sum of the
last two terms in equation 10 evaluated at grid point 4
and time jA¢.

Little has been written about the numerical simulation
of the source-sink terms, H;,in equations 9 or 10 but cer-
tain precautions are necessary. In equation 33 the sur-
face exchange term is evaluated at the old time step.
One consideration is the maximum size of the time step
which can be used with this procedure without seriously
compromising accuracy. To illustrate the requirements
consider a Lagrangian excess temperature model with
no bed conduction or dispersion. The governing differ-
ential equation simplifies to
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dle _ _ KW p,

dt A @4

in which Te=the excess water temperature, above am-
bient, and K=the kinematic surface exchange coeffi-
cient. For steady uniform flow with constant meteoro-
logical conditions, the coefficient on the right of equa-
tion 34 is constant and an exact solution is easily ob-
tained. Evaluating the surface exchange at the old time
step, the finite-difference approximation becomes

(35)

Tei+1 — Tej<1 _ KWTM>

The dimensionless surface exchange number, Ny, as
given by

KWAt

Ny v

(36)
governs the accuracy of the numerical solution. A few
simple calculations will demonstrate that the numerical
solution is very accurate for values of Ny <0.2 while the
numerical solution overshoots and becomes oscillatory
for values of Ny>1. The surface exchange term, Hj, in
equation 10 is nearly a linear function of temperature
for temperature differences encountered during any one
time step in the model. The surface exchange number,
is, therefore, a meaningful criteria for limiting time step
size. As shown by Jobson (1973) the value of the
kinematic surface exchange coefficient will almost never
exceed 8 m/d while the minimum hydraulic depth in the
Chattahoochee is always greater than 0.3 m. By use of
equation 36, it is easily seen that the numerical scheme
should accurately model the surface exchange for values
of At less than 10 minutes. A 5-minute time step was
used throughout for both the flow and the transport
models.

Consideration should also be given to the distribution
of the surface exchange term between grid points. With
a steady uniform condition and no surface exchange ex-
cept at grid point &, the water temperature must remain
constant both upstream and downstream of grid k& and
increase by the amount H;Ax/U; between grid point
k-1 and k. Simplifying equation 33 for steady condi-
tions by observing that the old and new temperatures
must be the same, one obtains

Ui—l_Dx (Ui—l_Ui) 2Dx
[T | Tien?® 5 Tax | L

- [Ui—‘1+9—”]Ti_1 = AHAx  (37)

2 Ax

in which AH; represents the distributed part of the sur-
face exchange to be applied at grid point <. Under the
assumed conditions, it is easily seen that AH;=0 for
k—2>i2k+1. that is, in order to get realistic results
from equation 33, a point source of heat must be
distributed between two grid points. Applying equation
37 between grid points k+2 and & and simplifying, the
amount to be applied at grid k + 1 is obtained

U1 _ D,
2 Ax

applying the same equation between grid points k+1
and k£ + 1, the amount to be applied at grid point £ is

obtained
Uy _4
2

Summing equations 38 and 39, it is seen that the sum of
the distributed surface exchanges is equal to the total
point source. If a point source is not distributed as in-
dicated in equations 38 and 39, the numerical solution
will contain errors upstream of the source similar to
what is sometimes referred to as ringing.

In order to preserve thermal continuity under
unsteady, nonuniform conditions, the physical surface
exchange terms were distributed between two grid
points using

H,

Uk = AHk—l

(38)

AH, (39)

Dx Hk
Ax ) T,

AH, = H, [0.5 Ain_1]+Hi+1[0'5+Ain:| (40)

This procedure was found to work well in both the con-
servative and nonconservative models.

COUPLING

The flow and transport models were run independent-
ly. At each time step, five items of information for each
of the 48 grid points in the flow model were stored on
magnetic disk for use by the transport model. These
items include the top width, velocity, cross-sectional
area, tributary inflow (at the river), and the tributary
flow into the storage volume (beside the river). This ar-
rangement saved a significant amount of computer cost
because the transport models were not run until the flow
model was calibrated. After final calibration, the flow
model was not rerun. Likewise, the transport model
could be run as many times as necessary without rerun-
ning the flow model.
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In using the conservative transport model (eq 9), the
coupling was direct, since this solution allowed for une-
qual distance steps, and the grid spacings in the flow and
the transport models were identical.

The nonconservative transport model (eq 10), which
also contained the solution code for equation 31, re-
quired equal grid spacing. In order to make the output of
the flow model compatible with the solution to equation
10, the flow data were interpolated to an equal grid
spacing by use of a processor program. The logic of the
processor program assumed that the velocity and cross-
sectional area of the “true” river varied linearly with
distance between the flow model grid points. The cross-
sectional area at grid ¢ in the equally spaced model was
determined by integrating the ‘‘true’” area from the
point x;— Ax/2 to x;+ Ax/2 and dividing by Ax. This pro-
cedure assured that the total instantaneous volume of
water within a subreach was the same for both models.
The velocity at any grid in the equally spaced model was
assumed to be equal to the value at the point in the
“true’’ river.

Top widths for the temperature model were deter-
mined from the cross-sectional areas provided by the
flow model. For each available cross section, the
measured relation between width and area was fitted
with a third degree polynomial of the form

W =ua, + a;4 + a,A% + azA3 (41)

in which a,, a,, a,, and as are fitted coefficients and A is
the given area.

MODEL CALIBRATION AND VERIFICATION
FLOW MODEL

The most sophisticated mathematical procedures are
of little value without adequate data to verify them.
Data needed for a flow model include internal reach
data, which describe the physical characteristics of the
river (geometry, channel elevation, and roughness), and
boundary condition data such as flow or stage at each
end of the reach and flow in each tributary.

For modeling purposes the internal characteristics of
the river are discretized at a number of grid points
which represent the longitudinal variations of channel
geometry, elevation, and roughness. The required
number of grid points is a function of the objectives of
the study as well as the frequency of temporal variations
in the boundary conditions. In this case it was desirable
to model extreme flow changes (discharge varying by a
factor of 14) which occur in very short time periods
(about 10 minutes). Assuming these flow changes are

equivalent to a periodic function with a 20-minute
period, a 10-minute sampling period should be statisti-
cally adequate (Bendat and Piersol, 1966). This provides
two samples per cycle of the highest frequency change.
A 5-minute time step was used thorughout this study.

The magnitude of the time step generally dictates the
spacing of the internal grid points. Stability and ac-
curacy are related to the Courant number

U + Vgy At

CN= Az

(42)

Explicit models and the method of characteristics
become unstable at Cx>1. Even in highly unsteady flow
as in the Chattahoochee, implicit models operate
satisfactorily for values of Cy as large as 15, but ac-
curacy decreases as the value of Cy departs from unity.
The average velocity in the Chattahoochee varied from
0.33 m/s at steady low flow to 0.79 m/s at high flow,
while the average depth varied from about 1.1 to 2.2 m.
The distance step required for maximum accuracy
therefore varied from about 1.1 km at low flow to about
1.6 km at high flow. The actual spacing of the cross-
sectional data depended somewhat on field conditions,
but the average spacing was 0.7 km (table 1).

All hydraulic data were obtained by project personnel
of the Chattahoochee River Quality Assessment Project,
and a complete description of the data and methods used
in its acquisition is in progress (R. E. Faye, U.S.
Geological Survey, written commun., 1978). Briefly, the
cross-sectional data were obtained at high flow by use of
a sonic depth sounder and a boat. Absolute bed eleva-
tions were obtained by referencing the water-surface
elevation, at the time the cross section was taken, to
references which had previously been set on the bank.
The field crew also estimated the flow resistance (Mann-
ing ) at the time of the field survey.

The cross-sectional data were processed as follows.
First the sonic sounder charts were digitized to form
coordinate pairs which described the shape and eleva-
tion of the cross section. A program was then developed
which produced tabular values of area and top width ver-
sus maximum depth and fitted these tabular values with
an expression of the form

A=Ty

WYm T 13T (43)

in which y,, = maximum water depth in the cross section,
T,=Dbottom width of the channel, and T, is the shape
factor which determines the rate of increase of width
with elevation.

The coefficients for equation 43 are shown in table 1
along with the location of the cross section and other
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TABLE 1.—Internal reach data for the Chattahoochee River between Buford and Norcross
Coefficients in Measured Manning’s
Section Comments River Bottom equation 43 hydraulic roughness
number kilometer elevation epth at
(m) 4 low flow 4
T,m)  Ty(m™) (m) T Mym™)
1 Buford Gage 560.20 277.53 76.2 0 0.82 0.060 0.0
2 560.00 277.22 62.2 0.67 .52 .086 .0
3  Interpolated Section .. ... ... 559.76 276.79 54.9 0 155 .054 .0
4  Interpolated Section ... 559.46 276.19 54.9 0 1.55 .056 .0
5 559.12 275.47 49.4 1.35 .58 .051 0
6 558.56 274.67 36.6 45 176 .038 0
7 557.67 274.18 43.9 .39 1.05 .026 0
8 556.93 273.85 39.0 .81 1.36 .025 .0
9  Highway 20 556.51 278.55 64.0 44 1.65 .030 -.003
10 Interpolated Section ... ... 556.30 273.52 48.8 .46 11.68 .041 -.003
11  James Creek 556.06 273.00 36.6 .63 2.19 .030 -.003
12 555.26 274.06 46.3 .99 1.11 021 .0
13 555.01 274.03 36.6 .66 1.12 021 .0
14 554.72 274.00 34.1 .88 1.14 .018 .0
15 553.87 273.87 41.5 .49 1.24 .018 .0
16  Settles Bridge 552.97 274.48 63.4 .88 57 .030 .0
17 552.34 274.20 48.8 .68 74 .030 .0
18 551.26 273.98 41.5 3.71 .84 .024 -.007
19  Interpolated Section_ . .. 550.80 273.55 41.5 .66 11.04 .046 -.007
20 Level Creek 550.41 272.98 42.7 .58 1.22 .080 -.015
21 Interpolated Section.__......o.oo ... 549.86 272.64 46.3 56 11.28 .092 -.012
22 Dick Creek 549.38 272.27 51.2 .64 1.23 110 .0
23 548,56 271.72 42.7 21 1.34 .088 .0
24 547.47 271.53 43.9 .23 .80 .058 0
25  Littles Ferry 546.95 270.61 39.6 1.02 1.63 026 0
26 546.50 270.74 48.8 97 1.49 .016 .0
27  Interpolated Section ... 546.02 271.39 47.2 .98 1.82 .019 .0
28 545.54 271.34 46.0 1.75 77 .023 0
29 544.97 271.10 51.8 .51 91 .023 .0
30  Interpolated Section..___________________ 544.60 271.08 48.8 .52 .88 .026 .0
31  Suwanee Creek 544,26 271.05 47.2 .58 .88 .026 .0
32  Gwinnett County Intake.._... ... __ 544.04 271.03 47.2 .58 1.88 .029 .0
33  Interpolated Section...._...__.____.._____ 543.81 271.09 50.3 49 176 .027 .0
34 543.59 271.12 57.9 .46 .70 .026 .0
35 543.09 270.79 51.8 .58 .96 .0385 .0
36 542.24 270.69 45.1 .0 .84 .041 .0
37 541.24 269.82 40.2 .80 1.12 .051 .0
38 540.16 269.41 40.2 1.15 .95 061 .0
39  Highway 120 539.55 268.59 51.8 b1 1.01 .050 .0
40 538.78 268.53 42.7 23 .87 .033 .0
41 537.92 268.04 36.9 1.01 .94 .040 .0
42 536.96 267.68 56.1 .0 1.07 .040 .0
43 536.12 267.46 51.8 .0 1.19 040 .0
44 535.61 267.31 41.8 .93 1.29 041 .0
45 535.01 267.10 53.3 .59 1.46 046 .0
46 534.14 267.10 54.9 .33 1.40 .045 .0
47 533.35 267.46 54.9 NE 91 046 .0
48 Highway 141 532.32 266,98 64.0 91 1.25 051 0 -
Average Length of reach is 27.88 km 1.05 0.042

Interpolated value.

pertinent information. The bottom elevation, in table 1,
is the bed elevation of a cross section with a shape
defined by equation 43 which was judged to best repre-
sent actual measured cross section. In general this was
the mean elevation of the channel bottom at low flow.

In addition to the above internal reach data, which are
more or less the standard field data collected for flow
modeling purposes, the hydraulic depth at each cross
section was measured on July 17, 1976, under conditions
of steady low flow. These depths, shown in table 1, were
obtained by averaging 3- to 10-point measurements ob-
tained at uniform spacing across the river.

Boundary condition information consisted of a con-
tinuous record of stage at the upstream end of the reach
as well as discharge at the four tributaries and at one
withdrawal point. A stage discharge rating curve was
also available at the upstream end of the reach. This
stage-discharge relation was used along with the
recorded stage to drive the model. Normally this would
be poor practice but was justified here. Unique rating
curves apply only to steady flow under constant in-
fluence of downstream backwater, if present. Under
unsteady flow conditions, a different value of stage will
be obtained for the same discharge depending on
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whether the discharge is increasing or decreasing and
how fast. The Chattahoochee River below Buford is
hydraulically unique. First, the flow is totally governed
by releases from the Buford powerplant. These releases
occur in fixed increments. Long periods (3 to 5 hours) of
steady flow separated by rapid changes (10 to 15
minutes) are the rule. the reach of river from the dam to
the Highway 20 bridge is very steep, with supercritical
flow at several locations. Virtually no upstream reflec-
tion of waves is possible and backwater effects are
nonexistent. Thus, when a flow change is made at
Buford Dam, the flow at the gage located less than 0.4
km downstream stabilizes rapidly. During periods of
unsteady flow, when the hysteresis loop rating should be
considered, the time period of the loop is shorter than or
equal to the time steps or the resolution of the model.
Thus, no great inaccuracy is involved in using the rating
curve as a boundary condition. Several runs were made
using the stage directly as a boundary condition with no
significant change in results.

Field reconnaissance and topographic maps indicated
that a rock outcrop about 10 km below the Highway 141
Bridge controlled the depth in the lower end of the
reach. The downstream boundary conditions were simu-
lated, therefore, by assuming that the water between
the bridge and this control was ponded to an average
depth of about 2 m at low flow. The Manning’s rough-
ness coefficient over the control was assumed to be
0.016. Measured stage could have easily been used as a
downstream boundary condition, but results were con-
sidered good enough without this refinement.

In addition to the boundary data, at least partial
records of stage and discharge were available at the
Highway 20 Bridge, Littles Ferry Bridge, Highway 120
Bridge, and the Highway 141 Bridge.

Discharges on tributary streams were virtually con-
stant for both periods, so a constant flow was assumed.
The observed values are shown in table 2.

The calibration of the flow model centered on the
March data and involved a two-step process. The first
step was to calibrate the model at steady low flow, and
the second step involved additional calibration
necessary to match the dynamic response of the system.

TABLE 2.—Discharge values for the tributaries and withdrawal
points on the Chattahoochie River during the October 20-25, 1975,
and the March 21-24, 1976 modeling periods

October March
Tributary flow flow
(m3/s) (m?/s)
James Creek 0.5 1.1
Level Creek .3 .6
Dick Creek 3 i
Suwanee Creek 1.8 4.0
Gwinnett Co. Intake -2 -2

The steady low flow calibration was accomplished as
follows. The measured depth was added to the bottom
elevation (table 1) and an “‘observed’’ water-surface pro-
file was plotted. For steady flow the energy equation
can be integrated between any two cross sections to give

2

: Ue. nlU.U.
o +EW, =~ DL BW, 4+ 14— — (49)
29 Hi HG+1)

in which EW; = water-surface elevation at grid point 1,
and n; =Manning’s roughness coefficient applicable to
the subreach between grid points ¢ and ¢ + 1. Equation
44 was easily solved for the unknown roughness coeffi-
cient, n;, applicable to each subreach since all other
terms were known. In a few cases errors in the water-
surface elevation were detected. These showed up as
subreaches where the water appeared to run uphill or
where the computed 7 value was unrealistically small or
large (less than 0.005 or greater than 0.1). When this
situation occurred for a subreach, the value of n was set
equal to a realistic value, such as the value estimated in
the field, and a corrected water-surface elevation for the
grid point was computed. The bed elevation at the grid
point was then established as the water-surface eleva-
tion minus the measured depth.

The roughness coefficients computed by use of equa-
tion 44 are applicable to the subreach between grid
points, and the dynamic model requires roughness coef-
ficients applicable to a subreach centered on the grid
point. Some judgment was necessary, therefore, in
averaging the roughness coefficients computed from
equation 44 to obtain values, which were used in the
dynamic model. Using the roughness values, tabulated
in table 1, the dynamic flow model was run to equilibri-
um at steady low flow and the surface profile computed.
This computed profile can be compared to the “observed”’
profile in figure 8. The above procedure assured that the
flow model gave realistic depths, volumes, and surface
areas, at least at steady low flow.

The ability to match the depths at all cross sections
under steady low flow conditions does not guarantee
that the model will reproduce unsteady flow. In order to
match the dynamic response of the system, it was found
necessary to vary some of the roughness coefficients
with depth. These variations were necessary to make
the modeled and observed rises in stage during the
hydropulses agree. The roughness was assumed to vary
with depth as

ny) =M, + Y ~ Yy, (45)

in which n(y) =roughness coefficient at depth, y,
no=steady low-flow roughness (table 1), n;=rate of
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FIGURE 8.—Steady flow depth profile for the Chattahoochee River between Buford Dam and Norcross.

change of roughness with stage, also shown in table 1,
and ¥, =measured hydraulic depth at low flow. The
grid points at which the roughness was to be varied with
depth and an approximate value of n; was determined
from a sensitivity analysis using a simple backwater pro-
gram for different flows. Once the model was calibrated
at steady low flow, dynamic calibration using the March
data only required seven of the roughness values be
varied with depth. The variation with depth was not ex-
treme. At section 18 the roughness decreased by 85 per-
cent as the flow increased to its maximum, but varia-
tions in the roughness at other sections were less than
50 percent.

One set of adjustments was made to the flow model as
a result of observations of the behavior of the transport
model. The low-flow traveltime in the upper reach was
increased slightly by arbitrarily increasing the low-flow
cross-sectional areas, above the values indicated in table
1 at section numbers 7 through 15 in the pool above the
control at section 16, by an average of about 36 percent.
This adjustment was believed to be justified because of
the rather poor quality of the low-flow depth informa-
tion in this reach. The adjustment had very little effect

on the modeled stage or discharge values but improved
the low-flow timing of the transport model at Littles
Ferry.

The results of the final calibration are illustrated in
figure 9 in which the observed and modeled stages at
Buford Dam and the four bridges are plotted for the 3%
-day calibration period. The small rise in the observed
stage at Highway 141 on March 21 was caused by a light
rain which occurred before 0600 that day. No tributary
flow measurements were available during this day, so
constant values were assumed in the model. Visually,
the stage predictions are good. The cross correlation of
observed and modeled stages indicates peak correlation
coefficients of 0.997, 0.997, 0.999, and 0.988 at lags in
minutes of +20 for Higway 20, -5 for Littles Ferry,
-30 for Highway 120, and -10 for Highway 141,
respectively. A positive lag indicates the model lagged
behind the observed. At zero lag the correlation coeffi-
cients were 0.989, 0.996, 0.979, and 0.987, respectively.

During the March run, field crews attempted to con-
tinuously measure discharge at the bridges. A detailed
description of the manner in which these measurements
were obtained is in progress (R. E. Faye, written com-
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mun., 1978), but briefly it involved the periodic measure-
ment of velocity and depth at particular transverse sta-
tions, plotting the data at each station against time, and
interpolating the data to a particular time in order to
estimate the instantaneous discharge. A complete tra-
verse of the river required about 1 hour. Figures 10
through 13 are presented so that a comparison of the
modeled and measured discharges can be made. A rat-
ing curve was also available at the Highway 141 Bridge,
so that an “observed” discharge could also be deter-
mined by use of the table and the observed stage. The
agreement of the modeled and measured discharges is
excellent for flows as large as 110 m3/s. The differences
are less than 5 percent. At higher flows, the model con-
sistently predicts lower than observed discharges. The

and Highway 141 was 20 percent lower than the meas-
ured value. Because discharge measurements under
highly unsteady flow conditions are of questionable ac-
curacy, the 20-percent difference in results was not con-
sidered serious. Overall, the model results were con-
sidered to be very good. The consistency with which the
transport model reproduced the dye concentrations
bears out the accuracy of the flow model.

The model was verified by use of th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>