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SUMMARY OF SOURCE 
CHARACTERISTICS 

The October 17, 1989, Loma Prieta, Calif., earthquake 
(0004:15.2 G.m.t. October 18; lat 37.036' N., long 
121.883' W.; 19-km depth) had a local magnitude (M,,) 
of about 6.7, a surface-wave magnitude (Mr) of 7.1, a 
seismic moment of 2 . 2 ~ 1 0 ~ ~  N-m to 3.5x1019 N-m, a 
source duration of 6 to 15 s, and an average stress drop of 
at least 50 bars. Slip occurred on a dipping fault surface 
about 35 km long and was largely confined to a depth of 
about 7 to 20 km. The slip vector had a large vertical 
component, and slip was distributed in two main regions 
situated northwest and southeast of the hypocenter. This 
slip distribution caused about half of the earthquake's en- 
ergy to be focused toward the urbanized San Francisco 
Bay region, while the other half was focused toward the 
southeast. Had the rupture initiated at the southeast end of 
the aftershock zone, shaking in the bay region would have 
been both longer and stronger. These source parameters 
suggest that the earthquake was not a typical shallow San 
Andreas-type event but a deeper event on a different fault 

with a recurrence interval of many hundreds of years. 
Therefore, the potential for a damaging shallow event on 
the San Andreas fault in the Santa Cruz Mountains may 
still exist. 

INTRODUCTION 

The source mechanism of the earthquake is one of the 
best determinations ever obtained, owing to the epicenter's 
location within a region with good geodetic control and 
numerous strong-motion accelerometers. In addition, the 
earthquake was large enough to be well recorded by glo- 
bally distributed seismometers, though not so large as to 
clip on many global stations. Thus, we have been afforded 
an unusual opportunity to study earthquake-source me- 
chanics and to cross-calibrate the source parameters (such 
as earthquake magnitude, seismic moment, fault location 
and extent, slip distribution, and associated stress change) 
determined by inversion of local geodetic data, teleseismic 
long-period surface waves and body waves, regional sur- 
face waves, and local strong-motion accelerations. 

The papers in this chapter address and attempt to re- 
solve questions raised in earlier initial analyses of the 
earthquake. Many of these initial analyses were published 
in the ~ u l ~ ,  August, and September 1990 issues of Geo- 
physical Research Letters and in the October 1991 issue 
of the Bulletin of the Seismological Society of America. 
Although this introduction does not pretend to be a com- 
prehensive review of the source process of the earthquake, 
I attempt to summarize the main findings of this chapter 
and place them in the context of previously unresolved 
questions. 

Several papers in this chapter document original data 
collection in greater detail than previously presented else- 
where. Lisowski documents and corrects the geodetic data 
set in the epicentral region previously analyzed by 
Lisowski and others (1990), which consists of position 
measurements using the Global Positioning System 
(GPS), distance measurements using a laser Geodolite, 
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and position changes measured using very long baseline 
interferometry. Marshall and Stein document the eleva- 
tion differences observed in the epicentral region and used 
by Marshall and others (1991). Williams and Segall docu- 
ment an important new geodetic data set; they found that 
the California Department of Transportation (Caltrans) had 
conducted a GPS survey in the epicentral region during 
February and March 1989. Williams and Segall reoccu- 
pied eight of the Caltrans stations with GPS receivers in 
March 1990. Owing to the short timespan between these 
GPS surveys, they have been able to obtain estimates of 
coseismic displacements that are less affected by 
interseismic deformations than the data obtained by 
Lisowski (this chapter), Marshall and Stein (this chapter), 
or Snay and others (1991). 

Many of the tremendous number of seismic data ob- 
tained from the earthquake are not documented in this 
chapter, except that McNally and others present a unique 
set of epicentral digital-accelerometer recordings of the 
main shock and early aftershocks. These recordings show 
the largest peak accelerations measured during the main 
shock. Borcherdt (1994) provides references to other lo- 
cal main-shock strong-motion data. The best guide to the 
global digital-data set is the station list reported by Morelli 
(1994), and additional pointers and indications of data 
quality are provided by the first paper of Velasco and 
others (this chapter). 

Parts of some of the papers in this chapter have ap- 
peared elsewhere. Beroza expands on the report by Beroza 
(1991) by including a complete parametrization of his pre- 
ferred finite-fault rupture model; a comparison of this 
model with those of Hartzell and others (1991), Steidl and 
others (1991), and Wald and others (1991); and a calcula- 
tion of the long-period displacements that his model pre- 
dicts in the epicentral region. Lisowski documents the 
data more thoroughly and finds an improved best-fitting 
fault plane over that of Lisowski and others (1990). 
Marshall and Stein document their data more completely, 
reanalyzing their leveling data to account for the covari- 
ances of the section elevation differences; they also con- 
sider the effect of low-velocity surface layers and 
low-velocity wedges between the Sargent and San An- 
d r e a ~  faults. Wald and others review the rupture model 
that they previously constructed (Wald and others, 199 l), 
and examine several aspects of the use of such inversions 
for determining seismic hazards. They demonstrate that 
the smoothed rupture model derived from inversion of 
teleseismic body waves can be used to predict local strong 
ground motions fairly well. They use their preferred rup- 
ture model to predict ground motions throughout the 
epicentral region, and they estimate the regional strong' 
ground motions that would result from a Loma Prieta- 
type event occurring at shallow depth on a vertical San 
Andreas fault. 

SOURCE PARAMETERS 

MAGNITUDE, MOMENT, AND DURATION 

From a compilation of global data, the International 
Seismological Center (1989) determined a surface-wave 
magnitude (My) of 7.1, which agrees with the initial as- 
sessment in the monthly "Preliminary Determination of 
Epicenters" published by the U.S. National Earthquake 
Information Center. The local magnitude (Mr) was re- 
ported by McNally and others (1990) as 6.88k0.44, based 
on 32 records, including several recordings on Wood- 
Anderson seismographs in southern California. Uhrhammer 
and Bolt (1991) reported ML=6.7k0.09, based on 20 re- 
cordings within 105-km epicentral distance. These two 
estimates agree within their error bounds, and the discrep- 
ancy results from the use of different station sets and 
averaging methods. Both investigations used synthetic 
Wood-Anderson records derived from strong-motion 
accelerograms, and so the magnitudes inferred from indi- 
vidual stations are biased by known directivity effects and 
other amplification factors, such as the likely mantle re- 
flected shear wave that boosted ground motions in San 
Francisco and Oakland (Somerville and Yoshimura, 1990). 

The seismic moments and source durations inferred from 
local geodetic data, teleseismic body and surface waves, 
and local strong-motion records largely agree. The seis- 
mic moment reported in this chapter ranges from 2 . 2 ~ 1 0 ~ ~  
N-m (1 ~ - m = 1 0 ~  dyne-cm) to 3.5x1019 N-m, and the 
source duration from 6 to 15 s (table I), with all investi- 
gators agreeing that most of the slip occurred within the 
first 10 s (table 1). The discrepancies appear to result 
from assumptions of the modeling procedures and varia- 
tions in data selection. The general agreement of the esti- 
mates of seismic moment and source duration is significant 
because it tends to refute the hypothesis of Wallace and 
others (199 1) that the total source duration was 18 to 30 s 
and may have involved deep, slow slip. They proposed 
this hypothesis because several earlier studies of long- 
period surface waves and free oscillations, including those 
by Dziewonski and others (1990), Romanowicz and Lyon- 
Caen (1990), Zhang and Lay (1990), and Jordan (1991), 
yielded source-duration estimates of 20 to 44 s and cen- 
troid depths of about 20 km (see second paper by Velasco 
and others, this chapter). These depths and durations dif- 
fer significantly from those inferred from the aftershock 
distribution and from geodetic and strong-motion models 
of the earthquake source. Velasco and others show that a 
shorter duration can be obtained from surface waves if 
higher resolution Earth velocity and attenuation models 
are used in the analysis. They believe that the source pa- 
rameters inferred from surface-wave observations are con- 
sistent with those derived from body waves and that there 
is no evidence for slow, deep slip. Kanamori and Satake 
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Table 1.-Determination of seismic moment and duration of the earth- 
quake 

[Data types: btb, broadband teleseismic body waves; g, Geodolite, Global Posi- 
tioning System; 1, leveling; la, local accelerograms; lpb, long-period body waves; 
Ips, long-period surface waves] 

Seismic 
Investigators Data Duration moment 
(this chapter) Y P e  (1019 N - ~ )  (s) 

Beroza ........................... Is 
Choy and Boatwright --------- btb 
Hartzell and others ------------ btb 
Horton and others ------------- g, 1, la 
Kanamori and Satake ---------- lpb, Ips 
Lisowski and others----------- g 
Marshall and Stein------------- 1 
Nabelek ......................... ~P'J 
Velasco and others------------- IPS 
Wald and others ---------------- la, lpb 
Wu and Rudnicki -------------- g, 1 

'Starting 1.8 s after the origin time of Dietz and Ellsworth (1990). 
285 percent of seismic moment occurs in the first 7 to 10 s. 

(this chapter) also note a similarity of the moments de- 
rived from teleseismic body waves and 256-s-period sur- 
face waves, which they interpret as indicating no slow 
slip at the source. 

EXTENT AND LOCATION OF FAULTING 

LOCATION OF THE FAULT SURFACE 

An early controversy over the location of the faulting at 
depth, caused by a discrepancy between the slip surfaces 
inferred from geodetic measurements and aftershocks, has 
largely been resolved. On the basis of line-length changes, 
GPS data, and leveling data, Lisowski and others (1991) 
and Marshall and others (1991) obtained preliminary best- 
fitting fault planes that were displaced by several kilome- 
ters from the fault surface defined by aftershocks (Dietz 
and Ellsworth, 1990). This discrepancy has been exten- 
sively studied, and several assumptions of the preliminary 
geodetic modeling have been identified that would cause 
the geodetically inferred fault plane to be located system- 
atically too shallow. 

The assumption of uniform slip on a rectangular fault 
plane is tested by Horton and others (this chapter), who 
invert the leveling data and obtain a smoothly varying 
slip distribution on a fault plane coincident with the after- 
shocks. The resulting data misfit is comparable to that of 
Marshall and others (199 1). 

The assumption of a laterally homogeneous, elastic Earth 
is tested by several authors. Steidl and Archuleta (this 

chapter) point out that slip on a fault plane coincident 
with the aftershock plane in a laterally homogeneous me- 
dium causes almost no motion of the geodetic monument 
on Loma Prieta. They claim that Lisowski and others 
(1990) were forced to offset their fault plane from the 
aftershocks, and that Snay and others (1991) were forced 
to introduce a bend into their fault surface, in order to 
match the observed displacement of Loma Prieta peak. 
This claim is consistent with the observation by Lisowski 
and others (1990) that the geodetic data most poorly fitted 
by their preliminary model come from the stations around 
Loma Prieta peak. Steidl and Archuleta show that if the 
geodetic observations involving Loma Prieta peak are ex- 
cluded from the data set, then the surface deformations 
predicted by the slip model of Steidl and others (1991), in 
which the fault plane coincides with the aftershock zone, 
fit the remaining observations as well as do the deforma- 
tions predicted by the slip model of Lisowski and others 
(1990). Eberhart-Phillips and Stuart (1992) showed that 
the low-rigidity material known to be present between the 
San Andreas and Zayante faults substantially alters the 
surface deformations caused by buried faults, especially 
around Loma Prieta, relative to the surface deformations 
predicted in a layered half-space. They show that to fit 
the observed displacements (which include the effect of 
the low-rigidity wedge) by using a half-space model, the 
fault would have to be shallower and to the southwest of 
its true position, as Lisowski and others (1990) and 
Marshall and others (1991) located it. 

The effects of the assumption of statistical indepen- 
dence of the geodetic data were estimated by ~rnadfittir 
and others (1992), who tested the effects of the assumed 
diagonal error-covariance matrices used by Lisowski and 
others (1990) and Marshall and others (199 1). ~rnadfittir 
and others found that if the off-diagonal terms of the er- 
ror-covariance matrix were included in the misfit statis- 
tics for the leveling data, then their inversion method could 
find a best-fitting fault plane which coincided with the 
aftershock plane and fitted the leveling data slightly bet- 
ter than did Marshall and others' offset fault plane. Es- 
sentially, the difference between their approaches is that 
~rnadfittir and others used as data the height differences 
between adjacent bench marks, which is the quantity mea- 
sured in leveling, whereas Marshall and others used as 
data the differences between preearthquake and 
postearthquake bench-mark elevations. knadfittir and oth- 
ers' suggestions also apply to the work of Wu and Rudnicki 
(this chapter), who use Marshall and others' data. 
~rnadfittir and others found that omission of the off-di- 
agonal elements of the error-covariance matrix does not 
bias Lisowski and others' (1990) fault location apprecia- 
bly, although by a more systematic search of model space 
~rnadfittir and others found a best-fitting fault plane closer 
to the aftershock plane than that found by Lisowski and 
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others (1990). Williams and others (1993) confirmed that 
a fault plane coincident with the aftershock zone is con- 
sistent with the Caltrans GPS measurements. Marshall and 
Stein (this chapter), incorporating the suggestions of 
~rnadot t i r  and others (1992) and Eberhart-Phillips and 
Stuart (1992), confirm that the leveling data can be fitted 
by slip on a fault plane nearly coincident with the after- 
shock zone. They note, however, that the use of ~rnadottir  
and others' method achieves this coincidence by seriously 
downweighting the relatively few bench marks in the ar- 
eas of greatest elevation change. 

EXTENT OF THE FAULT SURFACE 

The extent of fault rupture is best defined by modeling 
strong-motion data. This work assumes that the fault plane 
coincides with the aftershock zone. Beroza (this chapter) 
plots his slip distribution along with that of Hartzell and 
others (1991), Steidl and others (1991), and Wald and 
others (this chapter) on an identical scale, and all these 
models, as well as that of Horton and others (this chap- 
ter), agree that most of the slip occurred at a depth of 7 to 
20 km. In the horizontal direction, rupture was confined 
to a zone within 20 km of the hypocenter. Beroza (this 
chapter), Horton and others (this chapter), and Wald and 
others (this chapter) discuss the differences between the 
various strong-motion slip models. Long-period body- and 
surface-wave studies are largely consistent with the ex- 
tent of faulting observed in strong-motion studies, although 
the spatial resolution of these long-period studies is poor. 
Nibglek (this chapter) notes that only the depth distribu- 
tion of slip can be resolved well from long-period-body- 
wave studies; the horizontal propagation of rupture in this 
event is unresolvable if source mechanisms and time func- 
tions are unconstrained. He also points out that Hartzell 
and others could obtain a slip distribution from long-pe- 
riod body waves by assuming a mechanism, rupture ve- 
locity, and a slip time function at each point on the fault 
surface. Judging by the resemblance between Hartzell and 
others' slip distribution and the strong-motion slip distri- 
butions, those assumptions appear to have been appropri- 
ate. Kanamori and Satake (this chapter) derive a 35-km 
upper bound on rupture length from long-period body and 
surface waves, which they note is anomalously short for 
an event with a moment magnitude of 6.9. 

The fault-length estimates from geodetic studies are 
probably biased slightly high by an assumption of uni- 
form slip or stress drop over the fault surface. These stud- 
ies, however, yield fault lengths similar to or slightly larger 
than those obtained in seismic studies: 32.4 krn (Snay and 
others, 1991), 37 km (Lisowski and others, this chapter), 
31 to 37 km (Marshall and Stein, this chapter), and 40 to 
44 km (Wu and Rudnicki. this chapter). 

If most of the slip in the main shock was confined to a 
depth greater than 7 km, then the surface cracks observed 

in the Summit Ridge area and Foothills thrust belt (Ponti 
and Wells, 1991) may have resulted from folding of 
surficial sedimentary layers overlying a tectonically off- 
set basement, although other mechanisms, such as 
landsliding, may be possible. Reches and Zoback (this 
chapter) examine a model of horizontal elastic layers 
draped over a faulted basement. They show how terrnina- 
tion of the rupture at depth leads to extension southwest 
of the tip of the buried rupture and compression northeast 
of the tip; they correlate these zones of extension and 
compression with the surface cracks observed in the Sum- 
mit Ridge area and Foothills thrust belt. In their mechani- 
cal model, a vertical zone of increased shear stress develops 
that they correlate with the shallow aftershock zone, al- 
though their shear-failure criterion neglects the preexist- 
ing stress field. Though not accounting for regions of 
compression or dilation directly, the mechanical model of 
Eberhart-Phillips and Stuart (1992) may similarly explain 
the surface cracks. 

SLIP DISTRIBUTION AND MECHANISM 

One of the most surprising observations about the slip 
distribution is as yet unexplained from a mechanical stand- 
point. The teleseismic observations of Hartzell and others 
(1991), the strong-motion observations of Steidl and oth- 
ers (1991), Beroza (this chapter), and Wald and others 
(this volume), and the leveling data of Marshall and Stein 
(this volume) are all consistent with the conclusion that 
most slip in the earthquake occurred in two regions, situ- 
ated northwest and southeast of the hypocenter, and that 
slip in the southeasterly region was predominantly strike 
slip, whereas slip in the northwesterly region had a con- 
siderable thrust component. Most investigators reported 
little slip at the hypocenter; there is as yet no satisfactory 
explanation for the cause of this variation in rake. The 
slip models of Steidl and others (1991) and Beroza (this 
chapter) show the largest variations in rake. Beroza's 
model probably represents an upper bound on the varia- 
tion in rake because he constructs models with less rake 
rotation that fit his data nearly as well as does his pre- 
ferred model. It seems quite well established, however, 
that slip to the northwest of the hypocenter had a consid- 
erably larger thrust component than slip to the southeast. 
In general, the average slip direction in strong-motion 
source models agrees well with the mechanism of initial 
slip at the hypocenter, determined by Oppenheimer (1990) 
to be oblique slip. 

DYNAMIC BEHAVIOR OF THE SOURCE 

RUPTURE INITIATION 

Wald and others (this chapter) observe that during the 
first 1.8 s after Dietz and Ellsworth (1990)'s origin time, 
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the earthquake appeared to be a rather small (M-5), slowly 
growing event. After 1.8 s, however, the energy radiated 
by the source grew enormously, and this later energy was 
large enough to trigger local strong-motion instruments. 
Similar behavior was noted in the initiation of the 1979 
Imperial Valley, Calif., earthquake (Hartzell and Heaton, 
1983) and the 1987 Superstition Hills, Calif., earthquake 
(Wald and others, 1990). These observations are critical 
to the question whether large earthquakes start as small 
earthquakes that grow out of control. A careful analysis 
of the initiation of these events may provide a critical test 
of the feasibility of earthquake prediction. 

RUPTURE VELOCITY AND RISE TIME 

Although most investigators agree on the slip distribu- 
tion of the earthquake, they differ significantly regarding 
the temporal evolution of the source. The inversions of 
Steidl and others (1991), Beroza (this chapter), and Wald 
and others (this chapter) all assume that slip at any point 
on the fault can happen only during a relatively brief time 
window ( ~ 2 - s  duration). The initiation and termination of 
this time window are controlled by an assumed rupture 
velocity. Steidl and others obtained an average rupture 
velocity of 3.0 km/s and a velocity of 3.4 k d s  for propa- 
gation to the southeast, Beroza obtains a rupture velocity 
of 2.7 to 3.1 km/s, and Wald and others obtain a rupture 
velocity of 2.5 k d s .  Each model assumes that rupture 
propagates to the northwest and southeast simultaneously. 
Horton and others (this chapter) use a frequency-domain 
inversion technique that allows much greater freedom in 
the rupture behavior; their rupture model shows rupture to 
the northwest initiating after rupture to the southeast. 
Moreover, they obtain a higher rupture velocity of 3.5 to 
5 k d s .  Because of restrictions on the parametrizations in 
the other studies, it would be impossible for them to ob- 
tain this solution. Horton and others' solution must there- 
fore be regarded as preliminary because they use a small 
data set, and, in particular, the timing of northwest-propa- 
gating rupture in their model depends strongly on the as- 
sumed timing of the accelerogram at station SAR. The net 
effect, however, is that the thrust component of the earth- 
quake follows the strike-slip component, consistent with 
the teleseismic observations of Romanowicz and Lyon- 
Caen (1990) and NAbElek (this chapter), who observe a 
predominance of thrust faulting at a late stage of the rup- 
ture. These observations, however, do not prove that thrust- 
ing occurred late in the rupture process. In fact, they imply 
a curious scenario of initial oblique slip at the hypocenter 
(Oppenheimer, 1990), followed by strike-slip faulting to 
the southeast, then by oblique faulting to the northwest. 

The various source models of the earthquake differ radi- 
cally in the slip duration estimated for each point on the 
fault. Steidl and others (1991) obtained a slip duration 

(rise time) of 1.0 s, Beroza (this chapter) 0.3 s, and Wald 
and others (this chapter) approximately 1.0 s, although 
Horton and others (this chapter) obtain a rise time of 1.75 
s at the point of maximum slip. These varying results 
have fundamentally different implications for the mechan- 
ics of earthquake rupture (Heaton, 1990). 

STRESS DROP, FRACTURE ENERGY, AND 
RECURRENCE INTERVAL 

The inferred stress drop and fracture energy of the earth- 
quake generally support a long recurrence interval (much 
more than 100 yr) for this event, on the basis of the no- 
tion that high stress drops and fracture energies correlate 
with stronger faults having longer recurrence intervals. 
Kanamori and Satake (this chapter) note that the rupture 
length of the earthquake is anomalously short relative to 
those of other earthquakes with similar seismic moments. 
A short rupture length implies a high stress drop. Kanamori 
and Satake's calculation of a 50-bar static-stress drop is 
consistent with Choy and Boatwright's (this chapter) esti- 
mate of a dynamic-stress drop of 51 bars. Houston (1990) 
noted that the earthquake's stress drop is rather high for 
an interplate event and is more similar to that of intraplate 
events; she furthermore observed, on the basis of correla- 
tion with other events, that a high stress-drop implies a 
long recurrence interval. From their geodetic model, Wu 
and Rudnicki (this chapter) calculate a static-stress drop 
of 20 to 26 bars, which also is probably a lower bound on 
the stress drop, owing to their high estimates of fault length 
(table 1). They also estimate a maximum energy-release 
rate (fracture energy) of more than 5 . 5 ~ 1 0 ~  ~ / m ~ ,  which 
they consider to be in the upper range of observed frac- 
ture energies, implying a strong fault and a long recur- 
rence interval. All of these stress-drop estimates are 
averages over a presumed-large fault surface. Taking into 
account the actual double-peaked slip distribution of the 
earthquake, Wald and others (this chapter) estimate stress 
drops of 218 bars for the northwest slip patch and 136 
bars for the southeast slip patch. These stress drops fur- 
ther support the notion that the fault segments that slipped 
in the earthquake were relatively strong. Additional sup- 
port for this idea comes from Michael and Eberhart-Phillips 
(1991), who found that the two regions of high slip in the 
strong-motion models are correlated with regions of high 
P-wave velocity obtained from inversions of earthquake 
arrival-time data. 

STRONG-MOTION GEODESY 

Several of the papers in this chapter (for example, 
Beroza, Horton and others, and Steidl and Archuleta) are 
notable in showing that the boundary between geodesy 
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and seismology is blurring, with interesting implications 
for earthquake engineering. These papers predict coseismic 
static surface deformations from slip models derived from 
strong-motion accelerograms, using established 
seismologic methods. It has been recognized that perma- 
nent ground offsets can be recovered from digital-acceler- 
ometer recordings of ground motions (Anderson and others, 
1986). Beroza obtains static displacements of 10 to 20 cm 
from integration of a digital accelerogram of the earth- 
quake recorded near San Jose, Calif., and he shows that 
his slip model predicts such displacements. In the future, 
the behavior of fault slip over periods of 1 s to a few days 
will probably be observable by a combination of strong- 
motion accelerometers and GPS instruments. Heaton and 
Hartzell(199 1) noted that from an engineering standpoint, 
the large static displacements that occur within the first 
few seconds of an earthquake may have serious conse- 
quences for current base-isolated structures because the 
isolators typically are not designed to accommodate ex- 
cursions as large as those observed. 

IMPLICATIONS FOR SEISMIC 
HAZARDS 

Taken together, these results suggest that the earthquake 
was not the typical shallow strike-slip San Andreas event 
anticipated by the Working Group on California Earth- 
quake Probabilities (1988). Beroza (this chapter) points 
out that the great depth of slip suggests that the earth- 
quake occurred on a fault distinct from the San Andreas 
fault, and that the San Andreas fault itself may have acted 
as an obstacle to rupture in this event. He cites the work 
of Segall and Lisowski (1990), who showed that the move- 
ment of Loma Prieta in 1989 was quite different from that 
in 1906, further distinguishing the 1989 Loma Prieta earth- 
quake from typical San Andreas events. Certainly, the 
considerable thrust component of slip in 1989 differed 
considerably from that in 1906. Therefore, Beroza states 
that the seismic hazard in the Santa Cruz Mountains may 
still be high, owing to the possibility of a shallow San 
Andreas event there. Wald and others (this volume), who 
estimate ground motions for an event on the shallow San 
Andreas fault, show that such an event might cause stron- 
ger shaking in the Santa Cruz Mountains than those caused 
by the 1989 Loma Prieta earthquake, simply because of 
its shallower depth. 

The earthquake source could have caused considerably 
more damage, had its rupture behavior not been so merci- 
fully brief and simple, and had it been shallower. Kanamori 
and Satake (this chapter) show that the duration of the 
earthquake was considerably shorter than that of the 1988 
Armenia earthquake, despite their similar magnitudes. In 
addition, shaking in the densely urbanized regions of the 

San Francisco Bay region could have been either signifi- 
cantly stronger or weaker under equally likely rupture sce- 
narios. The bilateral rupture propagation in the earthquake 
focused a significant fraction of the seismic energy to- 
ward the less urbanized southeastward direction; rupture 
initiation at the southeast end of the causative fault would 
have increased the intensity of shaking around the bay, 
whereas rupture initiation at the northwest end of the caus- 
ative fault would have focused more shaking toward 
Hollister, Calif., and less toward the bay. 
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ABSTRACT 

I have derived a rupture model for the 1989 Loma Prieta 
earthquake, using data from 20 strong-motion instruments 
that recorded the main shock in the near-source region. 
The earthquake ruptured bilaterally at approximately 80 
percent of the local shear-wave velocity over a total dis- 
tance of slightly more than 30 km, from 13 km northwest 
to 20 km southeast of the hypocenter. Slip over the rup- 
ture surface was highly irregular in both amplitude and 
direction. Slip amplitude at the hypocenter and immedi- 
ately updip was only about 1 m. There were two main 
areas of high slip: one centered 7 km northwest of the 
hypocenter at a depth of 14 km and the other centered 6 
km southeast of the hypocenter at a depth of 12 km. Peak 
slip amplitudes on both of these high-slip areas exceeded 
4.5 m. A surprising aspect of this rupture model is that 
the rake ranges from predominantly strike slip to the south- 
east to predominately reverse slip to the northwest. De- 
spite this variation in rake, the equivalent point-source 
moment tensor matches that found from teleseismic ob- 
servations. A correlation exists between areas of high slip 
and areas of low aftershock activity. A simple explana- 
tion is that areas of high slip are areas of high strength, 
which slip only during infrequent large events. Other ar- 

eas of the fault are weaker and may slip both seismically 
and aseismically. Most of the slip in the earthquake oc- 
curred at 9- to 16-km depth on a structure that dips south- 
west and runs underneath the surface trace of the San 
Andreas fault at 8- to 10-km depth. This observation com- 
plicates the assessment of seismic hazard on the southern 
Santa Cruz Mountains section of the San Andreas fault. 

INTRODUCTION 

In this paper, I present a rupture model of the earth- 
quake, compare this model with other published extended- 
source models of the main shock, and discuss its 
implications for earthquake-source mechanics and seis- 
mic hazard. The main shock occurred at OO:O4: 15.2 G.m.t. 
on October 18, 1989, at lat 37.040' N., long 121.880Â W., 
at 17-km depth (Dietz and Ellsworth, 1990), southwest of 
the southern Santa Cruz Mountains section of the San 
Andreas fault. Aftershocks extended bilaterally from the 
hypocenter for a distance of approximately 50 km, filling 
a region that had previously shown relatively little mi- 
croearthquake activity (U.S. Geological Survey staff, 
1990). The locations of aftershocks with respect to the 
hypocenter suggest that the rupture propagated bilaterally 
along strike and unilaterally updip. Below about 10-krn 
depth, the aftershocks define a plane dipping 65'-70' SW. 
(Dietz and Ellsworth, 1990) that, if continued to the sur- 
face, would crop out near the surface trace of the Sargent 
fault. Above 10 km depth, however, where the fault is 
approximately beneath the surface trace of the San An- 
dreas fault, the aftershock distribution is more diffuse and 
does not define a single plane (Dietz and Ellsworth, 1990). 
At the south end of the aftershock zone, the fault surface 
defined by aftershocks grades into a vertical fault plane 
beneath the surface trace of the San Andreas fault. The 
local magnitude (Mr) of 6.9 for the earthquake (McNally 
and others, 1990) is consistent with estimates of the sca- 
lar seismic moment of 1 . 7 ~ 1 0 ~ ~  to 3 . 4 ~ 1 0 ~ ~  N-m (for 
example, Kanamori and Satake, 1990), which yield an 
estimate of Mw=6.9 (Hanks and Kanamori, 1979). 
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The 1989 Loma Prieta earthquake has been the subject 
of numerous studies that used teleseismic records to de- 
termine the source parameters (Barker and Salzberg, 1990; 
Choy and Boatwright, 1990; Kanamori and Satake, 1990; 
Langston and others, 1990; Ndbelek, 1990; Romanowicz 
and Lyon-Caen, 1990; Ruff and Tichelaar, 1990; Zhang 
and Lay, 1990). All of these studies are quite consistent 
and indicate oblique slip on a fault dipping approximately 
70' and striking approximately 130'. These results, in 
turn, agree well with the average dip and strike based on 
well-located aftershocks recorded by the densely spaced, 
high-gain stations of the U.S. Geological Survey (USGS)'s 
northern California seismic network (Calnet) (Dietz and 
Ellsworth, 1990). The teleseismically determined rake is 
approximately 135' (for example, Zhang and Lay, 1990), 
consistent with a constant-slip model of the earthquake 
with 1.6 m of strike slip and 1.2 m of dip slip determined 
from analysis of geodetic data (Lisowski and others, 1990). 

Near-source strong-motion data can greatly increase 
the resolution of details of the rupture process. In this 
paper, I analyze strong-motion data from the near-source 
region of the main shock. I fit the near-source data by 
modeling the earthquake with spatially varying slip on an 
extended planar fault. I find that the region of high slip in 
the earthquake is quite compact, with a rupture length of 
slightly more than 30 km. There is evidence of complex- 
ity in the rupture process, with slip amplitude exceeding 5 
m locally and slip direction varying strongly and system- 
atically from northwest to southeast. Finally, because most 
slip occurred below 10-km depth, the coincidence of long- 
term forecasts of an earthquake on the San Andreas fault 
in the southern Santa Cruz Mountains (Working Group on 
California Earthquake Probabilities, 1988) with the oc- 
currence of the 1989 Loma Prieta earthquake may have 
been fortuitous. A possible interpretation of my results is 
that the earthquake began at 18-km depth on a fault dis- 
tinct from the San Andreas, ruptured updip along that 
fault, and terminated -10-km depth when it reached a 
vertical San Andreas fault, which acted as an obstacle to 
further rupture propagation. 

STRONG-MOTION DATA 

The earthquake occurred in a region that is densely 
instrumented with strong-motion accelerographs. Because 
strong-motion instruments record data onscale in the near- 
source region, where the Green's functions for different 
segments of the fault vary widely, these data can resolve 
detailed aspects of the rupture process that are unresolvable 
using data from the teleseismic far field, where most of 
the variation in the Green's functions for different seg- 
ments of the fault is simply due to a difference in phase 
(Aki and Richards, 1980, v. 2, p. 804-805). The abun- 
dance of high-quality data in the near-source region of the 

earthquake provides one of the best opportunities to date 
to study the rupture process of a large event. 

Near-source data were collected on film-recording, ana- 
log strong-motion instruments operated by the USGS 
(Maley and others, 1989) and the California Division of 
Mines and Geology (CDMG) (Shakal and others, 1989), 
and on digital instruments deployed in the epicentral re- 
gion before the main shock by the University of Califor- 
nia, Santa Cruz (UCSC) (Simila and others, 1990). Many 
of these instruments use absolute time from radio station 
WWVB code. The locations of stations used in the analy- 
sis are shown in figure 1 and listed in table 1. 

The acceleration data were obtained after instrument 
correction and resampling at a uniform interval. The data 
were processed by filtering with a two-pole, zero-phase 
Butterworth filter with low- and high-cut corner frequen- 
cies at 0.33 and 2.0 Hz. The high-frequency corner repre- 
sents the limit at which the seismograms could be modeled 
deterministically, and the low-frequency limit was con- 
strained by the requirement in the high-frequency, near- 
source approximation that the receivers be several 
wavelengths from the nearest segment of the fault (Spudich 
and Frazer, 1984). Finally, the horizontal components of 
motion were rotated into a coordinate system with the x- 
axis parallel to the strike of the fault (130' clockwise 
from north), the z-axis pointing downward, and the y-axis 
forming a right-handed system (220' clockwise from 
north). 

The aftershock zone and the distribution of strong-mo- 
tion stations deployed by the CDMG, USGS, and UCSC 
that recorded the main shock are shown in figure 1. Data 
from the 20 stations (solid triangles, fig. 1) were used; 
other nearby stations (open triangles) were excluded ei- 
ther because the instruments are not free-field sites (for 
example, sta. WATS), the source-receiver distances are 
too large (most stations), or the local site geology makes 
it difficult to predict waveforms (for example, sta. SCA). 
The fault-perpendicular (220') and fault-parallel (130') 
components of displacement in the frequency band 0.2-5 
Hz for the 20 stations used in the inversion are plotted in 
figure 2. ' 

Because some of the UCSC stations were not secured 
to the ground, they may have moved during the earth- 
quake and thus not faithfully recorded true ground accel- 
eration. One UCSC station could be checked because it 
was deployed very near a CDMG station (SCZ, fig. 1) on 
the UCSC campus. Except for a difference in the orienta- 
tion of the sensors, the two seismograms agree quite 
closely. Another station (LGP) of more concern, located 
at the Los Gatos Presentation Center, had the highest peak 
acceleration of any of the stations and may have moved 
during the earthquake. The closest CDMG station is at the 
Lexington Dam (LEX). As plotted in figure 2, the 220' 
component of motion is quite similar at these two sta- 
tions, whereas the 130Â°componen of motion differs con- 
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siderably. This is attributable to the fact that the 130' 
component of motion should be nearly nodal for each 
station, and so the waveforms are not expected to be simi- 
lar. The resemblance of the station LGP data to the sta- 
tion LEX data, and the successful prediction of the ground 
motion at station LGP by the rupture model, indicate that 
any motion of the instrument with respect to the ground 
probably did not affect the data greatly. Owing to the 
important locations of the UCSC stations, I have included 
them in the analysis. The important features of the rupture 
model, however, are not determined solely by these data. 

By examining the gross features of the displacement 
data, we can anticipate some aspects of the inversion re- 
sults. As shown in figure 2, the duration of strong shaking 

is less than 10 s at all stations, indicating that the strong 
ground motion is generated by a much smaller source 
than the -50-km-long aftershock zone would suggest. The 
displacements at station COR (fig. I), which is directly 
updip from the hypocenter, and at other stations near the 
center of the aftershock zone (BRN, CAP) are relatively 
small, indicating that slip in the hypocentral region and 
directly updip is relatively low. In contrast, displacements 
at stations to the northwest (LGP, LEX, STG) are much 
larger. These data are affected primarily by slip on the 
fault northwest of the hypocenter, indicating that slip in 
this region is higher than in the hypocentral region. Simi- 
larly, the displacements at stations to the southeast (Gilroy 
array, GHB, HDA) are large, indicating that the south- 

Figure 1.-Epicentral region of the earthquake, showing locations of aftershocks (x's), 
mapped surface traces of major faults (heavy lines), and strong-motion stations (triangles). 
Solid triangles, 20 strong-motion stations used in the inversion; open triangles, other 
stations not used because they were too far from epicenter, had obvious effects due to 
unmodeled velocity structure, or were not free-field sites. 
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Table 1 .-Strong-motion stations used in the analysis 

[Organizations: CDMG, California Division of Mines and Geology; UCSC, Uni- 
versity of California, Santa Cruz; USGS, U.S. Geological Survey] 

Code Number Organization Location 

ADD 1652 USGS Anderson Dam, downstream. 
BRN --- UCSC 5001 Branciforte Ct., Santa Cruz. 
CAP 47125 CDMG Capitola Fire Station. 
CLD 57504 CDMG Coyote Lake Dam. 
COR 57007 CDMG Corralitos. 

G l  47379 CDMG Gilroy array station 1. 
G2 47380 CDMG Gilroy array station 2. 
G3 47381 CDMG Gilroy array station 3. 
G4 57382 CDMG Gilroy array station 4. 
G6 57383 CDMG Gilroy array station 6. 

GHB 57476 CDMG Gilroy historical building. 
HCH 1575 USGS Hollister City Hall. 
HDA 1656 USGS Hollister Airport. 
HSP 47524 CDMG South and Pine Streets, Hollister. 
LEX 57180 CDMG Lexington Dam. 

LGP --- UCSC Los Gatos Presentation Center. 
S CZ 58 135 CDMG UCSC campus. 
SJS 57563 CDMG Santa Theresa HLills, San Jose. 
STG 58065 CDMG Aloha Avenue, Saratoga. 
WHO --- UCSC 738 Cable Court, Santa Cruz. 

eastern segment of the rupture zone also had high slip as 
well. Note that stations HDA and GO2 through GO4 are 
all soft-soil sites, and if substantial site amplification oc- 
curred, there might be a bias toward higher slip on the 
southeastern segment of the fault. 

Absolute-timing information was available for many of 
the stations from radio station WWVB code; however, to 
account for lateral variations in the velocity structure, ap- 
parent trigger times at all stations were adjusted so that 
the initial S wave from the hypocenter arrived at the time 
predicted by the laterally homogeneous model. For sta- 
tions with absolute-timing information, the average cor- 
rection to the origin time was about +2 s, too large to be 
attributable to lateral variations in velocity structure. This 
discrepancy indicates that the earthquake began with a 
subevent too small to trigger the strong-motion instru- 
ments but large enough to register on the sensitive, high- 
gain stations that were used to determine the: hypocenter. 
Similar behavior was noted in both the 1979 Imperial 
Valley, Calif., earthquake (Hartzell and Heaton, 1983) and 
the 1987 Superstition Hills, Calif., earthquakie (Wald and 
others, 1990). Understanding such earthquake nucleation 
is a critical problem that is difficult to study with trig- 
gered, strong-motion data; however, the advent of con- 
tinuously recording, broadband, high-dynamic range digital 
networks will help in this effort. 

The data were modeled by varying the rupture time and 
slip amplitude from a simple assumed starting model, us- 
ing the tomographic backprojection technique of Olson 
(1987) adopted to a sparse system with inequality and 
smoothness constraints (Beroza and Spudich, 1988). The 
data are linearly related to variations in slip amplitude 

and nonlinearly related to variations in rupture time, and 
so a linearization was used, and the inversion process was 
repeated until the solution converged. 

To increase the stability of the solution inequality con- 
straints were applied to both the strike-slip (constrained 
to be right lateral) and dip-slip (constrained to be reverse) 
components of motion. These inequality constraints were 
enforced by a penalty function (Beroza and Spudich, 1988). 
Smoothness constraints were applied to the slip-ampli- 
tude and rupture-time calculations (Hartzell and Heaton, 
1983; Beroza and Spudich, 1988). 

MODEL PARAMETRIZATION 

The fault plane used in the analysis (see section above 
entitled "Introduction") extends from 20 km northwest to 
20 km southeast of the hypocenter. The dipping fault plane 
intersects the hypocenter at a depth of 18 km, with a 
strike of 130' and a dip of 70' SW. The modeled extent 
of the rupture zone in the updip direction from the hypo- 
center is 14 km, corresponding to depths from 18 km to 
slightly less than 5 km. A 1-krn grid spacing is used in 
both the updip and along-strike directions, and the model 
is specified as a triplet of strike-slip amplitude, dip-slip 
amplitude, and rupture time. In this parametrization, the 
rake is a derived quantity because the strike-slip and dip- 
slip components of the slip vector are allowed to vary 
independently. 

The velocity model used to calculate the Green's func- 
tions is a piecewise linear-velocity-gradient approxima- 
tion to the one-dimensional velocity model of Dietz and 
Ellsworth (1990) based on their analysis of Loma Prieta 
aftershocks (table 2). Because their model indicates a dif- 
ference in the velocity of the uppermost layers across the 
San Andreas fault, a slightly different model was used on 
the northeast and southwest sides of the fault. 

Theoretical seismograms and partial derivatives with 
respect to model parameters were calculated by using a 
high-frequency, near-source approximation (Spudich and 
Frazer, 1984), in which the effects of lateral heterogene- 
ity can be incorporated if the velocity model is suffi- 
ciently well known (Cormier and Beroza, 1987), although 
I have not attempted to do so in this study. 

This parametrization of the rupture process allows each 
segment of the fault to slip once when the rupture front 
passes with a spatially variable amplitude. The slip veloc- 
ity is assumed to decay after rupture as the inverse square 
root of time (-IJ2, as in crack models of earthquake rup- 
ture, and the rise time is assumed to be a uniform 0.3 s 
everywhere on the fault. A short rise time, which is re- 
quired by the data, suggests that the duration of slip at 
any point on the fault is not controlled by the distance to 
the edge of the fault (Beroza and Spudich, 1988; Heaton, 
1990), as is usually assumed (for example, Day, 1982). 
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The combination of such short rise times and very large vary, regions of the fault that did not undergo high slip 
displacements indicates that the particle acceleration across could have much longer rise times; however, the areas of 
the fault plane is quite high. If rise time were allowed to high slip are the most problematic. An alternative expla- 

COR 11 \ I 

HSP 

Figure 2.-Fault-perpendicular (220' clockwise from north) (A) and fault-parallel (130' clockwise from north) (B) components of displacement at 20 
strong-motion stations used in inversion, calculated by integrating corrected accelerograms twice to displacement and bandpass filtering between 0.2 
and 5 Hz (this passband is used for display only). Note that displacements at stations near hypocenter are smaller than at stations to northwest or 
southeast. Inset shows locations of stations (see fig. 1 for explanation). 
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nation is that the true slip-time function decays more RESULTS 
quickly than ^\I2. Such a slip history could accommodate 
a longer rise time. Resolution of the observation of short Because this is a linearized inversion, I attempted to 
rise times, which imply a high dynamic stress drop, with converge to a solution from a wide range of starting mod- 
the low earthquake stress drops inferred by other methods els. I found no evidence for variations in the rupture ve- 
is an important problem in earthquake-source mechanics. locity large enough to be considered resolvable. Because 
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Table 2.-Parameters used in the velocity model 

[a, P-wave velocity; 3, 5-wave velocity; p, density] 

Depth (km) a (kmls) p (kmls) p (kg/m3) 

Northeast of fault 

Southwest of fault 

0.0 3.42 197 2,500 
1.1 4.58 2.64 2,700 
9 1 6.26 3.61 2,700 

245  6.95 401  2,800 

the data can be fitted nearly as well without variations in 
rupture velocity, the rupture velocity was held at a fixed 
fraction of the local shear-wave velocity, and an inversion 
was performed for the strike-slip and dip-slip amplitudes. 

The preferred rupture model has a rupture velocity of 80 
percent of the local shear-wave velocity, which amounts 
to 3.1 kmls at the hypocentral depth and 2.7 kmls at 6-km 
depth. Much lower or higher rupture velocities substan- 
tially degraded the fit to the data. 

A rescaled version of the rupture velocity model ob- 
tained by the inversion (Beroza, 1991) is shown in figure 
3. The hypocenter is located at 18-km depth, 0 km along 
strike. The top of the assumed fault plane is at 4.8-km 
depth (14 krn updip from the hypocenter). Slip amplitude 
ranges from 0 to more than 5 m, with a total seismic 
moment in this rescaled model of 2 . 3 ~ 1 0 ~ ~  N-m, in agree- 
ment with the teleseismically and geodetically determined 
range 1 . 7 ~ 1 0 ~ ~ - 3 . 4 ~ 1 0 ~ ~  N-m. The various slip ampli- 
tudes and rupture times in the rescaled model are listed in 
table 3. 

The model shown in figure 3 and the fit to the data 
shown in figure 4 are the results of rescaling the slip 
amplitudes determined from a least-squares inversion. 
Before rescaling, the seismic moment was calculated to 
be 1.3x1019 N-m. The slip amplitudes were rescaled to 
account for a systematic underprediction of amplitudes by 
the least squares inversion procedure. 

-20 ALONG-STRIKE DISTANCE, IN KILOMETERS 
2 0 

0 20 100 200 300 400 500 

SLIP AMPLITUDE, IN CENTIMETERS 

Figure 3.-Rupture model of earthquake. Bottom of fault plane is at 18-km depth, and t6p at 4.8-km depth. 
A,  Rupture time at 0.5-s intervals. Rupture front spreads outward from hypocenter (at 0 km along strike and 
0 km updip) at a constant 80 percent of local shear-wave velocity. B, Amplitude of slip vector. Slip in 
hypocentral region and updip from hypocenter is relatively low. Note two high-slip areas at 12- and 14-km 
depth; most slip occurs at 9- to 16-km depth. 



MAIN-SHOCK CHARACTERISTICS 

Table 3.-Rupture model of the earthquake 

[Columns correspond to different distances along dip; step size, 1 km. The first column is the deepest, and the second 
column corresponds to the depth of the hypocenter. Rows correspond to different distances along strike; step size, 0.5 km. 
The first row is at the northwest end of the model fault, and the 41st row corresponds to the location of the hypocenter. 
Positive values are right-lateral and reverse slip] 

Rupture time (s) 
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Table 3.-Rupture model of the earthquakeÃ‘Continue 

Rupture time (s)Ã‘Continue 

Strike-slip amplitude (m) 
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Table 3.-Rupture model of the earthquake-Continued 

Strike-slip amplitude (m)-Continued 

Dip-slip amplitude (m) 
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Table 3.-Rupture model of the earthquakeÃ‘Continue 

Dip-slip amplitude (m)-Continued 

There are several possible explanations for this ampli- 
tude discrepancy, including too short a rise time, a lower 
average rupture velocity than assumed, and unmodeled 
slip occurring after the rupture front passed. The discrep- 
ancy could not be accounted for by changing the assumed 
rupture velocity, as discussed above. Similarly, inverting 
the data using a rise time much longer than the assumed 
0.3 s degrades the fit to the data. Finally, allowing the 

rupture time to be a free parameter results in rupture mod- 
els that still have the same discrepancy. 

I believe that the primary source of the amplitude dis- 
crepancy is most likely the inability of the theoretical 
Green's functions to match the phase of the true Green's 
functions precisely. In the presence of such errors in phase, 
the least-squares misfit to the data will be smaller if the 
amplitudes of the predicted waveforms are smaller than 
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those of the observed waveforms, biasing the solution to- 
ward lower slip values and a lower seismic moment. To 
correct for this bias, I adopt the median ratio of peak 
amplitudes for the y component of motion in the observed 
versus predicted seismograms to rescale the slip model. 
The resulting ratio of 1.8 eliminates the waveform-ampli- 
tude misfit and scales the seismic moment to 2 . 3 ~ 1 0 ~ ~  N- 
m, a result consistent with that determined in other studies. 
A more satisfactory way to address this problem in future 

studies would be to use aftershock recordings to calibrate 
site and path effects. 

Deconvolved displacements, obtained by integrating the 
corrected accelerograms, bandpass filtering between 0.33 
and 2 Hz, and deconvolving the assumed slip-velocity 
function, are compared with the observed data in figure 4. 
The 220' component of motion at stations near the fault 
trace, or on the northwest-southeast extension of the fault 
trace, is predicted quite well by the rupture model; this 
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Figure 4.-Fit to fault-perpendicular (220' clockwise from north) (A)  and fault-parallel (130' clockwise 
from north) (B) components of deconvolved displacement at 20 strong-motion stations used in inversion (see 
fig. 1 for locations). Upper curve, predicted seismogram; lower curve, observed seismogram. 220Â compo- 
nent of displacement was used to scale rupture model so that median peak amplitudes in predicted seismo- 
grams fit median peak amplitude in observed seismograms. 
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component of motion at these stations is dominated by SH 
waves. In contrast, the 130' component of motion at these 
stations is rather poorly fitted by the rupture model (for 
example, the 130' component of motion at sta. COR, fig. 
I), a result attributable to the fact that this component 
consists largely of P-SV waves and is nearly nodal for an 
idealized planar fault. Irregularities in fault geometry and 
lateral heterogeneity in the velocity structure are the prob- 
able causes of these discrepancies (Cormier and Beroza, 
1987; Beroza and Spudich, 1988). Stations far removed 
from the fault are not predicted to be nodal, and the model 
does a much better job of fitting these data. 

The slip amplitude in the hypocentral region was found 
to be approximately 1 m; immediately updip from the 
hypocenter it is even less. This result is consistent with 
the observation that the station at Corralitos (COR, fig. 1) 
recorded relatively small slip amplitudes, despite its loca- 
tion nearly directly updip from the hypocenter. I find two 
main areas of concentrated slip (fig. 35). One area is cen- 
tered 7 km northwest of the hypocenter at 14-krn depth, 
with a peak slip of 4.5 m, and is responsible for the large 
amplitudes observed at stations northwest of the hypo- 
center. The other area, located 12 km southeast of the 
hypocenter at 12-km depth, with a peak amplitude of 5.9 I 
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Figure 4.-Continued 
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ALONG-STRIKE DISTANCE, IN KILOMETERS 

SLIP AMPLITUDE, IN CENTIMETERS 

ALONG-STRIKE DISTANCE, IN KILOMETERS 

Figure 5.-Slip amplitudes (A-C) and rake (D) in rupture model of earthquake. A, Right-lateral component 
of slip vector. Note that most slip occurs southeast of hypocenter (at 0 km along strike and 0 km updip). B, 
Reverse dip-slip component of slip vector. Note that most slip occurs northwest of hypocenter. C, Total slip. 
D, Local orientation (rake) and relative length of slip vector (motion of hanging wall). 
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m, is responsible for the large amplitudes observed at 
stations southeast of the hypocenter. Several other high- 
slip areas on the southeastern section of the fault are less 
well constrained, owing to the station distribution. 

The overall extent of the high-slip area in this model is 
from about 13 krn northwest of the hypocenter, near the 
intersection of the surface traces of the Sargent and San 
Andreas faults, to 20 km southeast of the hypocenter. 
This area is considerably smaller than the extent of the 
aftershock zone, which is approximately 50 km. Nearly 
all the slip occurred at 9- to 16-km depth. Substantial slip 
is thus confined to an area of about 230 krn2, quite small 
for an Mr=6.9 event. 

With few exceptions (for example, Romanowicz and 
Lyon-Caen, 1990), slip in the 1989 Loma Prieta earth- 
quake has previously been modeled as oblique, with a 
constant rake. I allowed the rake to vary in the rupture 
model by separately estimating variations in the dip-slip 
and strike-slip amplitudes. The distributions of right-lat- 
era1 strike slip, reverse slip, and total slip are plotted in 
figures 5A, 55, and 5C, respectively, and the local orien- 
tation (rake) and relative length of the slip vector in fig- 
ure 5D. Slip near the hypocenter is oblique, but to the 
northwest it is dominated by the dip-slip component, and 
to the southeast by the strike-slip component. The peak 
reverse-slip amplitude is 4.4 m, in the high-slip area north- 
west of the hypocenter (fig. 3B) where the strike-slip am- 
plitude is less than 1 m. The peak strike-slip amplitude is 
5.9 m in the high-slip area southeast of the hypocenter 
(fig. 3B), where dip slip is low. Farther to the southeast, 
slip is purely right lateral. Although I find a strong spatial 
partitioning of slip, the proportions of the total strike-slip 
and dip-slip moments are the same in this model as in the 
teleseismic and geodetic models. This consistency is de- 
rived rather than imposed because no teleseismic data and 
no constraint on the point-source moment tensor are used 
in the modeling. 

The partitioning of total slip into strike-slip and dip- 
slip components is a surprising result, and it would be 
useful to determine whether such variations are required 
by the data. To do so, I devised a simple norm that mini- 
mizes the deviation of the slip vector from a constant 
assumed direction. If s is the estimated slip vector and so 
is the assumed slip vector, then the norm to be minimized 
while fitting the data is given by a ( ~ - s ) ~ (  s-so), where 
the superscript T denotes the vector transpose and the 
factor a determines the importance assigned to fitting the 
assumed rake. By modeling the data with different values 
of a ,  the variations in rake required to fit the data can be 
determined. 

In applying this procedure, I assumed the relative pro- 
portions of the slip vector to be 1.6 m of strike slip and 
1.2 m of dip slip. The data do not strongly constrain the 
slip on the northwest end of the fault zone to be predomi- 
nantly dip slip, and oblique slip in the assumed direction 

will fit the data nearly as well on this segment of the 
fault. Southeast of the hypocenter, however, oblique slip 
will seriously degrade the fit to the data because at many 
stations to the southeast, the contribution of reverse slip 
to the seismograms is opposite in sign to that for strike 
slip and opposite to that observed. 

COMPARISON WITH OTHER STUDIES 

Four extended-source models of the earthquake have 
previously been published (Beroza, 199 1 ; Hartzell and oth- 
ers, 1991; Steidl and others, 1991; Wald and others, 1991). 
Although many of the data are common to these four 
studies, several differences in the analyses can lead to 
varying results, including different frequency bands, data 
selection (for example, velocity versus displacement seis- 
mograms), station corrections, model parametrizations, 
matrix-inversion methods, and solution methods for the 
forward problem. I now briefly review the assumptions used 
in each study in comparison with those used in this paper. 

Beroza (1991) used the horizontal components of dis- 
placement in the frequency band 0.33-2 Hz for 20 of the 
closest strong-motion stations. The parametrization of the 
rupture history allowed each point of the fault to slip only 
once, with a constant slip-velocity function (tell2 singu- 
larity) and duration (0.3 s) of slip after rupture. The inver- 
sion was performed by using a tomographic backprojection 
technique that approximates a least-squares inversion with 
inequality constraints on the slip direction and smooth- 
ness constraints on the perturbations to slip amplitude and 
rupture time. The forward problem was solved by using 
geometric-ray theory in a time-dependent Kirchoff for- 
mulation (Spudich and Frazer, 1984). This method has 
some advantages over more computationally intensive, 
complete-seismogram methods in that it eliminates the 
need for a subfault formulation, but it is applicable only 
at frequencies high enough that near-field contributions 
are unimportant. 

Steidl and others (1991) modeled strong-motion veloc- 
ity records from 20 near-source stations filtered over the 
frequency band 0.05-1 Hz. In their parametrization of the 
rupture history, they divided the fault plane into subfaults 
and allowed each subfault to slip once with variable slip 
amplitude and rupture time, using a constant slip velocity 
function (isosceles triangle) of 1-s duration. The inver- 
sion was performed with inequality and smoothness con- 
straints. The forward problem was solved by using a 
complete-seismogram method. 

Hartzell and others (1991) used teleseismic P waves 
from 24 stations and SH body waves from 16 stations in 
the Global Seismic Network at frequencies above 1 Hz 
and great-circle distances of 30'-90'. In their parametri- 
zation of the rupture history, they divided the fault into 
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can be determined. This point varies from station to sta- 
tion, with a substantially lower frequency of validity for 
several stations; however, because it is difficult to predict 
when this breakdown will occur, it is better to be conser- 
vative in choosing the lower-frequency limit. 

It would be desirable to include lower-frequency data 
in future inversions. One impediment is that nearly all the 
stations are analog, and so the low-frequency information 
is difficult to recover. It is surprising how much of the 
signa -1 is lost in this way. The same complete seismo- lem. 

grams shown in figure 7 are plotted in figure 8, high-pass 
filtered at 0.25 Hz, which is a typical lower limit for 
displacement derived from analog strong-motion records. 
The other seismograms, which are not high-pass filtered, 
indicate how much signal is lost in the digitization. Po- 
tential slow or smooth components of the earthquake 
rupture that generate no strong high-frequency waves 
would be much more easily visible at lower frequencies. 
Accurate digital accelerographs could alleviate this prob- 
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Figure 6.-Amplitude of total slip in extended-source models of earthquake. Star, hypocenter. A, Model of 
Beroza (1991). B, Combined strong-motion teleseismic model of Wald and others (1991). C, Ly model of 
Hartzell and others (1991). D, Model of Steidl and others (1991). 
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COMPARISON WITH LONG-PERIOD NEAR- pass filter at 1 Hz and a high-pass filter at 0.0 
SOURCE DATA two seismograms are compared in figure 9. 

1 Hz. The 

Although only high-frequency seismograms were used 
to calculate the rupture model, the availability of digital 
strong-motion records of the 1989 Loma Prieta earthquake 
allows a comparison of my rupture model with observa- 
tions at much longer periods. For this purpose, complete 
seismograms were calculated, using the DWFE method, 
for the displacement data from the accelerograph at the 
station in the Santa Theresa Hills (SJS, fig. 1). These 
seismograms were then filtered with a zero-phase, low- 

The agreement is fairly good on all three components, 
suggesting that the parametrization and assumptions used 
here are capable of representing most of the slip in the 
earthquake. The apparent static offset on the 130' and 
vertical ( z )  components match the observed seismograms 
quite well, but the 220' component is somewhat 
overpredicted by the rupture model. The most obvious 
disagreement between the two seismograms is a tendency 
for the large displacement pulse to be somewhat broader 
in the observed waveforms than in the predicted seismo- 
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Figure 6.-Continued 
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grams. This difference could have several causes, includ- 
ing a lower rupture velocity, rupture propagation farther 
to the northwest, or a longer rise time. The generally good 
agreement between the predicted and observed seismo- 
grams at long periods for this station suggests that the 
rescaled model correctly recovers the seismic moment of 
the earthquake and that the parametrization of the rupture 
process is consistent with the data even at very long 
periods. 

Such long-period near-source data can provide valuable 
constraints on the rupture history and are not as sensitive 
to path and site effects as high-frequency data. If the digi- 

tization is accurate enough, the strong-motion data can 
also record the static offset. Measuring static displace- 
ments in this way would provide important information 
and be free of the reference-frame problems that plague 
most geodetic measurements. 

EXTENT OF COSEISMIC RUPTURE AND THE 
POTENTIAL FOR FUTURE EARTHQUAKES 

Coseismic faulting extended over slightly more than 
half of the 50-km-long aftershock zone, from about 13 

scz BRN 

WHO SJS 

TIME, IN SECONDS 

Figure 7.-Theoretical seismograms calculated by using discrete-wavenumberlfinite-element method (upper 
curve) in comparison with ray-theoretical seismograms (lower curve) for 130Â° 220Â° and vertical (2)  compo- 
nents of displacement over frequency band 0.33-2 Hz at five strong-motion stations (see fig. 1 for loca- 
tions). 
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km northwest to 20 km southeast of the hypocenter. To 
the northwest, rupture reached the intersection of the San 
Andreas and Sargent faults. To the southeast, rupture ex- 
tended into the region where the fault plane delineated by 
aftershocks warps into a vertical fault (Dietz and Ellsworth, 
1990). 

The geometry of the Loma Prieta fault plane and the 
depth of faulting make it difficult definitively to associate 
the 1989 Loma Prieta earthquake with the San Andreas 
fault. All we can say is that rupture propagated upward 
from the hypocenter until it reached a point about 10 krn 

below the surface trace of the San Andreas fault. Slip at 
shallower depths is much lower in all the extended-source 
models, and the aftershock distribution becomes diffuse. 
If the San Andreas fault is vertical in this area, as sug- 
gested by the sparse seismicity before the earthquake 
(Olson, 1990), then the earthquake may have ruptured a 
fault distinct from the San Andreas and terminated at the 
lower reaches of the San Andreas fault. The San Andreas 
fault may even have acted as an obstacle to rupture during 
the earthquake. The location and geometry of slip in the 
earthquake cast doubt on long-term forecasts of the 1989 
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Figure 8.-Theoretical seismograms calculated using discrete-wavenumberlfinite-element method for 130' 
and 220' components of displacement, unfiltered (solid line) and highpass filtered at 0.25 Hz (dashed 
curve), at five strong-motion stations (see fig. 1 for locations), showing how high-frequency displacement 
records recovered from analog accelerograrns represent only a small fraction of ground motion recorded at 
longer periods. 
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Loma Prieta earthquake based on estimates of shallow 
slip on the San Andreas fault in previous earthquakes. 

Additional doubts about any long-term forecast of the 
earthquake are raised by the work of Segall and Lisowski 
(1990) who demonstrated that the motion of Loma Prieta 
(fig. 1) in the 1906 San Francisco earthquake was com- 
pletely unlike that in 1989. Their analysis indicated that 
much more strike slip occurred in the southern Santa Cruz 
Mountains during the 1906 earthquake than during the 
1989 earthquake and that much of the slip in 1906 was 
shallow. Because most slip in the 1989 earthquake oc- 
curred below 10-km depth, this earthquake cannot be con- 

sidered a repeat of the 1906 earthquake in the southern 
Santa Cruz Mountains, even if both earthquakes occurred 
on the same fault. 

The results of this study and of that by Segall and 
Lisowski (1990) suggest that the coincidence of long-term 
forecasts of a large earthquake on the southern Santa Cruz 
Mountains section of the San Andreas fault (Lindh, 1983; 
Sykes and Nishenko, 1984; Thatcher and Lisowski, 1987; 
Working Group on California Earthquake Probabilities, 
1988) with the occurrence of the 1989 Loma Prieta earth- 
quake may have been only fortuitous. The potential for 
future earthquakes on this segment of the San Andreas 
fault is estimated to be extremely low (Working Group on 
California Earthquake Probabilities, 1990); however, the 
results presented in this paper suggest th 
seismic hazard remains uncertain and 
is widely appreciated. 

HETEROGENEOUS FAULTING AND 
AFTERSHOCKS 

0 10 20 
TIME, IN SECONDS 

Figure 9.-Theoretical seismograms calculated by using the discrete- 
wavenumberlfinite-element method (upper curve) in comparison with 
observed seismograms (lower curve) for 130Â° 220Â° and vertical (z) 
components of displacement over frequency band 0.01-1.0 Hz at station 
SJS (fig. 1). Vertical component has been inverted so that positive val- 
ues correspond to upward motion. Horizontal lines, zero displacement 
level. 

Well-located aftershocks from the USGS (Oppenheimer, 
1989), as well as large early aftershocks (Simila and oth- 
ers, 1990), are projected onto the assumed fault plane 
along the fault-normal vector in figure 10. There is a dis- 
tinct correlation between areas of high slip during the 
main shock and areas of low aftershock activity. The stron- 
gest concentration of aftershocks to the northwest is situ- 
ated just beyond the end of the high-slip area at the 
intersection of the San Andreas and Sargent fault traces, 
about 15 km along strike. Included in this group are the 
large, early aftershocks located by Simila and others 
(1990). The area of very low slip directly updip from and 
southeast of the hypocenter shows a considerable amount 
of aftershock activity. The two patches of very high slip 
occurred on parts of the fault that showed very little after- 
shock activity. Also, very few aftershocks occurred in the 
hypocentral region. 

The tendency for high-slip areas during earthquakes to 
be deficient in aftershocks relative to adjacent areas of the 
fault, which has been noted by several investigators (for 
example, Hartzell and Mendoza, 1988; Beroza and 
Spudich, 1988; Houston and Engdahl, 1989) is important 
in understanding the cause of rupture heterogeneity. Two 
possible explanations for heterogeneous rupture are that 
the heterogeneity is controlled by fault-zone heterogeneity 
or by the dynamics of a fault with uniform properties. 

In the fault-zone-heterogeneity model, high-slip areas 
in the main shock are areas of enhanced strength, either 
because of variations in material properties or because of 
complexities in the fault-zone geometry (Kanamori, 198 1). 
These areas are too strong to rupture except during large 
earthquakes, accounting for the observation that high-slip 
areas show little seismicity during both the aftershock 
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sequence and the interseismic period (for example, Hous- 
ton and Engdahl, 1989; Schwartz and others, 1989). 

In the alternative model, high-slip areas are not due to 
changes in material properties. Horowitz and Ruina (1989) 
showed how complex rupture behavior is possible with a 
spatially homogeneous fault. In their model, a wide range 
of slip behavior results from a homogeneous fault gov- 
erned by a state-variable friction law (Dieterich, 1979). In 
such a model, it is unclear how aftershocks would be 
related to main-shock slip; however, aftershocks and earth- 
quakes during the interseismic period may be controlled 
in the same way. If so, then variations in seismicity 
may result from the same fault-constitutive behavior 
responsible for the spatial variations in main-shock slip. 
Thus, it may be impossible to differentiate between the 
two models by comparing the distribution of main-shock 
slip with the distribution of seismicity. 

The most promising approach to differentiating between 
these models may be to use independent data to infer 
variations in fault-zone properties at depth. High-slip ar- 
eas during the 1989 Loma Prieta earthquake correlate fairly 
well with areas of high seismic velocities within the fault 
zone, as determined by Eberhart-Phillips and others (1990) 
and Lees. (1990). If rupture variations during many earth- 
quakes were systematically correlated with such fault-zone 
heterogeneity, it would argue persuasively for a causal 
relationship. 

VARIATIONS IN SLIP DIRECTION 

In the rupture model of the 1989 Loma Prieta earth- 
quake, slip ranges from nearly pure strike slip at the south- 
east end of the rupture zone to nearly pure reverse slip at 

the northwest end. Such a strong variation in slip direc- 
tion over a short distance of about 20 krn is a surprising 
result. As discussed above in the section entitled "Re- 
sults," slip northwest of the hypocenter could be modeled 
as oblique without substantially degrading the fit to the 
data, but it was much more difficult to introduce a sub- 
stantial reverse-slip component to slip southeast of the 
hypocenter. Variations in rake during rupture have been 
observed during other earthquakes, such as the 1979 Im- 
perial Valley, Calif., earthquake (Olson and Apsel, 1982), 
but not on such a large scale. If this rupture model is 
correct, there ought to be supporting evidence in other 
data sets. 

Broadband teleseismic studies may provide additional 
constraints, but apparently the data can be fitted quite 
well with a point source of oblique slip. Geodetic data 
could provide an independent check on the rupture model, 
and other studies (Marshall and others, 1991; see Will- 
iams and others, this chapter) support a variation in rake 
similar to the one found here. Support for this variation 
might also be found in the focal mechanisms of after- 
shocks analyzed by Oppenheimer (1990). Although there 
is a great diversity of mechanisms, he reported that events 
northwest of the hypocenter tend to have oblique mecha- 
nisms, whereas those southeast of the hypocenter tend to 
have purely strike-slip mechanisms (Oppenheimer, 1990). 
Beroza and Zoback (1993) tested whether aftershocks re- 
lieve the main-shock-induced stress change implied by 
rupture model and found that they do not. Thus, the use 
of aftershock mechanisms may neither confirm nor deny a 
strong variation in rake. 

A source of potential bias in the estimate of rake is the 
inadequacy of the theoretical Green's functions. If the 
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Figure 10.-Distribution of well-located aftershocks of MSl.0 that occurred during October 1989 superim- 
posed on assumed fault plane in rupture model (see fig. 3B), showing correlation between high-slip areas 
and areas of low aftershock activity. Note abundant aftershock activity in low-slip areas both updip and 
northwest of hypocenter (at 0 km along strike and 0 km updip). 
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polarity of the predicted waves differs substantially from Schwartz, Paul Segall, Paul Spudich, and David Wald pro- 
the true polarity, spurious variations in rake might be ob- vided helpful comments and discussions. Steve ~ a r t i e l l ,  
served. One approach to addressing this problem is to Jamie Steidl, and Dave Wald kindly provided their rup- 
model the effects of known lateral variations in velocity ture models plotted at a common scale for figure 6. Bill 
structure (Eberhart-Phillips and others, 1990; Lees, 1990) Ellsworth provided the carefully processed digital 
on the predicted waveforms by combining dynamic ray accelerograms from stations SJS used in figure 8 and sug- 
tracing with the high-frequency, near-source approxima- gested comparing my model with the data at low frequen- 
tion (Cormier and Beroza, 1987). Another approach is to cies. Marino Protti-Quesada and Walter Schillinger 
model the ground motion of aftershocks, for which focal provided data from the UCSC accelerographs. Thanks are 
mechanisms are well known (Oppenheimer, 1990). Use also due to the USGS, CDMG, and UCSC for having the 
of these techniques should allow this issue to be addressed foresight to deploy strong-motion instrumentation in the 
in the future. study area. 

CONCLUSIONS 
Coseismic faulting extended over slightly more than 

half of the 50-km-long aftershock zone, from about 13 
km northwest to 20 km southeast of the hypocenter. To 
the northwest, rupture reached the intersection of the San 
Andreas and Sargent faults. The southeast end of rupture 
extends to the region where the fault plane delineated by 
aftershocks warps into a vertical fault. Nearly all of the 
slip occurs below 10-km depth, and rupture in the updip 
direction may have been terminated by a vertical San An- 
d r e a ~  fault. The depth and location of slip on a dipping 
fault that terminates -10 km below the surface trace of 
the San Andreas fault suggest that forecasts of an M=7 
earthquake on the San Andreas fault in the southern Santa 
Cruz Mountains based on estimates of shallow slip in 
previous earthquakes may not be relevant for the 1989 
Loma Prieta earthquake and that the seismic hazard on 
this segment of the San Andreas fault remains uncertain. 

We find two areas of very high slip: one approximately 
7 km northwest of the hypocenter at 12-km depth and 
another 6 km southeast of the hypocenter at 14-km depth, 
with peak slip amplitudes of 4.5 and 5.9 m, respectively. 
These high-slip areas are observed to have a relative pau- 
city of aftershocks, whereas regions of low slip within the 
rupture zone have a relative abundance of aftershocks. 
This observation, together with the correlation of areas of 
high slip with areas of anomalous seismic velocity, sug- 
gests that rupture heterogeneity is caused by strength het- 
erogeneity in the fault zone. 

There is a surprisingly rapid and strong variation in slip 
direction from nearly pure strike slip southeast of the hy- 
pocenter to nearly pure dip slip to the northwest over a 
very short distance of -15 km. This substantial change 
in rake is corroborated by recently published geodetic 
models. 
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ABSTRACT 

We analyze displacement, velocity, and acceleration 
records of P and SH body waves recorded at teleseismic 
distances to determine the static and dynamic source pa- 
rameters of the 1989 Loma Prieta earthquake. Three dis- 
tinct bursts of energy corresponding to three subevents 
can be recognized in most records. The displacement wave- 
forms indicate that the first subevent contributes a negli- 
gible moment, whereas the largest releases of moment 
and energy are controlled by the second and third 
subevents, which are located north and south of the initial 
nucleation. A small fourth subevent needed to model later 
features of the P waveforms suggests that slow slip con- 
tinued after the major releases of energy occurred. The 
waveforms are fitted with a fault-plane solution with a 
strike of 130Â° a dip of 65O, and a slip of 140' for all four 
subevents, The focal depths of the two major subevents 
are 16 and 12 km, and their asperity radii are 4.0 and 6.0 
km, respectively. The seismic moment, Mo, is 2 . 2 ~ 1 0 ~ ~  
dyne-cm. From a spectral analysis of teleseismic velocity, 
the radiated energy, Es, is estimated at 1 . 1 ~ 1 0 ~ ~  dyne-cm, 
implying an apparent stress of 15 bars. From the level of 
the high-frequency end of the teleseismic acceleration spec- 
trum and a rupture area of 440 km2, we derive a dynamic 
stress drop of 5 1 bars. 

INTRODUCTION 

The focal parameters for the 1989 Loma Prieta earth- 
quake, as determined by the U.S. Geological Survey's 

National Earthquake Information Center (NEIC), are ori- 
gin time, 0004: 15.2 G.m.t. October 18, 1989; location, lat 
37.036' N., long 121.883' W.; body-wave magnitude 
mb=6,6; and surface-wave magnitude M ~ 7 . 1 .  This earth- 
quake was well recorded by many digitally recording seis- 
mograph networks, The purpose of this paper is to analyze 
the source characteristics of the earthquake by using high- 
quality broadband data selected from these stations. By 
"broadband" we mean that the data are processed so that 
they are flat to displacement, velocity, or acceleration from 
frequencies of at least 0.01 to about 5.0 Hz. The advan- 
tages of using broadband records to derive details of the 
rupture process of large earthquakes have been enumer- 
ated in recent papers (for example, Choy and Boatwright, 
1981, 1988; Choy and Dewey, 1988). Besides the usual 
parameters of depth, moment, and focal mechanism, these 
data have sufficient spectral content to provide estimates 
of radiated energy, associated stresses, and rupture com- 
plexity. 

DATA PROCESSING 

The broadband data analyzed here were obtained from 
digitally recording stations of the Global Digital Seismo- 
graph Network (GDSN), the Chinese Digital Seismograph 
Network (CDSN), and the Global Seismographic Network 
(GSN), Only stations at distances greater than 30' from 
the epicenter are used in our waveform modeling. The 
global distribution of the stations used is shown in figures 
1 and 2. Because raw data from globally recording net- 
works are generally not directly proportional to either dis- 
placement or velocity over a wide and continuous range 
of frequencies, broadband records were obtained by using 
the method of Harvey and Choy (19821, which uses mul- 
tichannel instrumeat deconvolution and, whenever neces- 
sary, recombines data recorded on separate channels with 
overlapping frequency bands. After processing, the body- 
wave displacements and velocities generally are well de- 
termined over the frequency range from at least 0.01 to 
5.0 Hz. 
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ANALYSIS OF' THE MAIN SHOCK set represents only a tiny part of the rupture process. As 
shown in the broadband displacement (fig. 3B), this onset 

From even a preliminary examination of displacement is followed by two major releases of moment. Similarly, 
and velocity records, three distinct bursts can be recog- in the velocity record (fig. 3C), this onset is followed by 
nized in most of the broadband pulse shapes. A typical two major episodes of energy release. In our modeling, 
short-period record is shown in figure 3A. The initial on- we associate each arrival of energy release with a subevent, 
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Figure 1 .-P-wave displacements (solid traces) and synthetic seismograms (dashed traces) at global digital 
seismic stations (identified by letter codes) of main shock, plotted about focal sphere. Focal mechanism has 
a strike of 130Â° a dip of 6 5 O ,  and a slip of 140'. Absolute amplitude of data is recoverable by measuring 
vertical amplitude, comparing it with vertical axis (scaled in microns, p), and dividing it by magnification 
factor given next to each displacement trace. Shape of average moment-release rate is plotted on time axis. 
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Figure 2.-SH-wave displacements (solid traces) and synthetic seismograms (dashed traces) at global digi- 
tal seismic stations (identified by letter codes) of main shock, plotted about focal sphere with SH-nodal 
lines of fault-plane solution. x's indicate SS takeoff angles, some of which fall near nodal lines, Absolute 
amplitude of data is recoverable by measuring vertical amplitude, comparing it with vertical axis (scaled in 
microns, p), and dividing it by magnification factor given next to each displacement trace. Shape of average 
moment-release rate is plotted on time axis. 
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However, because the arrival of subevent 1 is too small to 
model, we start our modeling of the rupture process with 
subevent 2. Finally, because most stations reported only 
the initial arrival, the hypocenter computed by most re- 
porting agencies refers to the onset of nucleation, which 
is not necessarily where the major releases of energy oc- 
curred. 

To exploit the broad-bandwidth data, we used the meth- 
ods of Choy and Boatwright (1981, 1988) and Choy and 
Kind (1987) to estimate the focal mechanism, depth, and 
source duration of the subevents composing the earth- 
quake. For a single shallow source, the far-field P-wave 
displacement, U ,  is given by 

where Gi and Qi are the propagation and source operators 
for body waves i=P, pP,  and sP. For simple coherent 
sources, synthetic displacements are computed by using 
triangular source functions. Displacements for a complex 
rupture are synthesized by summing the waveforms from 
a sequence of coherent subevents lagged in time as a func- 
tion of azimuth. For body waves recorded between dis- 
tances of approximately 30Â°<A<900 the propagation 
operator accounts for geometric spreading, the crustal re- 
sponse at source and receiver, and the effects of propaga- 
tion in the Earth. To describe attenuation, we use the 
frequency-dependent dispersive operators of Choy and 
Cormier (1986), modified, as described by Boatwright and 
Choy (19861, to account for the regionally strong attenua- 
tion along Western United States-shield ray paths (Der 

TIME, IN SECONDS 

Figure 3.-Three different representations of P wave at station TOL, 
Arrows indicate onsets of subevents 1,  2, and 3. A,  Raw short-period 
data. B, Broadband displacement. Onset of subevent 1 is clearly subor- 
dinate in size to onsets of subevents 2 and 3. C, Correponding broad- 
band velocity. 

and others, 1982). The response of the Earth is calculated 
by applying the method of Haskell (1962) to an Earth 
model that uses Jeffreys-Bullen velocities for the struc- 
ture in the mantle and near the receivers, and the velocity 
model of Dietz and Ellsworth (1990) for the location of 
aftershocks in the Loma Prieta region. Displacement data 
are systematically fitted by trial and error with synthetic 
seismograms until optimal agreement is obtained between 
observed and synthetic waveforms. Any remaining dis- 
crepancies between the synthetic and observed seismo- 
grams are minor and may be due to unknown crustal 
response near the receivers. 

The P and SH displacement waveforms used in our 
analysis are plotted about the focal spheres in figures 1 
and 2, respectively. The average moment-release rate 
shows that the rupture process involving subevents 2 and 
3 was essentially over within approximately 7 s. A rela- 
tively minor fourth subevent is needed to model later fea- 
tures of the P waves. The best-fitting solutions for the 
subevents 2 and 3 have the same focal mechanism (strike, 
130'; dip, 65'; slip, 140'). These parameters are excepi 
tionally well constrained to within 35' because the take- 
off angles of the body waves (direct P, pP, sP, SH, and 
sSH) straddle both sides of the P, SV, and SH nodal lines. 
The focal depths are 16 and 12 km, respectively, for 
subevents 2 and 3. As a small arrival, subevent 4 is poorly 
constrained; we assume that it has the mechanism and 
depth of the third and dominant subevent. Subevent 3 
releases 50 percent of the moment, while subevents 2 and 
4 release 34 percent and 16 percent, respectively. The 
total moment, Mo, is = 2 . 0 ~ 1 0 ~ ~  dyne-cm. The radiated 
energy, computed by using the spectral method of Boat- 
wright and Choy (19861, is 1 . 1 ~ 0 . 1 ~ 1 0 ~ ~  dyne-cm. 

From an inversion of the differential arrival times of 
the subevents, the hypocenters and delay times of 
subevents 2 and 3 can be found relative to the point of 
nucleation of subevent 1. Subevent 2 is located 4.5 km 
from subevent 1, at an azimuth of 028'. The hypocenter 
of subevent 3 is 8 km away from that of subevent 1 at an 
azimuth of 168'. The delay times of subevents 2 and 3 
relative to subevent 1 are 1.4 and 3.5 s, respectively. The 
semimajor axes of both 95-percent-confidence ellipses are 
oriented nearly north-south with lengths of 2.0 km. The 
azimuths of subevents 2 and 3 relative to subevent 1 dif- 
fer from the dominant strike delineated by aftershock ac- 
tivity. Because of their spatial proximity and uncertainty, 
however, the locations of the subevents are not regarded 
as significantly off the main fault. Furthermore, these 10- 
cations must be considered preliminary because of the 
sparsity of data from southern azimuths. The onset of 
subevent 1 could not be reliably read above the microseism 
level on records from most island stations. 

The average source functions for subevents 2 and 3 
have rise times of 1.5 and 2.5 s, with total durations of 
7.0 and 5.0 s, respectively. Using the relation of Das and 



A36 MAIN-SHOCK CHARACTERISTICS 

Kostrov (1986) for the rise time of the source function T 
and the asperity radius a ,  ~=a lv ,  where the rupture veloc- 
ity v is assumed to be 75 percent of the shear velocity, we 
obtain asperity radii of 4 and 6 km for subevents 2 and 3, 
respectively. These geometries are shown as circles on a 
vertical cross section of aftershocks viewed parallel to the 
strike of the San Andreas fault (fig. 4). The subevents 
were located by using the coordinates of the main shock 
(Dietz and Ellsworth, 1990) as the location of subevent 1. 

To extract further information from the teleseismic ar- 
rivals, we used the method of Boatwright and Choy (1989) 
to examine the radiated acceleration in the frequency do- 
main. The first step of this method is shown in figure 5A, 
where the solid curve is the logarithmically averaged ac- 
celeration spectrum, corrected for both geometric spread- 
ing and anelastic attenuation. This spectrum must still be 
corrected for the effect of the free surface, that is, the 
spectral modulations caused by interference of the depth 
and the direct phases. This free-surface interference 
(dashed curve, fig. 5A) is modeled by accounting for the 
focal mechanism, the average depth of the rupture, and 
the depth range of the rupture. Note that the shallow trough 
at 0.2 Hz in the free-surface spectrum does not fit the 
shallow trough at 0.4 Hz in the average-acceleration spec- 
trum. This trough at 0.4 Hz is presumed to arise from the 
complexity of the moment-release rate, not the interfer- 
ence of the free surface. 

Dividing the average-acceleration spectrum by the free- 
surface spectrum yields the corrected acceleration spec- 
trum, which is plotted in figure 5B. The m2 line that has 
been fitted to the low-frequency end of the spectrum 
(0.012-0.06 Hz) corresponds to a seismic moment Mo of 
2 . 2 k 0 . 5 ~ 1 0 ~ ~  dyne-cm, in agreement with the time- 

domain analysis. Overall, the spectral shape appears to be 
remarkably similar to Brune's (1970) m2 spectral model, 
notwithstanding the slight modulation from 0.07 to 0.5 
Hz. Estimating the corner frequency, fa, at 0.12 to 0.15 
Hz, using the relation 

based on Brune (1970), where a is the P-wave velocity, 
and assuming a corner frequency shift of 1.5, we obtain a 
source radius r of 13 to 16 km as an estimate of the 
overall source size. This estimate is larger than the com- 
bined asperity radii of the two major subevents derived 
from the time-domain analysis. Although time-domain 
analysis helps resolve discrete episodes of stress release, 
spectral analysis is sensitive to the overall rupture pro- 
cess. The corner frequency of 0.12 to 0.15 Hz is then 
representative of the overall duration of faulting, about 6 
to 8 s. The spectral estimate of source radius should be 
interpreted as a length characteristic of the overall rupture 
process. 

Our spectral estimate of the source size agrees well 
with the seismicity pattern that developed during the first 
few hours after the main shock. The distribution of after- 
shocks that occurred in the first 3.5 hours after the main 
shock (fig. 4) suggests that the rupture area can be ap- 
proximated as an ellipse, with a semimajor axis of 20 km, a 
semiminor axis of 7 km, and a total rupture area, A, of 
440 km2. This estimate of the overall rupture area can be 
combined with the high-frequency spectral level, Rul, of 
1 .6xlo7 cm21s to estimate the rms dynamic stress drop at 

DISTANCE, IN KILOMETERS 

Figure 4.-Aftershocks within first 3.5 hours of main shock (from Eberhart-Phillips and others, 1990). 
Circular-asperity geometries of subevents 2 and 3 (circles), resolved from time-domain analysis, indicate 
heterogeneous stress release. Large ellipse outlines rupture zone used in calculating stress drop. 
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Figure 5.-Acceleration spectra. A, Logarithmically averaged acceleration spectrum from 12 stations (solid 
curve), corrected for geometric spreading and anelastic attenuation. Modulation of free-surface spectrum 
(dashed c u ~ e )  fits modulation of averaged acceleration spectrum. Free-surface spectrum is modeled with 
focal mechanism with a strike of 130Â° a dip of 65O, and a slip of 140'; with a centroid depth of 12.0 km; 
and with a vertical range of rupture of 10.0 km. Units of square centimeters per second result from 
correction of acceleration spectrum for geometric spreading. B, Corrected acceleration spectrum, bounded 
by 85-percent-confidence limits. Low- and high-frequency parts of spectrum are fitted by a2 and flat lines, 
respectively. 



A38 MAIN-SHOCK CHARACTERISTICS 

51k12 bars, using equation 4 of Choy and Boatwright 
(1988) for a rupture direction assumed to be within 60' of 
updip. 

DISCUSSION 

From the relative locations of the major subevents and 
the distribution of aftershocks, the causative fault plane 
can be identified from the focal mechanism as the nodal 
plane striking 130'. This fault plane is both colinear with 
the dominant trend of aftershock activity (Dietz and 
Ellsworth, 1990) and consistent with the locations of 
subevents north and south of the initial hypocenter. 

The stress release of the main shock is slightly hetero- 
geneous, as indicated by the asperity geometries resolved 
by the time-domain analysis (fig. 4). Assuming that the 
coordinates of the main shock obtained by Dietz and 
Ellsworth (1990) correspond to those of subevent 1, the 
depth of the initial nucleation is 18 km. The subsequent 
major releases of stress and energy occur both updip and 
away from this initial nucleation. 

An important characteristic of the aftershock sequence 
is that almost all the aftershock activity immediately after 
the main shock is concentrated around and beyond the 
edges of the asperities derived from seismogram model- 
ing (fig. 4). The absence of activity within these asperities 
suggests that the areas became inactive after stress was 
relieved. After the main shock, stress would have been 
transferred to weaker patches on the fault interface adja- 
cent to the asperities, where failure would continue to 
occur in the form of small earthquakes. 
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ABSTRACT 

We have inverted broadband digital teleseismic body 
waves (P and SH) to obtain the slip history of the 1989 
Loma Prieta earthquake. Comparison of finite-fault wave- 
form-inversion results, using L,  and L2 norms, reveals 
some basic uncertainties in the rupture history that are not 
generally appreciated in earthquake-source studies. The 
more robust features of the source that depend less on the 
choice of minimization norm are identifiable. From a con- 
sideration of first-motion data and forward modeling of 
body waves, the strike and dip of our model fault plane 
are set at 126O and 67O, respectively. The waveform-in- 
version results indicate that most of the moment release 
occurs over a fault length of 35 to 40 km and a depth 
range of 2 to 18 km. The hypocenter (at 18-km depth) 
underwent a relatively small amount of slip. The rupture 
propagated upward and bilaterally, with a peak slip of 
about 3 m occurring at 10-km depth. The average velocity 
of rupture propagation is 2.5 krnls. Although the details 
of the slip distribution depend on the minimization norm, 
two main sources are identifiable, with the larger source 
above and to the southeast of the hypocenter. The rake 
vector varies considerably over the fault. The southern 
source is mostly strike slip, whereas the northern source 
is approximately equally partitioned between dip slip and 
strike slip. Also, generally more strike slip occurs at sha 
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lower depths. Most of the moment release occurs in the 
first 7.5 s, with an integrated moment of 2 . 6 ~ 1 0 ~ ~  dyne- 
cm. Including smaller, peripheral sources that are less well 
resolved raises the moment estimate to 3 . 0 ~ 1 0 ~ ~  dyne- 
cm. 

INTRODUCTION 

Numerous waveform-inversion studies over the past 10 
years have attempted to reconstruct the slip history, both 
spatially and temporally, of specific earthquakes. The prob- 
lem has been linearly formulated to solve for slip ampli- 
tudes at designated places and times (Trifunac, 1974; Olson 
and Apsel, 1982; Hartzell and Heaton, 1983, 1986; Frankel 
and Wennerberg, 1989; Mendoza and Hartzell, 1989; Das 
and Kostrov, 1990), as well as linearized iterative formu- 
lations that solve for both slip amplitudes and rupture 
times (Jackson and Matsu'ura, 1985; Kikuchi and Fukao, 
1985; Fukuyama and Irikura, 1986; Yoshida, 1986; Takeo, 
1987; Beroza and Spudich, 1988; Hartzell, 1989; Hartzell 
and Iida, 1990). Different types of data have been consid- 
ered, including strong-motion records and teleseismic 
waveforms. For some earthquakes, a combined data set of 
strong-motion records and teleseismic waveforms has been 
used (Hartzell and Heaton, 1983; Mendoza and Hartzell, 
1989; Hartzell and Mendoza, 1991). In these studies, wave- 
propagation codes are generally used to calculate syn- 
thetic Green's functions, although empirical Green's 
functions, such as aftershock records, have also been used 
(Fukuyama and Irikura, 1986; Hartzell, 1989). In addi- 
tion, geodetic data have been used to invert for fault- 
rupture histories (Langbein, 1981; Ward and Barrientos, 
1986; Segall and Harris, 1987; Vasco and others, 1988). 
All of the waveform inversions mentioned above have 
been done in the time domain; a linear frequency-domain 
inversion has also been implemented (Olson and Ander- 
son, 1988). 

Aside from the consideration of a linear versus iterative 
formulation, the type of data to invert, the use of syn- 
thetic or empirical Green's functions, or time-domain ver- 
sus frequency-domain inversion, an even more fundamental 
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question is the minimization norm to be used in the prob- 
lem. This aspect of the finite-fault inversion problem is 
rarely appreciated, and its implications for the resulting 
source model are poorly understood. The norm of choice 
has generally been the L2 or least-squares norm, the popu- 
larity of which is based on an extensive literature (Lanczos, 
1961; Jackson, 1972; Wiggins, 1972; Aid and Richards, 
1980; Menke, 1984). If b is the data vector, A the matrix 
of the synthetic seismograms, and x the solution vector 
that relates A to b in the system of linear equations Ax=b, 
then the L2 norm minimizes the sum of squares of the 
differences between predictions and observations, llb-Axl12. 
The model derived from this minimization is one of many 
possible models that fit the data. Mendez and others (1990) 
described a wave-equation norm that they applied in the 
frequency domain which finds a spatially and temporally 
smooth solution. Another model is obtained by applying 
an L,  norm, which minimizes the sum of absolute values 
of the differences between predictions and observations, 
Ib-Axl,. The Li norm was used by Langbein (198 1) to 
invert geodetic data and by Das and Kostrov (1990) to 
invert long-period teleseismic body waves. However, few 
inversion studies of fault-rupture history compare the re- 
sults for different norms (Mendez and others, 1990), and 
no known study compares L ,  and L2 models derived from 
a waveform inversion. Therefore, one objective of this 
paper is to compare these two models for the 1989 Loma 
Prieta earthquake. In so doing, we also obtain a better 
idea of the resolvable features in the slip history of this 
earthquake. 

Another important aspect of this study comes from a 
comparison of our inversion results, using broadband 
teleseismic body waves, with those from studies using 
local strong-motion data. Although few such comparisons 
are known, those that have been done show encouraging 
results (Hartzell and Heaton, 1983 ; Houston and Kanamori, 
1986, 1990; Choy and Boatwright, 1988; Hartzell, 1989; 
Mendoza and Hartzell, 1989). If similar rupture histories 
can be obtained from only teleseismic data, many more 
earthquakes for which no strong-motion data are available 
can be investigated with confidence. 

L, VERSUS L, NORM 

The reasons for choosing a particular norm concern the 
distribution of errors in the data, the distribution of obser- 
vation points around the source, and the characteristics of 
the source model considered to be desirable. Least-squares 
(L2)  analysis assumes that errors in the data have a 
Gaussian distribution, whereas the model obtained from 
application of an L, norm assumes that the errors have an 
exponential distribution (Menke, 1984). An exponential 
distribution with the same mean and variance as a Gaussian 

distribution has a much longer tail. Thus, the probability 
of a few outlying points is much higher with an exponen- 
tial distribution. Therefore, an Ln minimization can handle a 
few bad data points better by attaching less weight to them. 

An important reason for considering alternative norms 
was pointed out by Olson and Anderson (1988). An L2 
norm finds the solution that fits the data by minimizing 
llb-Axil2 and the sum of squares of the solution vector, 
1 1 ~ 1 1 ~ .  Therefore, in an inversion for fault slip, the slip 
amplitude is generally less than the true amplitude. To 
compensate, the spatial and temporal distribution of slip 
may be altered to focus energy toward the observation 
points. Thus, station-array geometry plays an important 
role in our ability to resolve the tradeoffs between slip 
amplitude and its temporal and spatial location on the 
fault, as demonstrated by Olson and Anderson. An Ll 
norm minimizes Ib-Axl, and the sum of absolute values 
of the solution vector, 1x1,. Therefore, the same tradeoffs 
exist, but with a different mathematical weighting. These 
observations motivated Mendez and others (1990) to use 
a norm that seeks a spatially and temporally smooth solu- 
tion, and Hartzell and Heaton (1983), Hartzell (1989), 
and Hartzell and Iida (1990) to use spatial and temporal 
smoothing constraints with an L2 norm. Finding the 
smoothest solution that fits the data not only finds the 
simplest solution but also resists the focusing of energy 
toward observation points, although no constraint can make 
up for a poor station distribution. 

In the teleseismic problem that we solve, the tradeoff 
between slip amplitude and its spatial and temporal loca- 
tion is not as pronounced as it could be in the near-source 
region, using a sparse strong-motion network. With 
teleseismic data, the direct phases all leave the source 
region close to vertically downward. Significant energy, 
however, cannot be erroneously focused in this direction 
without disrupting the amplitude of the surface reflected 
phases. 

Our objective in this paper is not to find the optimum 
norm to be used in finite-fault waveform inversions; nei- 
ther the L,  nor Ly norm is optimal, and many others could 
be tested. The L, and L2 norms, however, are among the 
simplest and most widely used. Instead, our objective is 
to clearly show the differences that exist between Ll and 
L2 solutions for an earthquake with a good data set and to 
use that comparison to obtain a better idea of the 
earthquake's true rupture history. 

DATA 

In this study, we use teleseismic P and SH body waves 
recorded by stations in the Global Digital Seismograph 
Network, the Chinese Digital Seismograph Network, and 
the Global Seismograph Network (GSN), International De- 
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ployment of Accelerometers (IDA), and GEOSCOPE 
(Institut de Physique du Globe, Paris) networks (table 1). 
Only stations between distances 30' and 90' are used, to 
avoid mantle triplications and shadow zones. All the seis- 
mograms are low-pass filtered with a corner frequency at 
1.0 Hz, using a Butterworth filter (Oppenheim and Schafer, 
1975), and resampled at a time step of 0.2 s. With this 
preprocessing, we lose very little of the waveform infor- 
mation but obtain a more manageable total number of 
data points (7,910) in the inversion. Of the stations used, 
12 have well-recorded long- and short-period P wave- 
forms. For these stations, the inversion uses the broad- 
band, deconvolved displacement record (Harvey and Choy, 
1982). These deconvolved records recover ground displace- 
ment from frequencies of 0.01 to 5.0 Hz. Several of these 
stations have no intermediate-period broadband channel; 
to use these stations in the inversion without a broadband 
deconvolution, we would have to use separate long- and 
short-period records. For the other waveforms, the inver- 
sion uses the broadband recording channel, with the in- 
strument response intact. All 40 of the stations listed in 
table 1 are included in the inversions, but 6 of them (as- 
terisks) are given near-zero weighting, owing to high lev- 
els of noise or nodal characteristics. In this study, "noise" 
is defined as any component of the waveform not de- 
scribed by the assumed Earth model, including anoma- 
lous propagation and receiver effects. Nodal stations are 
useful in constraining the strike and dip of the fault plane, 
which are fixed before any inversions are done. These 
stations, however, are not particularly useful in the inver- 
sions, owing to the significant changes in the waveform 
that can result from small changes in the model. The azi- 
muthal equidistant projection in figure 1 shows all the 
stations that are given full weight in the inversion. Station 
coverage is better at azimuths of 0' to 90' and 270' to 
360' The effects of the station distribution are discussed 
in detail below. 

P- and SH-wave first-motion information for the sta- 
tions used in this study is plotted in figure 2. The mecha- 
nism that we favor from these data and from forward 
modeling of P and SH waveforms has a strike, dip, and 
rake of 126', 67', and 138O, respectively. The only station 
inconsistent with this mechanism is PPT (fig. 2A), which 
has a high-frequency compressional first motion but which 
plots in a dilatational quadrant. Although the record from 
station PPT is difficult to read, the long-period energy is 
most likely dilatational. Our preferred mechanism is es- 
sentially the same as that of Romanowicz and Lyon-Caen 
(1990). 

INVERSION METHOD 

In our basic formulation of the problem, we follow 
Hartzell and Heaton (1983). A fault plane striking 126' 

and dipping 67' is divided into the equal-area subfaults 
shown in figure 3. The overall dimensions of the fault are 
chosen to encompass all the aftershocks within the 2-week 
period after the earthquake, except for a few shallow events 
to the southeast (U.S. Geological Survey staff, 1990). The 
fault is 60 km long and extends from 0.5- to 25-km depth, 
giving a downdip width of 26.6 km. A total of 200 
subfaults (20 along strike and 10 downdip) are used, each 
with dimensions of 3 by 2.66 km. The response of each 
subfault is calculated for each station in the problem by 
summing individual point-source responses. Generalized 
ray theory (Langston and Helmberger, 1975) is used to 
calculate these point-source responses. The source veloc- 
ity structure (table 2) is based on the velocity structure 
used by the U.S. Geological Survey in preliminary loca- 
tions of aftershocks. All rays with as many as two internal 
reflections in the layered stack and P- to SV-wave conver- 
sions at the surface and Moho are included in the calcula- 
tions. Attenuation is introduced by using the frequency 
dependent t* operator of Choy and Cormier (1986) for a 
surface source, where t*=1.0, 0.6, and 0.5 for P waves at 
frequencies of 0.1, 1.0, and 5.0 Hz, respectively. The S- 
wave operator has corresponding values approximately a 
factor of 4.5 larger. This attenuation operator was derived 
by simultaneously considering source and propagation path 
effects. Hartzell (1989) showed the effects of different 
attenuation models in a similar teleseismic body-wave- 
form inversion. Models with lower attenuation require less 
slip to match the same observed amplitudes. A secondary 
effect of lower attenuation is a broadening of slip regions 
to fit the same pulse widths. 

The hypocenter is fixed at 18-krn depth (U.S. Geologi- 
cal Survey staff, 1990) at the midpoint of the model fault 
plane. The rupture velocity is assumed to be constant; 
however, we try a range of plausible values from 2.1 to 
3.1 krnls. The subfault synthetic seismograms for strike- 
slip (180' rake) and dip-slip (90' rake) mechanisms form 
the basis of the matrix A. The observed waveforms strung 
end to end compose the data vector b. Together, they 
form an overdetermined system of linear equations Ax=b. 
In forming these matrices, the observed record must be 
aligned in time with the subfault synthetic seismograms; 
this operation requires picking the first-arriving energy in 
the waveforms. Whenever possible, times from short-pe- 
riod records are used. As noted by many investigators, 
inversion for fault slip is an ill-constrained problem. We 
follow Hartzell and Heaton (1983), Hartzell (1989), and 
Hartzell and Iida (1990) by requiring the slip to be posi- 
tive; this constraint translates into restricting the rake to 
between 90' and 180'. The problem is also stabilized with 
smoothing constraints on the slip that require the slip to 
vary as smoothly as possible and still fit the data. As 
discussed by Hartzell and Heaton (1983), the gridding of 
the fault plane into subfaults plays an important role in 
this smoothing process. If only a few large subfaults are 
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Table 1 .-Seismic stations used in this study 

[Networks: GEOSCOPE, Institut de Physique du Globe, Paris; GSN, Global Digital Seismograph Network, Chinese Digital 
Seismograph Network, and Global Seismograph Network; IDAIIRIS, International Deployment of Accelerometers/Incorpo- 
rated Research Institution for Seismology. Asterisks, records weighted down in inversions] 

Record type Station Distance 
(O) 

Azimuth 
(O) 

Network 

Broadband deconvolved AFI 
P waves. B JI 

COL 
GRFO 
G U M 0  
HIA 
HON* 
KEV 
KONO 
MAJO 
SCP 
TOL 

Broadband instrumental ARU 
P waves. ESK 

HRV 
MDJ 
NNA 
OBN 
RPN 
CAY 
PPT* 
WFM 
SSB 
KIP * 

Broadband instrumental ARU 
SH waves. COL* 

ESK 
HIA 
HRV 
MDJ 
NNA 
OBN 
RPN 
SCP 
TOL 
CAY 
PPT* 
WFM 
SSB 
KIP* 

GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 

GSN 
GSN 
GSN 
GSN 
IDAIIRIS 
GSN 
IDNIRIS 
GEOSCOPE 
GEOSCOPE 
GEOSCOPE 
GEOSCOPE 
GEOSCOPE 

GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
IDMRIS 
GSN 
IDMRIS 
GSN 
GSN 
GEOSCOPE 
GEOSCOPE 
GEOSCOPE 
GEOSCOPE 
GEOSCOPE 

used, there is insufficient spatial resolution of fault de- routine of Bartels and Conn (1980) is used to solve the L, 
tails. If a small subfault size is chosen and no smoothing norm problem. 
applied, however, starting and stopping phases from indi- 
vidual subfaults can play an erroneous role in modeling 
the data. Therefore, our approach is to divide the fault 

RESULTS 
into many relatively small subfaults and then apply smooth- Contours of total slip (vector sum of the strike-slip and 
ing constraints. The program NNLS of Lawson and Hanson dip-slip components) for various rupture velocities are 
(1974), a least-squares routine with constraints, is used to shown in figures 4A and 4B for the L, and L2 solutions, 
solve the L2 norm problem, and the linear-programming respectively, and the associated moment estimates and re- 



COMPARISON OF L, AND L, NORMS IN A TELESEISMIC-WAVEFORM INVERSION FOR THE RUPTURE HISTORY A43 

sidual errors for the two solutions with different rupture 
velocities are listed in table 3. As the rupture velocity 
increases, the slip distribution spreads out laterally in both 
the Ll and L2 solutions; the slip distribution is nearly 
constant with depth. These results indicate that the depth 
of faulting is well constrained by the data. The depth 

Figure 1 .-Azimuthal equidistant plot of stations from which waveform 
data were given full weight in inversion. Epicenter of earthquake (star) 
is at center of map, and map radius is 90'. 

range over which most slip occurs is from about 2 to 18 
km, regardless of the norm. Peak slip occurs at about 10- 
km depth. From the residual errors listed in table 3, a 
rupture velocity of 2.5 k d s  gives the best fit to the data 
in both the Ll and L2 solutions. An average rupture veloc- 
ity near 2.5 k d s  is also preferred in several other recent 
source inversions for moderate to large earthquakes 
(Hartzell and Heaton, 1983; Hartzell and Iida, 1990; 
Hartzell and Mendoza, 199 1). 

The Ll and L2 solutions with a rupture velocity of 2.5 
k d s  are compared in figures 5 and 6. No strong argu- 
ment can be given for one solution over the other; each 
solution fits the data fairly well, as shown in figure 7. The 
differences visible in figures 5 and 6 are due solely to the 
minimization norm. Any evaluation of an earthquake rup- 
ture-history model must be tempered with the realization 
that fundamental uncertainties can exist on the order of 
the differences visible in figures 5 and 6. 

We are now in a position to evaluate those features of 
the two solutions in figures 5 and 6 that are independent 
of the choice of an Ll or L2 norm. As stated above, both 
the Ll and L2 norms favor an average rupture velocity of 
2.5 k d s  and have most slip occurring between 2- and 18- 
km depth. Both the Li and L2 solutions are also character- 
ized by two main sources, a major one to the southeast of 
the hypocenter and a secondary one to the northwest. How- 
ever, the L2 solution is dominated considerably more by 
the southeastern source. Both solutions have a small 
amount of slip at the hypocenter and are characterized by 
upward and bilateral rupture. In both solutions, slip ini- 

Figure 2.-Equal-area lower-hemisphere projections of P-wave (A) and SH-wave ( B )  focal mechanisms of 1989 Lorna Prieta earthquake, based on 
available teleseismic first-motion data. Strike (126') and dip (67') were used in finite-fault waveform inversions; rake (138') is free to vary spatially 
from 90' (thrusting) to 180' (strike slip). 
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tiates in the hypocentral region with a significant thrust 
component and evolves into almost-pure strike slip at shal- 
lower depths, as illustrated in figure 8C. The areas of 
peak slip amplitude have a rake of about 130Â° similar to 
the point-source values obtained by other investigators 
(Choy and Boatwright, 1990; Kanamori and Satake, 1990; 
Romanowicz and Lyon-Caen, 1990; Ruff and Tichelaar, 
1990; Zhang and Lay, 1990). The rake, however, varies 
widely with position. 

Although both the L1 and L2 solutions have most of 
their moment release occurring over a fault length of 35 
to 40 km, they also have several small sources outside 
this region. The validity of these small sources is ques- 
tionable, however, because they are at the limits of our 
resolution. Comparison between the observed and syn- 
thetic seismograms shows little change in the waveforms 
when these small sources are omitted. As shown in figure 
9, the small sources all lie at rupture times greater than 
about 7.5 s from the hypocenter. In figure 8A we integrate 
the slip distribution for the L2 solution to obtain a plot of 
moment release (a comparable distribution is obtained for 
the L1 solution). Other investigators have obtained similar 
moment-release functions from teleseismic data (Choy 
and Boatwright, 1990; Kanamori and Satake, 1990; 
Romanowicz and Lyon-Caen, 1990; Ruff and Tichelaar, 
1990). The best-resolved and major component of mo- 
ment release takes place in the first 7.5 s (shaded area, 
fig. 8A). The corresponding distribution of slip on the 
fault plane is plotted in figure 85. This pattern of faulting 
is nearly identical to the rupture history obtained by Choy 
and Boatwright (1990). A source duration of 7.5 s and a 
rupture length of 35 km also agree closely with the esti- 
mates of Kanamori and Satake (1990). The moment esti- 

Table 2.-Source-velocity structure of the earthquake 

[Vp,  P-wave velocity; Vc, S-wave velocity] 

VP vs Density Thickness 
( k d s )  ( k d s )  (g/cm3) (km) 

mates listed in table 3 are 3 . 2 ~ 1 0 ~ ~  dyne-cm for the L1 
solution and 3 . 0 ~ 1 0 ~ ~  dyne-cm for the L2 solution. If only 
the first 7.5 s of each solution is considered, both of these 
estimates are decreased by 0 . 4 ~ 1 0 ~ ~  dyne-cm. Our results 
also agree well with the general fault parameters obtained 
from geodetic modeling by Lisowski and others (1990), 
who estimated a fault length of 37 krn, a depth range of 
faulting of 5 to 17.5 km, and a seismic moment of 3 . 0 ~ 1 0 ~ ~  
dyne-cm. No clear surface faulting was associated with 
the earthquake, and our results are consistent with that 
observation. The main slip occurring below about 2-km 
depth is plotted in figure 85. For the L2 solution, how- 
ever, a region of dip slip occurs at the northwest end of 
the fault close to the surface (fig. 55). Although slip on 
this segment of the fault is not well constrained, as dis- 
cussed above, it does coincide with a region of surface 
cracking (Plafker and Galloway, 1989). 

One source parameter that we have not yet addressed is 
the rise time of the source or the duration of faulting at a 
point on the fault. The source rise time is included in our 

0 
n DISTANCE ALONG STRIKEJN KIOMETERS 

Figure 3.-Parametrization of model fault plane for 1989 Loma Prieta earthquake. Fault is divided into 200 
subfaults, each 3.0 by 2.66 km. Teleseismic waveforms are inverted by using two different minimization 
norms, L,  and L2, to obtain optimal slip on each subfault. Hypocenter (star) is at 18-km depth. 
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modeling by convolving the subfault synthetic seismo- 
grams with a source-time function. All the solutions that 
we have presented so far assume a 1-s-duration, triangu- 
lar source-time function that is constant over the fault 
plane. A longer-duration source-time function was tested 
by using a 3-s-duration triangle. The resulting errors, listed 
in table 3 for a rupture velocity of 2.5 kmls, are signifi- 
cantly worse than the previous errors. 

An important aspect of the finite-fault inversion prob- 
lem that still needs to be discussed is the effect of station 
distribution. The number and location of observation 
records can significantly affect the outcome of an inver- 
sion in both teleseismic and strong-motion studies. Olson 
and Anderson (1988) showed several examples of differ- 
ent strong-motion-station distributions that yield divergent 
results. For the teleseismic problem, a good station distri- 
bution is particularly necessary for a bilateral rupture, such 
as in the 1989 Loma Prieta earthquake. In a bilateral rup- 
ture, the two halves of the fault radiate energy approxi- 
mately simultaneously. If the fault dimensions are 
relatively small, the energy from the two halves of the 
fault will arrive at teleseismic stations with only a small 
time separation. For the northern and southern sources of 
the earthquake, the time separation is approximately 1 s 
for P waves and 2 s for S waves at stations along the 
strike of the fault. These time separations are near the 
limits of resolution of the analysis, and so the slip distri- 
bution is sensitive to the phases and stations used in the 
inversion. 

The effects of using three alternative station distribu- 
tions-(1) a distribution that includes P-wave phases only, 
(2) a distribution that includes nodal phases and omits 
some nonnodal SH-wave phases, and (3) a more nearly 
uniform station distribution-are shown in figure 10. Only 
the L2 solutions are shown; the L,  solutions yield the 
same results. The distributions of stations that include the 
P- and SH-wave phases used for each inversion are shown 
in figure 11. The P-wave-only solution in figure 10 uses 
the P-wave phases from the preferred station distribution 
in figure 11A. The results in figure 10 should be com- 
pared with our preferred solution in figure 5. 

The most obvious feature of figure 10 is the instability 
of the strike-slip component of motion. When only P- 
wave phases are used (fig. lOA), the resolution of the 
strike-slip component is worst; the inversion distributes 
the slip in a ridge approximately equally north and south 
of the hypocenter. SH-wave phases are important for the 
earthquake because of the greater separation between ar- 
rival times for sources north and south of the hypocenter, 
and because near-vertical strike-slip faulting is more effi- 
cient at producing teleseismic S waves than P waves. By 
adding nodal records to the inversion and removing some 
important nonnodal SH-wave phases (fig. lOB), the major 
strike-slip faulting shifts to the north side of the hypo- 
center. The net result is that the northern source is now 

larger than the southern source. Because of the less desir- 
able station distribution, we consider this solution to be 
less likely. Finally, because our preferred distribution has 
a higher station density in Europe, we considered a more 
nearly uniform station distribution (fig. 10C). Tradeoffs 
are necessary in choosing such a distribution because the 
number of stations is limited and station quality is impor- 
tant. The resulting model is nearly identical to our pre- 
ferred solution in figure 5, in which most strike-slip 
faulting occurs south of the hypocenter and the larger of 
the two sources is also south of the hypocenter. These 
results are consistent with the strong-motion inversion 
models of Beroza (1991) and Steidl and others (1991). 
We prefer the solution in figure 5 because it uses all the 
best-quality records and omits nodal records, which we 
do not ordinarily use for the above-mentioned reasons. 

All three solutions in figure 10 have more shallow dip- 
slip faulting than our preferred model. This result is most 
likely erroneous and due to the exclusion of SH-wave 
phases and (or) the inclusion of nodal stations, which con- 
tain larger amounts of late-scattered energy. Shallow dip- 
slip motion is hard to resolve (or omit) in an inversion 
using only teleseismic P waves because the downgoing P- 
wave phase is nearly canceled by the upgoing pP-wave 
phase. The shorter the period of the P wave, the better it 
will be at resolving shallow dip-slip motion. In addition 
to the three solutions in figure 10, we also tried several 
inversions including SV waves. A judicious selection of 
these phases added no new information or failed to change 
the solution significantly from that in figure 5. Owing to 
the uncertainties in the SV waveforms and their likely 
contamination with converted phases, these inversions are 
considered less accurate. 

The distribution of slip for the L2 solution and a rupture 
velocity of 2.5 kmls is compared with the pattern of after- 
shocks during the 2-week period after the earthquake (Dietz 
and Ellsworth, 1990; Simila and others, 1990) in figure 
12. Most aftershocks plot within the boundaries of the 
area of major slip. On closer inspection, aftershocks seem 
to concentrate in the areas of least slip or highest gradient 
in the main-shock slip. This conclusion is made particu- 
larly easy if all the aftershocks are plotted with the same 
symbol, regardless of magnitude. Several recent studies 
have found that foreshocks and aftershocks occur in areas 
that did not slip during the main shock or in areas of 
stress concentration due to the main-shock slip (Stein and 
Lisowski, 1983; Mendoza and Hartzell, 1988; Engdahl 
and others, 1989; Houston and Engdahl, 1989; Schwartz 
and others, 1989; Hartzell and Iida, 1990). 

CONCLUSIONS 

The effect of the minimization norm in finite-fault in- 
versions has not been adequately considered. The solu- 
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tions obtained by using Ll and L2 norms for the 1989 
Loma Prieta earthquake differ significantly, and we are 
unable to judge which is better. Neither norm is optimal, 
and more work is needed to find norms that do not pro- 
duce undesirable tradeoffs in the earthquake-source model. 

By considering L, and L2 solutions, we arrive at the 
following parameters for the earthquake that are common 
to both norms. The major faulting has a length of 35 to 40 
km and a depth extent from 2 to 18 km. The hypocentral 
region has only minimal slip. The rupture grows upward 
from the point of initiation and bilaterally at an average 
velocity of 2.5 kmls. There are two main areas of slip. 
The largest is above and southeast of the hypocenter and 
is centered at 10-km depth; this source dominates the L2 
solution and has more nearly equal weight in the Li solu- 
tion. The second source is northwest of the hypocenter 
and is also centered at about 10-km depth. The rake var- 
ies with position on the fault, ranging from mostly dip 
slip in the hypocentral region to almost pure strike slip at 
shallower depths. The southern source also has a larger 
component of strike-slip motion than the northern source. 
Most of the moment release occurs in the first 7.5 s, with 
an integrated moment of 2 . 6 ~ 1 0 ~ ~  dyne-cm. This part of 
the rupture is the best resolved. Including peripheral, sec- 
ondary areas of slip raises the moment to 3 . 0 ~ 1 0 ~ ~  dyne- 
cm. The peak slip amplitude is about 3 m, and the preferred 
average source-time duration is about 1 s. 

This study also raises several questions regarding fu- 
ture slip along this section of the San Andreas fault. First, 
because little slip occurred in the uppermost region of the 
fault (above 2-km depth), will this section of the fault 
rupture in another earthquake, or is strain being relieved 
by another mechanism? Also, both the Ll and L2 solu- 
tions show slip on the southeastern section of the fault to 
be considerably larger (fig. 5). Should we expect future 
slip on the section northwest of the hypocenter, owing to 
the slip deficit calculated for the earthquake? These ques- 
tions might be answerable by taking a closer look at the 
slip history of this section of the San Andreas fault. 
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Figure 4.-Continued 

Table 3.-Results of inversion using L, and Li norms 

Time-function Rupture 
duration Norm velocity Moment Residual 

(s) (1 026 dyne-cm) error 
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Figure 8.-Best-fitting solution for Ly norm. A, Moment release. Most moment release, which also is best 
resolved, occurs within the first 7.5 s. B, Contours of total slip (in centimeters) as a function of position, 
corresponding to shaded area of moment-release function in figure 8A. C, Vector plot of rake as a function 
of position, including slip vectors on all subfaults. Size of arrows is proportional to amplitude of slip. 
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at 2.5-s intervals for a constant rupture velocity of 2.5 kmls, which 
and L2 norms. Star, hypocenter. 



Figure 10.Ã‘Contour of slip (in centimeters) in L2 solution, showing strike slip (180Â° top plot), dip slip (90Â° middle plot), and vector sum of strike slip and dip slip (bottom plot) for three alternative 
station distributions: a distribution that includes P-wave phases only (A), a distribution that includes nodal phases and omits some nonnodal SH-wave phases (B), and a more nearly uniform 
distribution (C) .  All inversions use a rupture velocity of 2.5 kmls and a 1-s-duration source-time function. Because rupture is bilateral, with only small time differences between phases arriving from 
sources on north and south halves of fault, solution is sensitive to phases and stations used in inversion. 
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Figure 12.-Comparison of aftershock locations with distribution of slip in best-fitting L2 solution (fig. 5). 
Aftershock hypocenters are projected perpendicularly onto dipping plane of model fault. Only aftershocks 
that occurred during 2-week period after earthquake within a perpendicular distance of 2 km from fault are 
plotted. Triangles, aftershocks located by Simila and others (1990). 

4 Figure 11.-Azimuthal equidistant plots of stations from which P (left 
plot) and SH (right plot) waveform data were used in preferred model 
(fig. 5) (A) ,  and two alternative station distributions: a distribution that 
includes nodal phases and omits some nonnodal SH-wave phases(B), 
and a more nearly uniform distribution (0. 
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ABSTRACT 

We have modeled strong-motion and geodetic data by 
using a frequency-domain inversion technique to infer the 
rupture characteristics of the 1989 Loma Prieta earthquake. 
The inversion determines the static offset from geodetic 
data and the slip velocity from strong-motion data for 
individual points on an assumed fault plane. Formulation 
of the inverse problem in the frequency domain allows 
inversion of both data sets and eliminates the requirement 
inherent in time-domain methods to specify the pulse 
shape, rise time, and rupture dynamics before the inver- 
sion. These properties are then derived from the inver- 
sion. The assumed fault plane is 16 by 40 km (top edge 
4.25 km below the surface), strikes 129', dips 69' SW., 
and contains the hypocenter. The total static offset is 
smoothly distributed, with a maximum slip of 1.4 m and a 
seismic moment of 2 . 5 ~ 1 0 ~ ~  dyne-cm; the largest strike- 
slip displacements are to the southeast, and the largest 
reverse-slip displacements are to the northwest. The geo- 
detic data are fitted substantially better by our model, 
which agrees with aftershock locations, than by the mod- 
els in previous studies, which have the slip surface out- 
side the aftershock zone. Preliminary modeling of the 
strong-motion data suggests that rupture propagation to 

the northwest may follow propagation to the southeast, 
that the rupture velocity of 3.5 kmh (96-100 percent of 
the local shear-wave velocity) is higher than inferred by 
other studies, and that the rise time (approx 1.75 s for an 
area where the highest slip velocities occur) may be longer 
than previously reported. 

INTRODUCTION 

The 1989 Loma Prieta earthquake provides an outstand- 
ing opportunity to apply the various methods of inferring 
slip on a finite fault from records of ground motion. More 
than 25 components of strong ground motion are avail- 
able from within 40 km of the epicenter, as well as re- 
cordings from standard and broadband seismic instruments 
worldwide. In addition, a dense geodetic network pro- 
vides data on the permanent ground offsets caused by the 
earthquake. In this study, both strong-ground-motion 
records and geodetic data are used to derive slip models 
for the earthquake. 

We use a frequency-domain inver5ion technique (Olson 
and Anderson, 1988) with a wave-equation norm (Mendez 
and others, 1990) to calculate the slip models. Formula- 
tion of the inversion within the frequenc domain allows 
both geodetic and seismic data to be mod il ed by the same 
procedure, providing an interesting comparison of the re- 
solving power of the two data sets. In addition, the fre- 
quency-domain inversion technique eliminates the need 
to specify source shape, rise time, and rupture dynamics 
as in most time-domain inversion methods, allowing these 
parameters in the slip model to be estimated from the 
solution after the inversion. 

We begin by briefly reviewing the results of previous 
finite-fault-modeling studies of the earthquake. Then, we 
present the method and data used in this study, along with 
the inversion results for both the geodetic and strong- 
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motion data. Finally, we compare these results with those 
of previous studies. 

PREVIOUS STUDIES 

Three studies have used geodetic data to infer fault 
geometry and slip for the 1989 Loma Prieta earthquake. 
Lisowski and others (1990) forward-modeled strain and 
displacement measurements from before and after the 
earthquake. Their best-fitting model has 1.6 m of right- 
lateral strike slip and 1.2 m of reverse slip uniformly dis- 
tributed on a planar fault surface 37 km long-, striking 
136O, dipping 70Â° and extending from 5- to 17.5-km depth. 
The fault strike approximately parallels the surface trace 
of the San Andreas fault and overlaps the area of after- 
shocks with generally the same length, dip, and depth 
range. Lisowski and others determined a seismic moment 
of 3 x 1 0 ~ ~  dyne-cm for the main shock. 

Snay and others (1991) applied the same technique to 
an expanded data set and investigated nonplanar geom- 
etries. Their preferred fault is "kinked," with two seg- 
ments: one dipping 90' and extending from 4.8- to 9.0-km 
depth, and the second dipping 70Â° sharing a common 
edge with the upper surface, and extending from 9.0- to 
15.1-km depth. The average slip amplitude predicted for 
each surface is similar for the strike-slip component, ap- 
proximately 1.9 m. The dip-slip components, however, 
differ by a factor of 2: 1 .O m for the upper surface and 2.3 
m for the lower. Although the slip amplitudes determined 
in the "kinked" model are larger than those determined by 
Lisowski and others (1990), the estimated seismic mo- 
ment ( 2 . 8 ~ 1 0 ~ ~  dyne-cm) is similar because the fault area 
in Snay and others' study is smaller. This result high- 
lights the tradeoff between fault area and average slip 
amplitude for models with a constant moment. 

Marshall and others (1991) modeled vertical-displace- 
ment measurements made in the vicinity of Loma Prieta 
before and after the earthquake. They searched for the 
best planar and listric faults, finding that both types of 
faults produced results consistent with the observed data. 
Their best-fitting planar model with uniform slip is 34 km 
long, striking 12g0, dipping 60Â° and extending from 4- to 
15-km depth; the slip is 2.4 m right lateral and 1.7 m 
reverse. Interestingly, their best-fitting model faults are 
above and to the southwest of the aftershock zone. They 
obtained a better fit by dividing the fault into a northwest- 
ern segment with larger thrust component and a south- 
eastern segment with larger strike-slip component, This 
model gives a seismic moment of 2 . 2 ~ 1 0 ~ ~  dyne-cm for 
the main shock and an average slip amplitude of 2.1 me 

Four other studies used seismic data to infer the spatial 
and temporal slip history during the earthquake. These 
studies all assumed a simple planar fault geometry related 
to the location of the hypocenter and the distribution of 

aftershocks. Like the geodetic studies, these studies also 
systematically investigated the model-parameter space to 
obtain the best solution; however, the model parameters 
of concern were rupture velocity and rise time. The stud- 
ies differed mainly in the data set analyzed and the details 
of the inferred slip distribution. 

The slip model of Steidl and others (1991) was derived 
from strong-motion data covering a broad range of azi- 
muths and distances. Their best-fitting solution is for a 
rupture velocity of 3.0 k d s  and a rise time of 1.0 s. They 
found that slip at the southeast end of the fault has a 
larger strike-slip component and at the northwest end a 
largir reverse-slip component. They also found larger dis- 
placements in these areas than updip from the hypocenter. 
The seismic moment after scaling by a factor of 1.5 is 
estimated at 3 . 5 ~ 1 0 ~ ~  dyne-cm. They found a complex 
rupture front that propagated faster to the south than to 
the north but that the areas of high slip at both ends radi- 
ated simultaneously. 

Beroza (1991) obtained a similar model from a smaller 
set of strong-motion stations at closer distances. He found 
that slip varies in amplitude and rake, and that little slip 
occurs updip from the hypocenter. There are two main 
areas of concentrated slip: one to the northwest with a 
larger reverse-slip component, and one to the southeast 
with a larger strike-slip component. Slip amplitudes in 
these patches exceed 4.5 m, and the total seismic moment 
after scaling by a factor of 1.8 is estimated at 2 . 3 ~ 1 0 ~ ~  
dyne-cm. The assumed source pulse used in this study has 
an extremely short rise time, 0.3 s, and rupture was found 
to propagate bilaterally from the hypocenter at a velocity 
of 2.7 to 3.1 k d s ,  depending on depth. 

Wald and others (1991) inverted both teleseismic and 
strong-motion data. They obtained self-consistent results 
for separate inversions of the teleseismic or strong-mo- 
tion data and the combined data set. Their results are 
generally consistent with the previous seismic studies. They 
preferred bilateral rupture at a velocity of 2.7 k d s  and 
rise time of 0.7 s. They observed a varying slip ampli- 
tude, with slip concentrated in two patches, one to the 
northwest and another to the southeast, and with little slip 
updip from the hypocenter. They found similar rakes 
(14S0), however, at both ends of the fault and a larger 
moment release from the northeastern segment. They 
showed evidence of a foreshock occurring approximately 
2 s before the main energy release; this foreshock had the 
hypocentral location determined from regional data, 

Hartzell and others (1991) reported similar results from 
inverting teleseismic data. They found the larger moment 
release from the southeast end to be dominantly strike 
slip, whereas equal components of strike slip and reverse 
slip occurred at the north end. Of interest in their study is 
a comparison of the two norms, Ll and L2: they found 
that the details of the slip distribution are affected by the 
choice of norm (see Hartzell and others, this chapter). 
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METHOD 

This study utilizes a frequency-domain inversion for 
slip velocity on a finite fault (Olson and Anderson, 1988) 
with the wave-equation norm of Mendez and others (1990). 
The method leads to a wavelike solution that is spatially 
and temporally smooth. In addition, the method is ame- 
nable to different data sets, allowing the use of both geo- 
detic and strong-motion data. We briefly summarize the 
salient features of the method below (for details, see Olson 
and Anderson, 1988; Mendez and others, 1990; and 
Mendez and Anderson, 199 1). 

At some observation point x, the nth component of ve- 
locity can be expressed through the representation theo- 
rem as 

where dn(x,t) is the nth component of the observed veloc- 
ity-time series at point x, E is the fault surface with nor- 
mal v, [v(&,t)] is a velocity discontinuity across the fault 
surface at point 6,  and c ~ ~ ~ ( & , x ; ~ )  is the stress tensor at 
point & due to a point force applied in the nth direction at 
point x. We define the Fourier transform pair 

rewrite the representation theorem in the frequency do- 
main, and discretize the fault surface to give 

where dn(x,f) is the Fourier spectral value at frequency f 
of the observed ground velocity, [vS(k,f)lk is the compo- 
nent of the discontinuity in the direction of strike occur- 
ring at the kth segment ([vd(k,f)]* is the dip-slip 
component), Tsn(k,x;f) is the component of traction re- 
solved in the direction of strike at segment k on the fault 
surface due to a point force applied in the nth direction at 
point x (Tdn(k,x;f) is the dip-slip component), K is the 
total number of fault segments, and AX is the area of an 
individual fault segment. Finally, this equation can be writ- 
ten in matrix form as 

d = Tv, (2) 

Equation 2 is solved independently for each frequency 
over a finite bandwidth, using the Chebyshev method 
(Olson, 1987). We used an eigenvalue bandwidth (bla) of 
10.0 in determining the final solution. The time history 
for each segment on the fault can be obtained by taking 

the inverse Fourier transform of the spectral values in v 
over this frequency bandwidth. 

Equation 2 is generally underdetermined, and its solu- 
tion is nonunique. A particular solution obtained by sin- 
gular-value decomposition would have a minimum length 
as measured with the L2 norm. The properties of this so- 
lution were investigated by Olson and Anderson (1988) 
and found to be strongly influenced by the station distri- 
bution. Recently, Hartzell and others (1991) investigated 
the difference between time-domain inversions performed 
by using both the Ll and L2 norms and found differences 
in the characteristics of the inferred slip distributions (see 
Hartzell and others, this chapter), 

This study uses the wave-equation norm of Mendez 
and others (1990), which minimizes the importance of 
station distribution. This norm is based on the wave-equa- 
tion operator 

A wavelike solution can be found by minimizing the L2 
norm of 

TD-4.1 = d 
u = Dv, 

where D represents the matrix resulting from discretization 
of the wave-equation operator for a prescribed rupture 
velocity c over the fault plane. The method produces a 
wavelike solution with the minimum slip amplitude con- 
sistent with the data. We do not perform any rescaling as 
do Mendez and others (1990) to obtain the most nearly 
constant slip amplitude. 

The model-parameter space is investigated by system- 
atically varying the model parameters to obtain a solution 
with the minimum data-prediction error. A solution for 
the static offset is found by varying the strike and dip of 
the fault surface, and for the velocity discontinuity by 
varying the rupture velocity c used in constructing the 
wave-equation norm over the range 2.5-1,000.0 kmls. 
Varying the model parameters in this way serves to high- 
light certain features of the solution that are robust, re- 
turning with each new parametrization. We believe these 
robust features of the solutions are significant, and so we 
stress these characteristics in the discussion below. 

DATA 

The locations of the geodetic and strong-motion sta- 
tions used in the inversion are shown in figure 1. The 
geodetic data are from the Global Positioning Satellite 
(GPS) measurements (large solid squares) of Lisowski and 
others (1990) and the leveling measurements (small open 
squares) of Marshall and others (1991). The strong-mo- 
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tion data were provided by the California Division of 
Mines and Geology (CDMG); details on the strong-mo- 
tion stations are listed in table 1. 

Geodetic observations form the data set to be inverted 
for the static offset during faulting. This static offset cor- 
responds to the value of the velocity spectrum 
and the area under the velocity-time function as 
evaluating the Fourier transform at 0.0 Hz: 

at 0.0 Hz 
shown by 

Marshall and others (199 1) reported coseismic eleva- 
tion changes that are used directly in equation 1. The 
measurements of successive bench marks, however are 
highly correlated, and so treating the leveling data as in- 
dependent coseismic station-elevation changes may exag- 
gerate the importance of any measurement error made 
along the leveling line. We treat the data in this way to 
compare our results with those of Marshall and others. 

GPS measurements provide data on the horizontal and 
vertical changes in length (as vectors) between station 
LOMA and the other four GPS stations (fig. 1). These 
length changes between observations points can be ac- 
commodated by modifying equation 1 so that 

where dn(x,  f) - dn(y ,  f) is the change in length (the vec- 
tor component in the nth direction) between observation 
points x and y , and qn (k, x; f) - qn (k, y; f) is the difference 
in the strike-slip component of traction on the fault plane 
resulting from point sources applied at x and y 
T: (k, x; f) - T: (k, y; f) is the corresponding dip-slip com- 
ponent). Because the velocity discontinuity is linearly re- 
lated to both the vertical displacement and the length 
change, both leveling and GPS data may be used simulta- 
neously to solve for the static offset on the fault. 

Strong-motion records from SMA-1 accelerometers at 
seven CDMG stations (fig. 1) were inverted to character- 
ize the dynamic aspects of the rupture process. The data 
were processed by the CDMG, including digitization, in- 
tegration (to obtain velocity), and bandpass filtering be- 
tween 0.1 to 25.0 Hz. We Fourier-transformed the data at 
intervals of 0.02 Hz for frequencies of 0.1 to 1.0 Hz. The 
lower limit is directly determined by the high-pass corner 
frequency of the filter used in processing the data. Reli- 
able information at lower frequencies is not contained in 
the data. 

The upper limit of 1.0 Hz is related to our ability to 
adequately model the Green's functions. The Green's func- 

tions used in this study are produced by the wave-num- 
ber-integration computer program PROSE (Apsel and 
Luco, 1983; Luco and Apsel, 1983). This program uses a 
one-dimensional velocity model but includes near- and 
far-field terms, The velocity model used in this study is 
based on the 10-layer model of Deitz and Ellsworth (1990) 
and is the same as that used by Steidl and others (1991). 
We believe that a layered velocity model is adequate only 
at lower frequencies, and so we set the upper frequency 
limit of the inversion at 1.0 Hz. The need to adequately 
model the Green's functions led to discarding from the 
inversion the data from stations where site response ap- 
peared to contribute significantly. 

RESULTS 

Our analysis of geodetic and strong-motion data to de- 
termine the rupture characteristics on a finite fault is ac- 
complished in two major steps. The first step involves 
actual inversion of the data. This inversion results in spec- 
tral values (amplitude and phase) for each segment on the 
fault. 

The initial problem to be solved in the first step in the 
analysis is to define the optimum fault geometry. We pre- 
fer that the fault plane contain the hypocenter estimated 
from regional data (Dietz and Ellsworth, 1990). In addi- 
tion, the fault plane is chosen to overlap the zone of after- 
shocks that occurred within 24 hours after the main shock 
(fig. 2A). The aftershocks appear to dip southwest, and 
the dipping trend is largely confined to depths of 4 to 18 
km, although some scattered activity occurs at shallower 
depth (fig. 2B). The fault plane dips 69'. The fault dimen- 
sions, 16 by 40 km, were largely determined from figure 
2. The fault is divided into 1- by 1-km segments, and the 
hypocenter (star, fig. 2) is near the center bottom edge of 
the fault. 

The inversion is performed independently for each fre- 
quency, and we begin by performing a single inversion at 
0.0 Hz. The result can be interpretqd directly as the static 
offset (total slip at points on the fault) and easily evalu- 
ated physically. Thus, various fault geometries can easily 
be tested to obtain a suitable geometry for the inversion at 
all frequencies. The minimum rms residual (observed mi- 
nus predicted ground motion) for the inversion was ob- 
tained by setting the fault strike at 129' and the dip angle 
at 69'. The minimum rms residual is found by varying the 
strike or dip independently in separate inversions of the 
geodetic data. Fixing the dip at 7000 and varying the strike 
from 1 10' to 150' leads to a minimum rms residual at a 
strike of 129', as shown in figure 3A; fixing the strike at 
129' and varying the dip from 50' to 90' leads to a mini- 
mum rms residual at a dip of 69O, as shown in figure 3B. 
This optimum fault geometry is used to invert the geo- 
detic and seismic data. 
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The static offset during the earthquake, as determined 
by the inversion of the geodetic data, is plotted in figure 
4. The strike-slip component (fig. 4A) indicates that mo- 
tion at the southeast end of the fault was dominantly strike 
slip. The largest strike-slip displacements, approximately 
1.2 m, are centered 7 km southeast of the hypocenter, at 
11-km depth; the dip-slip displacement in the same area 
is only 40 cm. The dip-slip component (fig. 4B) indicates 
that motion at the northwest end of the fault was domi- 
nantly dip (reverse) slip. The largest dip-slip motions, ap- ~ proximately 1.2 m, are centered 9 km northwest of the 
hypocenter at 11-km depth. The total slip (fig. 4C) is 
more nearly uniformly distributed. The area of maximum 
total slip, about 1.4 m, is centered slightly to the north- 
west of the hypocenter at about 11-km depth. The seismic 
moment, based on the total slip amplitude, is 2 . 5 ~ 1 0 ~ ~  
dyne-cm. 

The original leveling data are compared with the pre- 
dicted values from the inversion of the geodetic data in 

figure 5. The largest values are positive and occur imme- 
diately over the northwestern section of the fault. The 
predicted values generally agree well in both magnitude 
and sign with the observed data, as shown in figure 5B. In 
areas where the predicted values differ in sign from the 
observed data-for example, in the east and west-both 
the actual and predicted ground displacements are small, 

Marshall and others (1991) used a misfit-to-noise (MI 
N) ratio as a measure of the goodness of fit between pre- 
dictions and observations. This ratio is given by 

where AHo is the observed elevation change, AHc is the 
calculated elevation change, N is the number of bench 
marks, Nfis the number of fixed model parameters (NF~) ,  

Figure 1.-Loma Prieta region, Calif., showing locations of strong-motion stations (triangles) and Global 
Positioning Satellite stations (large solid squares) used in this study. Small open squares, sites of leveling 
observations; star, epicenter of earthquake; shaded rectangle, projection of assumed fault plane onto the 
Earth's surface. 



A64 MAIN-SHOCK CHARACTERISTICS 

Table 1 .-California Division of Mines and Geology strong-motion sta- 
tions used in this study 

Location CDMG Latitude Longitude 
(fig- 1) code (ON.) cow.) 

CAP Capitola --------- 125 36.974 121.952 
COR Corralitos ------- 007 37.046 121.803 
G l  Gilroy ----------- 379 36.973 121.572 
G2 Gilroy ----------- 380 36.982 121.556 
G3 @Iroy ----------- 381 36.987 121.536 
SAN Santa Cruz ------ 135 37.001 122.060 
SAR Saratoga --------- 065 37.255 122.031 

and o is the observed error (see Marshall and others, 
1991). A prediction fits the observations to within the 
noise level of the data when M/NSl.O (Marshall and oth- 
ers, 1991). The MIN ratio for the static offset shown in 
figure 4 is 0.80. 

The inversion was also performed for each frequency 
between 0.1 and 1.0 Hz, using data from the strong-mo- 
tion stations. For example, contours of the Fourier spec- 
tral amplitude determined from the inversion at 0.14 Hz 
are plotted on the fault plane in figure 6. Because this 
frequency represents one of the lowest frequencies ob- 
tained by inverting the strong-motion data, we expect some 
correlation between the areas of high slip predicted for 
the static offset and the areas of high energy release pre- 
dicted for this frequency. Although both the strike-slip 
component (fig. 6A) and the dip-slip component (fig. 6B) 
are more complex than for the static offset, similarities do 
exist. In the southeastern area, displacement is dominantly 
strike slip, and in the northwestern area, dominantly dip 
slip. The increased complexity may indicate greater spa- 
tial resolution at this higher frequency but could also re- 
sult from some dynamic property of the rupture. 

Contouring the Fourier spectral amplitudes on the fault 
plane (fig. 6) indicates areas of slip or energy release at a 
particular frequency but gives no information about tim- 
ing, and so the second step in the analysis is to character- 
ize the dynamic aspects of the rupture process. This step 
involves taking the inverse Fourier transforms of the spec- 
tral values determined in the inversion, resulting in a ve- 
locity history for each segment of the fault. The band 
limitation of the strong-motion data for the earthquake, 
however, introduces some ambiguity into the interpreta- 
tion of these time series, as shown in figure 7. A ramp 
function with an offset of 90 cm that occurs over a period 
of 1.75 s is plotted in figure 7A. The velocity-time series 
obtained by differentiating this ramp function is plotted in 
figure 7B, and the velocity-time series after bandpass fil- 
tering with a Butterworth filter with corner frequencies at 
0.1 and 1.0 Hz is plotted in figure 7C. The filtering of low 
frequencies from the velocity-time series results in a. band- 
limited signal characterized by positive and negative 

swings of approximately equal amplitude. Because the 
velocity-time series associated with the inversion are also 
band limited, figure 7C indicates that these signals are 
expected to be double sided. Finally, figure ID shows 
that integration of the filtered velocity-time series pro- 
duces no permanent offset. 

Figure 8 shows that the inversion velocity-time series 
and the bandpass-filtered velocity-time series (fig. 7C) 
approximately correspond. From comparison with figure 
7, the initial motion of the bandpass-filtered velocity func- 
tion evidently corresponds to the direction of slip on the 
fault, and the width of this initial pulse is approximately 
the same as the duration of slip on the fault. In our model, 
the initial strong pulses are in the negative direction for 
both the strike-slip and dip-slip components. Within the 
coordinate system that we use, this direction corresponds 
to right-lateral and reverse slip on the fault, as expected. 

Time slices of the spatial distribution of the strike-slip 
and dip-slip distribution of velocity on the fault plane at 
1-s intervals are shown in figure 9. T=O corresponds to 
the origin time for the hypocentral location reported by 
Dietz and Ellsworth (1989). Only the negative contours 
are plotted in figure 9 because we believe that the initial 
negative pulses are more directly related to the actual 
velocity pulses on the fault plane and because plotting 
both the positive and negative contours would be too con- 
fusing. The first large energy release (above the noise 
level of 10 c d s )  occurs after 2 s on the strike-slip com- 
ponent in the area of the hypocenter (star, fig. 9). The 
rupture propagates largely as strike-slip motion to the 
southeast until 5 s; the largest energy release occurs at 3 s 
approximately 7 km southeast of the hypocenter at about 
17-km depth. At 5 s, rupture begins in the area just north 
of the hypocenter on both the strike-slip and dip-slip com- 
ponents and propagates to the northwest until 9 s. The 
largest energy release during this period occurs on the 
dip-slip component 20 km northwest of the hypocenter. 
Contours of slip at the southeast end of the fault between 
7 and 9 s are mostly the second negative swing of the 
bandpass-filtered velocity pulse (see fig. 8). As such, these 
contours are not interpreted as velocity pulses but are 
considered noise. 

The observed and predicted seismograms at each strong- 
motion station used in the inversion are compared in fig- 
ure 10. These predictions match the data extremely well. 

DISCUSSION 

The model for the static offset (fig. 4) during the 1989 
Loma Prieta earthquake derived in this study agrees rea- 
sonably well with those of previous studies using geo- 
detic data, given that our model has many more fitting 
parameters. Our model suggests a smooth distribution of 
total slip and predicts a seismic moment of 2 . 5 ~ 1 0 ~ ~  dyne- 
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cm; the seismic moment determined in other studies of 
the geodetic data ranges from 2 . 2 ~ 1 0 ~ ~  to 3 . 0 ~ 1 0 ~ ~  dyne- 
cm. Our solution is most similar to that of Marshall and 
others (1991) for a planar fault divided into two segments. 
By assigning a larger reverse-slip component to the north- 
western segment and a larger strike-slip component to the 
southeastern segment, their data-prediction error was re- 
duced. Our fault is divided into 640 subfaults, providing 

the opportunity for much spatial variation in slip on the 
fault plane. A robust feature of our solution is the domi- 
nance of dip slip to the northwest (approx 3:l) and of 
strike slip to the southeast (approx 3:1), although the total 
slip is more evenly distributed along the fault. 

Two substantial differences between our model of the 
static offset and that of Marshall and others (1991) are 
that their best-fitting model lies outside the aftershock 

-20 -15 -10 -5 0 5 10 15 20 

DISTANCE,  IN K I L O M E T E R S  

Figure 2.-Postearthquake aftershock activity. A, Loma Prieta region, Calif., showing locations of Loma 
Prieta main shock (star) and epicenters of aftershocks during 24-hour period after earthquake (asterisks). 
Shaded rectangle, projection of assumed fault plane onto the Earth's surface. Fault is 40 km long and strikes 
129'. Note that main shock is located near center of aftershock zone. B, Cross section oriented perpendicular 
to fault. Shaded rectangle, cross section of assumed fault plane. Fault dips 69' SW. and ranges in depth from 
approximately 4 to 19 km; fault plane contains hypocenter of earthquake (star) and falls within aftershock 
zone. 
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zone and their average slip amp1 itude of 2.1 m is signifi- 
cantly larger than the peak slip amplitude of 1.4 m that 
we obtain. Because they obtained an MIN ratio of 1.33 for 
their best (two rake) model, whereas our model has an MI 
N ratio of 0.8, our model fits the data significantly better. 
Possible explanations for the better fit include differences 
in faulting area or elastic constant between the two stud- 
ies, differences related to modeling ground displacements 
with a uniform versus a layered half-space, and the ability 
in our model to concentrate slip where needed to most 
effectively account for the observations. 

The results of our dynamic solution (fig. 9) are consis- 
tent with a small foreshock occurring 2 s before the onset 
of significant energy release and little or no propagation 
of the rupture front away from the hypocenter during that 
time, as suggested by Wald and others (1991). These re- 
sults also indicate a change in rake from nearly strike slip 
southeast of the hypocenter during the initial stage of fault- 
ing, through oblique slip near the hypocenter at the begin- 
ning of the second stage of faulting, to nearly reverse slip 
near the northwest edge of the fault at the end of the 
second stage. Both Beroza (1991) and Steidl and others 
(1991) observed a similar rotation in the rake vector from 
southeast to northwest. This rotation of the rake vector is 
also consistent with our model of the static offset, as well 
as that of Marshall and others (199 1). 

Several features of our model of the dynamic rupture 
(fig. 9) derived from strong-motion data are robust. The 
duration of faulting is consistently shorter than 10 s, the 
rupture velocity is consistently about 3.5 k d s ,  and radia- 
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tion of energy typically occurs from the southeast end of 
the fault before the northwest. The propagation rate of 
rupture on the fault plane is fairly consistent for different 
assumed values of c used in constructing the wave-equa- 
tion norm, leading us to regard this value as a fitting 
parameter rather than a physical quantity. This result is 
not completely unexpected because Mendez and others 
(1990) found that the right rupture velocity (for a syn- 
thetic test case) was returned by the inversion, although 
the wrong c value was used in constructing the norm. 
Thus, we considered c values as large as 1,000 km/s, which 
produced a smoothed solution with the general features 
previously mentioned. The solution in figures 9 through 
11 is for c=6 M s .  

Although a duration of faulting shorter than 10 s was 
found in each finite-fault study using seismic data, rup- 
ture velocities in those studies range only from 2.5 to 3.1 
k d s .  In addition, those studies consistently found that 
energy radiates from both ends of the fault simultaneously, 
although Steidl and others (1991) determined that rupture 
propagated to the southeast faster than to the northwest. 
Because these results are somewhat inconsistent with ours, 
we investigated whether they may result from an inaccu- 
racy in the assumed trigger time of station SAR (the trig- 
ger time was not recorded). 

Station SAR (fig. I), which lies at the northwest end of 
the fault and recorded large-amplitude arrivals, is the key 
to our solution. If this station is omitted from the inver- 
sion, the rupture does not propagate to the northwest at 
all. We estimated a trigger time for this station by assum- 
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Figure 3.-Rms residual of static offset (observed minus predicted value) determined from inversion as a function of azimuth (A) and dip (B) of fault. 
Minimum rms residual occurs at an azimuth of 129' for a constant dip of 70' (fig. 3A), and at dip of 69' for a constant azimuth of 129' (fig. 35). 
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ing that the large pulse of about 2.5 s on the record repre- 1.8 s from the P-wave-arrival time for energy leaving the 
seats S-wave energy arriving from an area southeast of hypocenter and shortly before the predicted S-wave-ar- 
the epicenter. This trigger time is 2.8 s later than would rival time. By varying the assumed trigger time, we deter- 
be expected if the P wave from the initial energy release mined that a trigger time 1 s earlier (same as that of Wald 
at the hypocenter suggested by Deitz and Ellsworth (1990) and others, 1990) scarcely affects the solution, and that a 
had triggered the instrument. Wald and others (1991) sug- trigger time about 2.8 s earlier is required to make the 
gested that the trigger time at this station was delayed by solution propagate bilaterally. Thus, although we find that 
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Figure 4.-Contours of static offset (in centimeters) on assumed fault plane, as determined from inversion of 
geodetic data, showing (A) strike-slip (right lateral) component, (B) dip-slip (reverse) component, and (C) 
total slip. View downward, normal to fault plane. Top edge of fault is that approximately 4-km depth. Star, 
hypocenter of earthquake. Contour interval, 20 cm. 
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rupture propagation to the northwest followed propaga- The rise time suggested by figures 7 and 8 (approx 1.75 
tion to the southeast, this result depends on the assumed s) is longer than those in other studies, which range from 
trigger time at station SAR. 0.3 to 1.0 s. This rise time is applicable only to the area of 

Figure 5.-Loma Prieta region, Calif., showing locations of (A) leveling observations of Marshall and others 
(1991) and (B) predicted values from inversion for static offset (see fig. 4). Circles, negative values (relative 
motion downward); plus signs, positive values (relative motion upward). Largest values are positive and 
located immediately over northwest side of fault. Star, epicenter of earthquake. 
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high slip velocity where this segment was located. Shorter 
rise times are expected for segments of the fault that 
slipped less. In addition, the rise time measure may be 
partly related to the shape of the bandpass filter. These 
qualities of the solution have not been fully explored. 
Also, because our band-limited velocity functions pro- 
duce no static offset when integrated, we have no measure 
of the actual displacement from the strong-motion data. 
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Figure 6.-Contours of Fourier spectral amplitude (in centimeters per 
second) on assumed fault plane, as determined by inversion at 0.14 Hz, 
showing (A) strike-slip (right lateral) component, (B) dip-slip (reverse) 
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6A), 20 cmls (figs. 6B, 6 0 .  
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TIME, IN SECONDS 

Figure 10.-Observed (solid curve) and predicted (dashed curve) seismograms for vertical (A), east-west (B), and north-south (C) components of 
motion at strong-motion stations used in inversion. 
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ABSTRACT 

We have determined the source characteristics of the 
1989 Loma Prieta earthquake, using teleseismic data. The 
solution from body waves gives a mechanism with a strike 
of 128O, a dip of 70Â° a rake of 138O, and a seismic mo- 
ment of 3 x 1 0 ~ ~  dyne-cm (Mw=6.9). This solution is simi- 
lar to those obtained from long-period Rayleigh and Love 
waves, PnJ waves, and first-motion data. The body-wave 
solution suggests a depth of about 15 km. The effective 
duration of the source is 6 s, suggesting lengths of 30 and 
15 km for bilateral and unilateral faulting, respectively. 
Considering the extent of the aftershock zones, we esti- 
mate a total rupture length of 35 km. The strike-slip and 
thrust components of coseismic slip are 177 and 159 cm, 
respectively. The large thrust component raises an impor- 
tant question regarding the recurrence pattern. If the 1989 
Loma Prieta earthquake is a characteristic earthquake with 
a recurrence interval of about 100 yr, the 159-cm dis- 
placement implies a long-term uplift rate of about 1 cml 
yr, which appears too high for this region. Three hypoth- 
eses for reconciling this apparent conflict are that (1) the 
geometry of plate motion along the Santa Cruz Mountains 
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section of the San Andreas fault changes on a time scale 
of several thousand years, and so the coseismic displace- 
ment has not accumulated enough to produce high topo- 
graphic relief; (2) the coseismic-slip direction varies from 
event to event; and (3) the slip plane of the 1989 Loma 
Prieta earthquake is distinct from the Pacific-North 
America plate boundary-if so, then this earthquake is a 
rather rare, noncharacteristic event. The surface slip of 
about 1 m for the 1906 San Francisco earthquake is one 
of the key data in long-term forecasting. No surface slip 
was observed in the 1989 Loma Prieta earthquake, even if 
the horizontal slip at depth was as large as 1.8 m. This 
discrepancy points to a risk of relying too heavily on sur- 
face observations for long-term seismic-risk analysis. 

Contribution No. 4846, Division of Geological and Planetary 
Sciences, California Institute of Technology, Pasadena, CA 91 125. 

INTRODUCTION ' 

The 1989 Loma Prieta earthquake occurred within a 
seismic gap that had been identified as having a higher 
than 30 percent (in 30 yr) probability of producing an 
earthquake of M=6.5-7 (Lindh, 1983; Sykes and Nishenko, 
1984; Scholz, 1985; Working Group on California Earth- 
quake Probabilities, 1988). This forecast was based on the 
historical seismicity and low background seismicity in this 
gap, and on the amount of surface greakfapprox 1 m) in 
the 1906 San Francisco earthquake. Thatcher and  iso ow ski' 
(1987) argued, however, on the basis of geodetic data, 
that the coseismic slip for the 1906 earthquake was about 
2.6 m, and so it will take more than 150 yr to accumulated 
this amount of slip (a long-term slip rate of 1.5 cmlyr is 
assumed for the San Andreas fault in this region), imply- 
ing that a large earthquake is unlikely in the next few 
decades. 

Now that the 1989 Loma Prieta earthquake has occurred, 
it is important to assess how it compares with the pub- 
lished forecast. To this end, we have analyzed seismic 
data, primarily broadband seismograms, to determine the 
source characteristics of the earthquake. The data are sum- 
marized in table 1. 

A7 5 
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Table 1.-Stations and data sets used to determine the source charac- 
teristics of the 1989 Lorna Prieta earthquake 

Station 

ARU 
OBN 
SSB 
HRV 
WFM 
ANMO 
CAY 
RPN 
PPT 
KIP 

Phases 

MECHANISM 

Because the most complete data we could obtain are 
broadband data from International Deployment of Accel- 
erometers/Incorporated Research Institution for Seismol- 
ogy (IDAIIRIS) and GEOSCOPE stations, we first describe 
the source mechanism calculated from these data. In our 
analysis, all the seismograms are deconvolved to ground- 
motion displacements; the data are plotted in figure 1. We 
used the method of Kikuchi and Kanamori (1989) to in- 
vert the records and determine the mechanism. The ob- 
served seismograms are matched by synthetic seismograms 
computed for a sequence of subevents distributed on a 
fault plane. The Green's functions for five independent 
moment-tensor elements are computed, and the subevents 
are represented by a linear combination of these elements. 

A 

ARU 
22.7 

OBN 
29.1 

SSB 
25.4 

HRV 
55.4 

WFM 
53.5 

B 

ARU 
37.4 

OBN 
87.5 

HRV 
76.9 

RPN 
97.8 

PPT 
104.7 

PPT 
27.3 

KIP 
93.1 

TIME, IN SECONDS 

TIME, IN SECONDS 

Figure 1.-Observed (top plot) and synthetic (bottom plot) seismograms of P-wave (A) and SH-wave (B) ground-motion displacement in 1989 Loma 
Prieta earthquake. Numbers below three-letter station codes are absolute displacement amplitude (distance from baseline to either peak or trough of 
observed displacement, whichever is larger) (in microns). Trapezoidal source and time function for three-event source are shown at bottom. Stations 
are arranged in order of increasing azimuth clockwise from north. 
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By minimizing the difference between the observed and 
synthetic seismograms, we determine the moment tensor 
or mechanism of all subevents, as well as their spatial 
location and timing. 

Because many free parameters are involved in this type 
of inversion, tradeoffs between different source param- 
eters could occur. First, we use a simplification to obtain 
the overall model. We assume a single source with a trap- 
ezoidal time function (t,, t2), as shown in figure 1; we 
vary tl and t2 to obtain the best solution. We use the 
parameters listed in table 2 for both the source and re- 
ceiver structures (common to all the stations). We use an 
attenuation time constant t = 1  and 4 s and weights of 3 
and 1 for P and S waves, respectively. We tried three 
discrete depths, 10, 15, and 20 km, and obtained a best fit 
at 15 km. The inversion results in t1=2.5 s, t2=5 s, a 
seismic moment (Mn) of 2 . 4 ~ 1 0 ~ ~  dyne-cm, and a focal 
mechanism with a strike of 128', a dip of 70Â° and a rake 
of 138'. Though simple, this source explains the overall 
features of the observed waveform, and the residual (ob- 
served minus synthetic) waveforms are very small. 

In the method of Kikuchi and Kanamori (1989), the 
inversion obtains successive point sources to fit the re- 
sidual waveforms. In our model, the first point source 
explains most of the data, and so the other point sources 
are relatively small. 

We assume that the mechanism of all subevents is the 
same as that of the first subevent, and invert the data. 
Because later subevents are small and their significance is 
questionable, we consider the first two or three subevents 
with a total seismic moment of 2 . 9 ~ 1 0 ~ ~  or 3 . 1 ~ 1 0 ~ ~  dyne- 
cm, respectively. The synthetic waveforms in the three- 
event model are compared with the observed seismograms 
in figure 1. Because of noise in the data, especially the 
significant site response at some stations (for example, 
KIP), the decision on where to terminate the sequence 
(iteration in the inversion) is arbitrary. If we include all 

Table 2.-Parameters used for source and receiver 
structures 

subevents, the total seismic moment increases consider- 
ably. Considering the total seismic moment calculated from 
long-period waves (as described below), we judge a seis- 
mic moment significantly larger than 3 x 1 0 ~ ~  dyne-cm to 
be unrealistic. In the section below entitled "Coseismic 
Slip," we use a rounded value of 3 x 1 0 ~ ~  dyne-cm for the 
seismic moment of this subevent; from body-wave data 
alone, any value between 2 . 5 ~ 1 0 ~ ~  and 3 . 5 ~ 1 0 ~ ~  dyne-cm 
is acceptable. The results are summarized in figure 2 and 
listed in table 3. 

Although the effective duration of the principal subevent 
is 5 s (fig. I), we estimate an effective duration of 6 s, 
allowing for the contributions from smaller subevents. 

We use the method of Kawakatsu (1989) and invert 
long-period surface waves to determine the centroid mo- 
ment tensor (CMT) of the source. In this inversion, we 
use both the fundamental-mode and overtone Love and 
Rayleigh waves. The pass band of the filter is from 3.5 to 
7 MHz. The results are shown in figures 2A and 2B and 
listed in table 3. 

To examine the possible increase in seismic moment at 
long periods, we invert surface waves at a period of 256 s 
separately, using the method of Kanamori and Given 
(1981). In this inversion, the dip angle of one of the nodal 
planes (70') is fixed to avoid instability in the inversion; 

Figure 2.-Equal-area lower-hemisphere projections of focal mechanisms for 1989 Loma Prieta earthquake, arranged in order by decreasing period, 
obtained from different data sets: (A) long-period surface waves, (B) centroid moment tensor, (C) P-SH waves, ( D )  P ,  waves, and (E) first motions. 
Nodel-plane parameters: (b, strike; 8, dip; X, rake. Nodal planes for first-motion data (fig. 2E) are from solution obtained from 
P-SH waves. 
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Table 3.-Source characteristics of the 1989 Lorna Prieta earthquake 

Data 

P and SH waves------- 3 128 70 138 -125 5 1 26 
Surface waves --------- 2.5 128 70 137 -124 50 2 6 
Rl and GI waves------ 2.8 129 144 -127 57 24 
p waves -------------- nL 2.9 125 7 5 130 -129 42 2 3 

the mechanism is illustrated in figure 2C. The estimated 
seismic moment is 2 . 8 ~ 1 0 ~ ~  dyne-cm, essentially the same 
as in the body-wave and CMT solutions. No evidence was 
found for an increase in seismic moment with period. The 
first-motion data plotted in figure 2E are also consistent 
with the body-wave and CMT solutions. 

Woods and others (in press) used P L  waves recorded 
at Pasadena, Calif., to determine the source mechanism 
by matching the waveforms with synthetic seismograms. 
Their preferred solution is plotted in figure 2D and listed 
in table 3. 

The mechanisms obtained from data sets with different 
periods are essentially the same (fig. 2; table 3), and the 
seismic moment determined from body waves (period, 
approx 10 s) is about the same as that determined from 
surface waves with a period of 256 s, suggesting a simple 
source for the earthquake. The estimated seismic moment 
is 3 x 1 0 ~ ~  dyne-cm, which gives Mw=6.9. 

SOURCE DURATION AND RUPTURE 
LENGTH 

Figure 1 shows that the effective duration of the source 
is about 6 s, a value that can be used to infer the rupture 
length. If the rupture is unilateral, then the effective dura- 
tion T is given by T=(L/V)-(Lcos Wc), where L is the 
rupture length, V is the rupture velocity, 0 is the azimuth 
of the station measured from the rupture direction, and c 
is the body-wave phase velocity along the free surface. 
Because the P-wave phase velocity is much higher than 
the rupture velocity, the second term is much smaller than 
the first. Thus, the rupture length L is approximately 
L=V7=15 km if 7=6 s and V=2.5 kmls. If the rupture is 
bilateral, then the rupture length is about twice that for a 
unilateral rupture-that is, 30 krn. 

The main shock is located near the center of the after- 
shock zone (U.S. Geological Survey staff, 1990), suggest- 
ing bilateral faulting. If the fault rupture is bilateral, our 
estimate of the effective duration, (6 s), suggests that L=30 
km. The total length of the aftershock zone is about 40 
km (U.S. Geological Survey staff, 1990). Although 

teleseismic data cannot resolve details of the slip distribu- 
tion on the fault, the rupture length almost certainly does 
not exceed the length of the aftershock zone. In the fol- 
lowing calculations, we use L=35 km, although a shorter 
rupture length is not precluded. 

COMPLEXITY 

As shown in figure 1, the source process of the earth- 
quake is simple. The displacement waveform of the earth- 
quake is compared with that of the 1988 Armenia 
earthquake (Mw=6.7), as recorded at station HRV, in fig- 
ure 3. Comparison at other stations exhibits essentially a 
similar difference. The seismograms in figure 3 suggest 
that the duration of the 1988 Armenia earthquake was 40 
s or even longer, in striking contrast to that of the 1989 
Loma Prieta earthquake (approx 6 s). Pacheco and others 
(1989) suggested a substantial variation in focal mecha- 
nisms during the first 10 s of the 1988 Armenia earth- 
quake. 

This comparison clearly demonstrates the simplicity of 
the source process of the 1989 Loma Prieta earthquake, 
which involved a relatively short fault segment. This dif- 
ference in source complexity may have profoundly influ- 
enced the damage potential of this earthquake. Although 
it is generally agreed that the heavy damage caused by the 
1988 Armenia earthquake was primarily due to poor build- 
ing construction, the source complexity and long duration 
almost certainly contributed as well. Because source com- 
plexity is closely related to local tectonic structure, earth- 
quakes of the same magnitude as the 1989 Loma Prieta 
earthquake in different tectonic environments can be even 
more damaging than that earthquake. 

COSEISMIC SLIP 

If we assume a fault length of 35 km, a fault width 12 
km, a rigidity of 3 x 1 0 ~ ~  dyne/cm2, we calculate a coseis- 
mic slip of 238 cm from the estimated seismic moment of 
3x lo2^ dyne-cm. The strike-slip and thrust components of 
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displacement are 177 and 159 cm, respectively. The aver- 
age stress drop is estimated at 50 bars. 

DISCUSSION AND CONCLUSION 

Two aspects of the 1989 Loma Prieta earthquake are 
noteworthy: the thrust component, as large as 159 cm, 
and the short rupture length, only 35 krn, for an M-6.9 
earthquake. The large thrust component (1.6 m) raises an 
important question regarding the recurrence interval of 
earthquakes along the Santa Cruz Mountains section of 
the San Andreas fault. 

The long-term forecast of this earthquake is based on a 
combination of the historical seismicity, the estimated slip 
rate along the Santa Cruz Mountains section of the San 
Andreas fault, and the surface slip (approx 1 m) in the 
1906 San Francisco earthquake (Lindh, 1983; Sykes and 
Nishenko, 1984; Scholz, 1985). Implicit in this forecast is 
a relatively short recurrence interval, about 80 to 100 yr. 
If the 1989 Loma Prieta earthquake is a characteristic 
event to be expected along this section of the San An- 
dreas fault, with a recurrence interval of about 100 yr, the 
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Figure 3.-Displacement records of 1989 Loma Prieta earthquake (A) 
and 1988 Armenia earthquake (B) from station HRV. 

thrust component of 1.6 m during the earthquake implies 
a long-term uplift rate of about 1 cmlyr, comparable to 
the highest rate observed in the world (for example, 
Yonekura, 1983). An uplift rate this large is generally 
associated with spectacular topographic relief. Although 
the long-term uplift rate in the epicentral area is unknown, 
the regional geomorphology does not seem to reflect such 
a high rate. We present three hypotheses to reconcile this 
apparent conflict. 

The first hypothesis is that the geometry of plate mo- 
tion along the Santa Cruz Mountains section of the San 
Andreas fault changes on a time scale of several thousand 
years, and so not enough coseismic vertical displacement 
has accumulated to produce high topographic relief. If so, 
then the 1989 Loma Prieta earthquake can be considered 
a characteristic event along this section of the fault on 
this time scale. 

The second hypothesis is that the coseismic-slip direc- 
tion varies from event to event. For example, in the 1906 
San Francisco earthquake, the motion along this section 
of the San Andreas fault was essentially strike slip, driven 
by much larger strike-slip displacements along the adja- 
cent section. Even in the earlier events, which involved 
the Santa Cruz Mountains section only, the motion could 
have been primarily strike slip if sufficient stress had not 
accumulated there to cause vertical displacement. 

The third hypothesis is that the slip plane of the 1989 
Loma Prieta earthquake is distinct from the Pacific-North 
America plate boundary. If so, then this earthquake is a 
rather rare event and not a characteristic event along the 
San Andreas fault. Although no obvious geologic evidence 
exists, this conclusion cannot be ruled out. 

The short rupture length, about 35 km, of the 1989 
Loma Prieta earthquake is highly anomalous, in light of 
the empirical data available for shallow crustal earthquakes, 
as shown in figure 4. In fact, the estimated magnitude of 
the forecasted event is based on the empirical relation 
plotted in figure 4. For example, Scholz (1985) identified 
a 75-km-long slip-deficit segment along the Santa Cmz 
Mountains section of the San Andreas fault and forecast 
an M=6.9 earthquake. Lindh (1983) identified a 35-km 
gap and associated it with an M=6.5 earthquake. Both of 
these estimates are consistent with the empirical relation 
plotted in figure 4. The anomalous fault-lengthlmoment 
relation for the 1989 Loma Prieta earthquake is the cause 
of the discrepancy between the predicted and observed 
events. 

The surface slip of about 1 m during the 1906 San 
Francisco earthquake is one of the key data in a long-term 
forecast. Thatcher and Lisowski (1987) argued, however, 
that the slip of 2.4 m at depth determined from geodetic 
data should be used for estimating long-term probability. 
No surface slip was observed in the 1989 Loma Prieta 
earthquake, even if the horizontal slip at depth was as 
large as 1.8 m. This discrepancy points to a risk of relying 
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too heavily on surface observations for long-term seis- 
mic-risk analysis. 

The case for a long-term forecast of the 1989 Loma 
Prieta earthquake testifies to the importance of synthesiz- 
ing seismologic, geologic, geodetic, and historical data to 
obtain probabilistic parameters for long-term hazard as- 
sessment and planning. The quantitative analysis of mod- 
ern seismologic data has revealed many important details, 
such as source complexity, fault geometry, and rupture 
length, which, in conjunction with the probabilistic pa- 
rameters, provide key information for implementing ef- 
fective seismic-hazard-reduction measures. 

ACKNOWLEDGMENTS 

This research was partly supported by U.S. Geological 
Survey grants 14-08-0001-G1773 and 14-08-0001- 
G1832; the second author was supported by the Fellow- 
ship for Research Abroad of the Japanese Society for the 
Promotion of Science. We benefited from discussions with 
Don Helmberger throughout our study. We thank Holly 
Given and Barbara Romanowicz for providing us with 
key data from IDNIRIS and GEOSCOPE stations. Some 
of the first-motion data were supplied by Laura Jones. 

REFERENCES CITED 

Kanamori, Hiroo, and Allen, C.R., 1986, Earthquake repeat time and 
average stress drop, in Pas, Sharnita, Boatwright, John, and Scholz, 
C. H., eds., Earthquake source mechanics (Maurice Ewing Series, 
v. 6): Washington, D.C., American Geophysical Union, p. 227- 
235. 

Kanamori, Hiroo, and Given, J.W., 1981, Mechanism of Mt. St. Helens 
eruption determined from long-period surface waves [abs.]: Eos 
(American Geophysical Union Transactions), v. 62, no. 45, p. 966. 

Kanamori, Hiroo, and Magistrale, H.W., 1989, State of stress in seismic 

gaps along the San Jacinto fault, in Litehiser, J.J., ed., Observatory 
seismology; an anniversary symposium on the occasion of the cen- 
tennial of the University of California at Berkeley seismographic 
stations: Berkeley, University of California Press, p. 179-186. 

Kawakatsu, Hitoshi, 1989, Centroid single force inversion of seismic 
waves generated by landslides: Journal of Geophysical Research, v. 
94, no. B9, p. 12363-12374. 

Kikuchi, Masayuki, and Kanamori, Hiroo, 1989, [Analysis of multiple 
events with mechanism changes] [abs.]: Seismological Society of 
Japan Program and Abstracts, no. 1, p. 3 [in Japanese]. 

Lindh, A.G., 1983, Preliminary assessment of long-term probabilities 
for large earthquakes along selected fault segments of the San An- 
dreas fault system in California: U.S. Geological Survey Open-File 
Report 83-63, 14 p. 

Pacheco, J.F., Estabrook, C.H., Simpson, D.W., and Nabelek, J.L., 1989, 
Teleseismic body wave analysis of the 1988 Armenian earthquake: 
Geophysical Research Letters, v. 16, no. 12, p. 1425-1428. 

Scholz, C.H., 1985, The Black Mountain asperity; seismic hazard of the 
southern San Francisco Peninsula, California: Geophysical Research 
Letters, v. 12, no. 10, p. 717-719. 

Sykes, L.R., and Nishenko, S.P., 1984, Probabilities of occurrence of 
large plate rupturing earthquakes for the San Andreas, San Jacinto, 
and Imperial faults, California, 1983-2003: Journal of Geophysical 
Research, v. 89, no. B7, p. 5905-5927. 

Thatcher, Wayne, and Lisowski, Michael, 1987, Long-term seismic po- 
tential ofthe San Andreas Fault southeast of San Francisco. Cali- 
fornia: Journal of Geophysical Research, v. 92, no. B6, p. 4771- 
4784. 

U.S. Geological Survey Staff, 1990, The Loma Prieta, California, earth- 
quake; an anticipated event: Science, v. 247, no. 4940, p. 286-293. 

Woods, B.B., Zhao, L.-S., Helmberger, D.V., Thio, H.-K., and Kanamori, 
Hiroo, in press, The Loma Prieta earthquake sequences as observed 
at Pasadena: Geophysical Research Letters. 

Working Group on California Earthquake Probabilities, 1988, Probabili- 
ties of large earthquakes occurring in California on the San An- 
dreas Fault: U.S. Geological Survey Open-File Report 88-398, 62 
P. 

Yonekura, Nobuyuki, 1983, Late Quaternary vertical crustal movements 
in and around the Pacific as deduced from former shoreline data, in 
Hilde, T.W.C., and Uyeda, Seiya, eds., Geodynamics of the west- 
ern Pacific-Indonesian region (Geodynamics Series, v. I I): Wash- 
ington, D.C., American Geophysical Union, p. 41-50. 

TI 989 Lorna Prieta 
mil,..# 

SEISMIC MOMENT, IN DYNE-CENTIMETERS 

Figure 4.-Fault length as a function of seismic moment for shallow crustal earthquakes along active plate 
boundaries (from Kanamori and Magistrale, 1989). Solid lines indicate range of data points. Data from 
Kanamori and Allen (1986) (dots) and Scholz and others (1986) (circles). 



THE LOMA PRIETA, CALIFORNIA, EARTHQUAKE OF' OCTOBER 17,1989: 
EARTHQUAKEOCCURRENCE 

MAIN-SHOCK CHARACTERISTICS 

GEODETIC MEASUREMENTS OF COSEISMIC HORIZONTAL 
DEFORMATION 

By Michael Lisowski, Mark H. Murray, and Jerry L. Svarc, 
U.S. Geological Survey 

CONTENTS 

Page 

A8 1 
8 1 
82 
84 
84 
8 8 
8 8 
90 
94 
95 
95 
96 
99 

101 
101 
102 
102 

ABSTRACT 

Geodolite, Global Positioning System (GPS), and very 
long baseline interferometry surveys of the Loma Prieta 
region record the rate of secular deformation during the 
decades before the earthquake and the coseismic defor- 
mation associated with the earthquake. We estimate the 
coseismic offsets along 85 Geodolite lines and at 4 GPS 
stations by projecting the average rates of line-length 
change or displacement up to tke time of the 1989 Loma 
Prieta earthquake. The rupture zones of the 1979 Coyote 
Lake, 1984 Morgan Hill, and 1987 Mount Lewis, Calif., 
earthquakes extend along the east edge of the regional 
geodetic network, and so we use the same method to cal- 
culate coseismic offsets at the times of these earthquakes 
along nearby Geodolite lines. Many measurements are from 
two stations 160 m apart on Loma Prieta, which is 11 km 
northeast of the epicenter, near the center of the rupture 
zone. Local surveys indicate that the northern station was 
coseismically displaced about 40 mm northward and 70 
mm downward relative to the southern station, assuming 
that the southern station was stable. We use a Monte Car10 
fault-parameter estimation to find a uniform-slip disloca- 
tion model of the fault rupture that best reproduces the 

observed coseismic deformation, and to assess the data 
sensitivity. Our best-fitting rupture model strikes 138OL-4O 
N,, dips 79OL-8' SW., is 34L-6 km long, extends from a 
depth of 7L-3 to 13L-5 km, and has a slip amplitude of 5&4 
m and a rake of 153O&6O. The width of the rupture zone 
and the slip amplitude correlate closely but individually 
are poorly resolved. The location of this best-fitting model 
has an uncertainty of about 3 km; the geodetic moment is 
2 .7L-0 .3~10~~ N-m. The geodetic data clearly preclude rup- 
ture extending to the near surface. Coseismic deformation 
between the San Andreas and Calaveras faults to the east 
and south of the rupture zone is poorly fitted by our model. 

INTRODUCTION 

The 1989 Loma Prieta earthquake ruptured a section of 
the San Andreas fault where the U.S. Geological Survey 
(USGS) has monitored crustal deformation since the early 
1970's with an extensive and frequently measured geo- 
detic network (Lisowski and others, 1991). The subset of 
this regional geodetic network measured before and after 
the earthquake is mapped in figure 1. The geodetic data 
consist primarily of precise electronic distance measure- 
ments (EDM's) and coseismic displacements at a few Glo- 
bal Positioning System (GPS) stations and two very long 
baseline interferometry (VLBI) sites. The VLBI measure- 
ments were made by the U.S. National Aeronautics and 
Space Administration (NASA) and the U.S. National Geo- 
detic Survey (NGS). Clark and others (1985) described 
precision geodesy with VLBI; general descriptions of GPS 
surveying and data reduction may be found in the reviews 
by Dixon (1991) and Hagar and others (1991). Although 
widespread secondary surface cracking accompanied the 
earthquake, no tectonic surface rupture was observed (U.S. 
Geological Survey staff, 1990). In this paper, we discuss 
these geodetic observations in detail, determine the 
coseismic offsets, and use these offsets to estimate the 
location, geometry, and slip of the buried earthquake rup- 
ture. 

We limit our discussion and analysis to the data col- 
lected and reduced by the USGS' Crustal Strain Project, 
and to the two VLBI displacements. The data set is similar 
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to that used in our initial study of the earthquake (Lisowski 
and others, 1990a). Other workers have collected and 
analyzed complementary geodetic data sets (Marshall and 
others, 199 1 ; Snay and others, 1991 ; Williams and others, 
1993). Our fault-rupture models are derived from the 
data presented in this paper, and we model the fault rup- 
ture as a single, planar dislocation with uniform slip. The 
reader interested in more complex fault-rupture models 
derived from different or more comprehensive geodetic 
data sets is referred to the reports by Marshall and others 
(1991), Snay and others (1991), ~rnadbt t i r  and others 
(1992), Williams and others (1993), ~rnadbt t i r  and Segall 
(1994), and Marshall and Stein (this chapter). ~rnadbt t i r  
and Segall (1994) used the most comprehensive data set 
and discuss uniform- and variable-slip fault-rupture mod- 
els. Postseismic deformation following the 1989 Loma 
Prieta earthquake was discussed by Savage and others 
(1994) and Burgmann and others (1994). 

We measure the distance between permanent geodetic 
stations with a Geodolite, an electro-optical laser 
distancemeter. Aircraft measurements of temperature and 
humidity and ground measurements of atmospheric pres- 
sure are used to correct for variations in the refractive 
index of air. The precision CJ obtained with a Geodolite 
by using these techniques is given by 

where a=3 mm, b=0.2 ppm (dimensionless), and L is the 
distance measured (Savage and Prescott, 1973; Savage 
and others, 1986, p. 7459-7460). A precision of 5 mm is 
typical for a 20-km-long line. We occasionally use end- 
point meteorology along some short-range ( 4  km long) 
lines, increasing the uncertainty in the scale error b to 2 
PPm. 

Geodolite surveys of the Loma Prieta region were typi- 
cally conducted every 1 to 5 yr, except for a subset of 
lines (dotted, fig. 1) from station Loma USE on Loma 
Prieta to stations Eagle Rk, Allison, and Hamilton that 
have been measured monthly since 1981 (Lisowski and 
others, 1990b, 1993). Beginning in 1987, these Geodolite 
measurements were supplemented by monthly GPS ob- 
servations between station LPl (approx 160 m south of 
sta. Loma USE) and stations Allison and Eagle Un (approx 
30 m south of sta. Eagle Rk). In 1988 and 1989, the 
displacement vectors between station LPl and stations 
Hamilton and Brush 2 were measured several times. The 
precision of the GPS-measured relative positions at the 
30- to 60-km separations of these stations is also about 
0.2 ppm, although it depends on the orientation of each 
line and the techniques used to process the data (Davis 
and others, 1989; Prescott and others, 1989; Larson and 
Agnew, 1991; Murray, 1991). We processed the GPS re- 
sults with the computer program GAMIT (Schaffrin and 

Bock, 1988; Dong and Bock, 1989) for preearthquake 
measurements and with the Bernese software (Beutler and 
others, 1987; Davis and others, 1989) for postearthquake 
observations. We also processed the data from preearth- 
quake surveys with the Bernese software, and obtained 
results similar to those obtained with GAMIT. As dis- 
cussed by Lisowski and others (1993), we used the GAMIT 
preearthquake solutions because we were able to process 
a few more surveys; the postearthquake surveys were pro- 
cessed only with the Bernese software. 

METHOD USED TO ESTIMATE 
COSEISMIC OFFSET OR 

'DISPLACEMENT 

Ideally, we would like to obtain geodetic observations 
immediately before and after an earthquake: then, the 
coseismic offset would simply be the difference between 
any two observations. The Geodolite and GPS observa- 
tions from Lorna Prieta come closest to that ideal, with 
surveys a few weeks before and few days after the earth- 
quake. Measurements at other sites were less timely; sev- 
eral lines had not been measured for more than 5 yr before 
the earthquake. About 35 m d y r  of secular deformation is 
distributed across the San Andreas fault system in the San 
Francisco Bay region (Lisowski and others, 1991). Al- 
though the rate of line-length change along an individual 
line may be only a small fraction of this secular deforma- 
tion, the total change over several years can be substan- 
tial. We need a method to separate this secular change 
from the coseismic change to best estimate the coseismic 
deformation. 

Our experience indicates that secular line-length changes 
are generally a linear function of time. Therefore, we fit a 
model that includes a slope and intercept (that is, a straight 
line) and one or more coseismic offsets. In addition to an 
offset at the time of the 1989 Loma Prieta earthquake, for 
affected lines we include the offset at the time of the 1979 
Coyote Lake ML=5.9 earthquake (King and others, 1981), 
the 1984 Morgan Hill ML=6.2 earthquake (Bakun and oth- 
ers, 1984; Prescott and others, 19841, or the 1986 Mount 
Lewis ML=5.9 earthquake. The locations of the epicenters 
and rupture zones of these earthquakes are shown in fig- 
ure 1. The slope, intercept, and coseismic offsets were 
determined by a weighted least-squares fit to the observa- 
tions of each line or vector component. We assume that 
the line length, L, can be described by 

d L  
L = Lo+ (1- lo)- 

d t  

and 
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where Lo is the line length at time to; dLldt is the average 
rate of line-length change; and meqk is the coseismic off- 
set at teqk, the time of the kth earthquake. Many lines are 
offset by more than one earthquake. Thus, we estimate 
the average rates of line-length change and the coseismic 
offsets along 86 Geodolite and 3 GPS lines (table 1). 
Clark and others (1990) used the same method to deter- 
mine the coseismic displacements of the VLBI sites at 
Fort Ord (near sta, Brush 21, the Presidio, and Point Reyes 

We test the assumption of a constant dLldt by comput- 
ing the probability that a sequence of random numbers 
(normal distribution, with o the same as the standard er- 
ror in an observation for that line) would furnish a better 
fit to the straight line than do the actual observations. A 
linear rate of change with one or more coseismic offsets 
does not provide an appropriate fit to the line-length ob- 
servations when the x2 probability in table 1 is greater 
than 95 percent. In most of these observations, either our 
previous error estimates are too low, or there are one or 
more measurement blunders. We delete any obvious blun- 
ders and recompute the slope and offsets. The normalized 

(fig. 1). rms residual, o0, is given by 

Figure 1.-San Francisco Bay region, showing locations of major faults (irregular lines, dashed where 
inferred; from Jennings, 19751, epicenters (stars) and rupture zones (shaded bands) of recent earthquakes, 
and stations in regional geodetic network. Triangles, Geodolite stations; squares, Global Positioning System 
stations; circles, very long baseline interferometry sites. Heavy-shaded rectangle, surface projection of best- 
fitting, uniform-slip dislocation model for 1989 Lorna Prieta earthquake; heavy-dashed line, intersection of 
rupture plane with surface of the Earth. Stations Loma USE and LPl are separate monuments on Lorna 
Prieta. 
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where n is the number of data, m is the number of un- 
knowns, Oi is the observed value, Ci is the calculated value, 
and si is the assigned standard error for the ith observa- 
tion. oo=l if the normalized rms residual from our linear 
fit with offsets equals the previous error estimate. We 
scale the uncertainties in the computed values by the nor- 
malized m s  residual (oo) if oo>l; that is, the standard 
deviations listed in table 1 are the larger of either the 
experimental uncertainty based on previous error estimates 
or the theoretical uncertainty derived from the weighted- 
least-squares fit. 

At several sites, the measurement history is compli- 
cated by the use of different, but nearby, monuments. 
When possible, we use local surveys or directly measured 
length differences to correct the line lengths observed from 
these eccentric monuments to those that would have been 
measured from the primary monuments. This technique 
gives us a longer time series that better determines the 
rate of line-length change. The precision of these eccen- 
tric corrections is generally better than that of the mea- 
sured distance. Here, we assume that the standard deviation 
of a reduced line length is given by equation 1, and ignore 
any uncertainty in the eccentric correction. 

We assume a constant deformation rate before and after 
an earthquake. Postseismic slip, viscoelastic relaxation, or 
other transient deformation may occur after an earthquake 
(Thatcher, 1983). After the 1979 Coyote Lake and 1984 
Morgan Hill earthquakes, for example, .the rates of line- 
length change on several lines increased and then appeared 
to decay to the normal rate within about 1 yr. We exclude 
the anomalous data obtained just after these earthquakes 
from our analysis. The coseismic offsets listed in table 1 
for these earthquakes are then the offsets accumulated 
until the rate of line-length change returns to its 
preearthquake rate. We cannot do the same for the 1989 
Loma Prieta earthquake, however, because we measured 
most of the Geodolite lines only once after the earth- 
quake. Some Geodolite lines and GPS-measured relative 
positions from Loma Prieta were measured many times 
after the earthquake, and there is a subtle, but significant 
change, in the deformation rate (Savage and Lisowski, 
1995). In our analysis of the GPS-measured coseismic 
displacements, we allow for different rates of change be- 
fore and after the earthquake. We describe the north, east, 
and up vector components by 

and 

where Co is the initial value of the vector component at 
time to; dCl/dt is the average rate of line-length change 
before the earthquake; dC2/dt is the average rate of line- 
length change after the earthquake; and ACeq is the 
coseismic offset at teq, the time of the earthquake. 

GEODOLITE, GPS, AND VLBI 
MEASUREMENTS 

The Geodolite lines and GPS vectors measured before 
and after the 1989 Loma Prieta earthquake are parts of 
several networks (fig. 1). A network is an arbitrary re- 
gional grouping of lines with a similar measurement his- 
tory. We have determined the coseismic deformation in 
the Pajaro, Hollister, Bay South, and Loma Prieta Moni- 
tor regional networks and in the Black Mountain and Chase 
small-aperture, fault-crossing networks. We discuss the 
data from each network separately, concluding with a short 
summary of Clark and others' (1990) VLBI results from 
the Fort Ord and Presidio sites. 

PA J A R 0  NETWORK 

The Pajaro network extends along Monterey Bay; most 
stations are located near or west of the San Andreas fault. 
Lines from station Juan to stations Gilroy, Sargent, 
Fairview, and Hollis cross the Sargent or Calaveras fault 
and tie stations in the Pajaro network into stations in the 
Bay South and Hollister networks (fig. 1). We surveyed 
the Pajaro network nine times between 1973 and 1983, 
pnd again 3 months after the 1989 Loma Prieta earth- 
quake (figs, 2A, 2B). Several lines in the network showed 
significant rates of line-length change. The 6- to 8-yr gap 
between the last survey and the earthquake makes the 
correction for secular change especially important in ac- 
curately estimating the coseismic offset. We directly esti- 
mate coseismic offsets at the time of the 1979 Coyote 
Lake and 1989 Loma Prieta earthquakes. Only the lines 
Brush 2 to Mulligan and Brush 2 to Fremont (fig. 1) were 
measured after the 1979 Coyote Lake earthquake and be- 
fore the 1984 Morgan Hill earthquake. We use a disloca- 
tion model, with the geometry and location of the 
earthquake rupture reported by Prescott and others (1984) 
and the coseismic offsets at the time of the 1984 Morgan 
Hill earthquake listed in table 1, to estimate the coseismic 
offset in the Pajaro network at the time of the 1984 Mor- 
gan Hill earthquake; these modeled offsets are listed in 
parentheses in table 1. 

The linear rate of line-length change as a function of 
time with two coseismic offsets provides a good fit to 
most of the data from the Pajaro network (table 1). The 
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lines LPl to Vargo and Juan to Sargent (fig. 1) are excep- at the same time also show a larger than expected scatter; 
tions, with a x2 probability greater than 95 percent. No Savage and others (1976, 1979) speculated that.those mea- 
individual data points stand out as blunders in the plots, surements are contaminated by systematic error. The nor- 
although many of the frequent measurements of the line malized rms residual for the line LPl to Vargo is twice 
Juan to Sargent after the 1974 Hollister earthquake are the expected value. This line is steep (800-m elevation 
anomalous. Other measurements from station Sargent made change in 11 km), and trees around Vargo block or partly 

1 Chamber to Vargo 

Juan to Mulligan 600[[ -/ 
Brush 2 to Mulligan 

1- Mulligan 1 Fairview to Juan 

1 9 7 5  1 9 8 0  1 9 8 5  1 9 9 0  

YEAR 

r' Canada to Fairview 

Canada 

1 9 7 5  1 9 8 0  1 9 8 5  1 9 9 0  

YEAR 

Figure 2.-Line-length change (observed line length L less a constant nominal length Lo) as a function of time for lines between stations in Pajaro and 
Hollister networks. Curves show best-fitting linear rate of line-length change from data points, with offsets at times of 1979 Coyote Lake and 1989 
Lorna Prieta earthquakes; error bars, l o .  A, Lines in Pajaro network west of the Sargent fault. B, Lines in Pajaro network crossing the Sargent or 
Calaveras fault. C, Lines in Hollister network. Arrows designate data points that were excluded from analysis. 
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Table 1.-Rates of secular line-length change and coseismic offsets on networks in the Sun Francisco Bay region 

[Values in parentheses were calculated with a dislocation model; values marked with an asterisk are corrected for local motion between stations LP1 and Loma USE (fig. 
I), assuming that station LP1 is stable] 

No. Y. Coseismic offset (mm) 

Station 1 Station 2 ' Interval 
dLldt pi6ba- 

(km) sur- (mmlyr) bility O0 Coyote Lake Morgan Hill Mount Lewis Lorna Prieta 
veys (PCt) 1979.597 1984.313 1986.25 1989.794 

Pajaro network 

Brush 2 
Brush 2 
Chamber 
Chamber 
Chamber 
Fremont 
Fremont 
Juan 
LP 1 
Fairview 
Gilroy 
Hollis 
Juan 

Fremont 
Mulligan 
Juan 
Mulligan 
vargo 
Juan 
Mulligan 
Mulligan 
vargo 
Juan 
Juan 
Juan 
Sargent 

Hollister network 

Canada Fairview 13.3 8 75.0-90.3 1.5k1.1 39 0.83 -20.3k5.6 ( 4 . 0 )  - - -  -43.1k11.0 
Canada Sargent 14.3 9 75.0-90.3 -8.7&1,8 99 1.82 -53.3k10. 1 (-6.7) - - -  -91.8k18.6 
Fairview Gilroy 23.9 10 74.9-90,3 12.6k1,2 56 9 9  21.6k7.2 (6.9) - - -  -66.7k13.0 
Fremont Sargent 16.6 10 74.9-90.3 -11.9k1.2 78 1.18 2 0 3 6 . 0  (5.1) - - - 54.2k12.9 
Gilroy Sargent 1 1.7 1 1 74.9-90.3 Okl .2 96 1.45 -6.016.1 (8.9) - - - -89.9k12.6 

Bay South network 

Canada 
Canada 
Gilroy 
Gilroy 
Gilroy 
Harnil ec 
Hamilton 
Llagas 
Llagas 
Allison 
Allison 
Allison 
American 
Amer RM3 
Biel 
Biel 
Butano 
Butano 
Butano 
Butano 
Cross RM1 
Dump 
Eagle Rk 
Mindego 

Gilroy 
Sheep RM2 
Llagas 
LP 1 
Sheep RM1 
Llagas 
Sheep RM2 
LP 1 
Sheep RM2 
BMT RF 
Hamilton 
Mindego 
BMT RF 
Hamilton 
Eagle Rk 
Mindego 
Dump 
Eagle Rk 
Mindego 
Porn 
Mindego 
Pom 
Mindego 
Pom 

Lorna short-range network 

Loma Geodolite monitor network 

Allison Loma USE 43.1 31 87.1-90.1 -1 1.8k2.3 3 7 6  - - -  - - -  - - -  65.4k6.0, 
107.4Â±6.0 

Eagle Rk Loma USE 3 1.5 34 87.1-90.1 5.Okl.7 19 8 8  - - -  - - -  256.4k4.5, - - -  
255.4k4.5* 
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Table 1 .-Rates of secular line-length change and coseismic offsets on networks in the Sun Francisco Bay region-Continued 

No. x2 Coseismic offset (mm) 

Station 1 Station 2 Interval dLldt proha- 
(km) sur- (mdyr) bility Coyote Lake Morgan Hill Mount Lewis Loma Prieta 

VeYs . (pet) 1979.597 1984.3 13 1986.25 1989.794 

Loma Geodolite monitor network-Continued 

Hamilton Loma USE 31.2 32 87,l-90.1 -8.5k1.7 1 0.70 - -  - - - -  - - - 11.9k4.6, 
52.9+46* 

Loma DWR PR 6 26.0 9 83.9-89.8 -4.7k1.5 39 .87 - - -  - - - - - - -273.9k10,l 

Lorna GPS monitor network 

LP 1 Allison 43.3 29 87.2-90,2 -12.1k1.6 95 1.24 - - -  - - -  - - -  112.6k3.2 
LP 1 Eagle Un 31.4 21 87.7-90.2 8.3k2-9 66 1.05 - - -  - - - - - - 246.815.0 
LP 1 HarnilUn 31.4 12 88.1-90.2 -5.7k4.3 97 1.45 - -  - - - - - - - 59.5k5.5 
-- - 

Bay South lines from station Lorna USE 

American LomaUSE 19.7 17 73.9-90.1 -3.5k0.8 99 1.74 - - -  1.417.3 - - -  -94.417.9, 
-50.4Â±7.9 

Biel Loma USE 25.4 14 72.5-90.1 2.4k0.5 70 1-09 - -  - 9.917.5 - - - 216.8k7.9. 

BMT RF Loma USE 35.4 9 78.5-90.1 .6k1.6 39 -85 - - -  -22.2k10.0 - - -  139.9k13.8, 
158.9k13.8* 

Lorna USE Mindego 39.2 10 72.5-90.1 1.3k0.9 30 $80 - - -  -17.3110.8 - - - 158.0k12.8 

Chase network 

Chl 
Chl 
Chl 
Ch 1 
Ch 1 
Chl 
Chl 
Ch2 
Ch2 
Ch2 
Ch2 
Ch2 
Ch3 
Ch3 
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line-of-sight. The line-of-sight was totally 
blocked after 198 1, and we had to clear it to measure this 
line after the 1989 Loma Prieta earthquake. We have found 
larger than expected scatter in some other steep lines (Sav- 
age and others, 1992). The combination of a steep line 
and partly blocked line-of-sight could explain the low pre- 
cision. Measurements of the line Vargo to Chamber were 
shifted to station Vargo RM 1 in 1979 because trees 
blocked the line-of-sight. The difference in the distances 
measured in 1979 is used to correct all subsequent mea- 
surements of the lines from Vargo RM1 to those stations 
that would have been observable from the primary station 
Vargo. 

We added the most southern station, Brush 2, to the 
Pajaro network in 1978. This station is critical to our 
analysis of the coseismic displacements because it is on 
the same hill as the VLBI site FortOrdS. Unlike the 
Geodolite and GPS measurements, the VLBI-measured 
coseismic displacements are relative to distant reference 
points (see subsection below entitled "Observations at Fort 
Ord and the Presidio"). By assigning the same coseismic 
horizontal displacement at station FortOrdS to station 
Brush 2 we fix the coseismic rigid-body translation of the 
geodetic network as a whole. 

HOLLISTER NETWORK 

Five lines from the Hollister network provide a tie be- 
tween stations in the Hollister, Pajaro, and Bay South 
networks. The coseismic offsets along these lines allow 
us to compute the coseismic displacements of the stations 
Canada, Fairview, and Sargent (fig. 1). These lines were 
last surveyed in 1982. Our linear fits include coseismic 
offsets at the times of the 1979 Coyote Lake and 1989 
Loma Prieta earthquakes (fig. 2C). We use the dislocation 
model discussed in the preceding subsection to estimate 
the coseismic offset at the time of the 1984 Morgan Hill 
earthquake; the modeled values are listed in parentheses 
in table 1. The lines Fairview to Gilroy, Fremont to 
Sargent, and Canada to Sargent cross creeping sections of 
the San Andreas and Calaveras faults at low angles and 
thus have high rates of secular line-length change. All the 
lines crossing the Calaveras fault have accelerated rates of 
line-length change after the 1979 Coyote Lake earthquake 
that appear to return to normal about 1 yr after the earth- 
quake. We exclude the anomalous 1979.9 data (arrows, 
fig. 2 0  from our analysis. The coseismic offsets listed in 
table 1, therefore, include this postseismic transient. 

BAY SOUTH NETWORK 

The Bay South network extends to the northwest from 
stations LP1, Gilroy, and Sheep; the subset of lines mea- 

sured before and after the 1989 Loma Prieta earthquake is 
shown in figure 1. The rupture zones of the 1979 Coyote 
Lake, 1984 Morgan Hill, and 1986 Mount Lewis earth- 
quakes are along the east edge of this network. We first 
discuss complexities in the measurement history, then the 
sites with multiple main stations, and, finally, the mea- 
surements. 

Several different survey monuments were used at sta- 
tions American and Sheep (fig. 1) because tree growth 
blocked the lines-of-sight. We use local surveys to obtain 
a continuous time series for the line lengths into stations 
Sheep and American. As discussed earlier, we ignore pos- 
sible error introduced by eccentric corrections. At station 
Sheep, some lines are corrected to station SheepRMl, and 
others to station SheepRM2, depending on which station 
has the most observations. We use different stations at 
Mount Hamilton and Loma Prieta, depending on the di- 
rection of the line. At Mount Hamilton, we use station 
Hamilton for most lines, and station Hamil Ec for the 
lines to stations Sheep and Llagas. At Loma Prieta, we 
use the station Loma USE for the lines to the north, and 
station LP1 for the lines to the south. The lines from 
station Loma USE are discussed in the next section. 

The nine lines between stations Canada, Gilroy, Sheep, 
Llagas, LP1, and Hamilton (fig. 1) are near the rupture 
zones of the 1979 Coyote Lake, 1984 Morgan Hill, and 
1989 Loma Prieta earthquakes, and we calculate the 
coseismic offsets for these earthquakes. The line-length 
change as a function of time for these lines is plotted in 
figure 3A. We measured the lines Llagas to SheepRM2, 
Hamilton to Sheep, and Hamil Ec to Llagas frequently 
after the 1979 Coyote Lake and 1984 Morgan Hill earth- 
quakes and observed accelerated line-length changes for 
about 1 yr after these earthquakes. The time decay of this 
transient deformation is clearest along the line Hamil Ec 
to Llagas. We excluded the anomalous observations (data 
points marked with horizontal arrows and between verti- 
cal arrows, fig. 3A) from our analysis. 

We calculated the coseismic offsets at the times of the 
1984 Morgan Hill and 1989 Loma Prieta earthquakes along 

Figure 3.-Line-length change (observed line length L less a constant 
nominal length Lo) as a function of time between stations in Bay South 
network. Curves show best-fitting linear rate of line-length change from 
data points; error bars, l o .  A, Lines east of the San Andreas fault and 
near rupture zones of 1979 Coyote Lake and 1984 Morgan Hill earth- 
quakes. Offsets occur at times of 1979 Coyote Lake, 1984 Morgan Hill, 
and 1989 Loma Prieta earthquakes. Data points designated by horizontal 
arrows and between vertical arrows were excluded from anlaysis. B, 
Lines east of the San Andreas fault and near or north of rupture zone of 
1984 Morgan Hill earthquake. Offsets occur at times of 1984 Morgan 
Hill and 1989 Loma Prieta earthquakes; curves for lines Allison to 
Hamilton and Amer RM3 to Hamilton (dashed section of curve) include 
offset for 1986 Mount Lewis earthquake. C, Lines crossing or west of 
the San Andreas fault. Offset occurs at time of 1989 Loma Prieta earth- 
quake. 
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the lines between stations Hamilton, Allison, American, RF are poorly fitted by a linear rate of line-length change 
BMT RF, and Mindego (figs. 1, 35). The lines Allison to (table 1). The lines into station American are steep, diffi- 
Hamilton, Amer RM3 to Hamilton, and American to BMT cult to measure because of poor visibility (smog) in the 

c 
- - 
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- 
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î̂ S'-n-oÃ‘ Â = 
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Santa Clara Valley; and Federal Aviation Administration 
regulations prohibit line-of-sight meteorologic flights. Be- 
cause of these factors, our standard formula (eq. 1) prob- 
ably underestimates the uncertainty in the measurements 
to station American. The line Allison to Hamilton has 
several unexplained, anomalous measurements. We in- 
cluded an additional coseismic offset at the time of the 
1986 Mount Lewis earthquake along the lines Allison to 
Hamilton and Amer RM3 to Hamilton. The frequent mea- 
surements of the line Allison to Hamilton just before the 
1989 Loma Prieta earthquake are from GPS surveys made 
as part of the Loma Prieta Monitor network. The GPS 
data, which allow a good determination of the coseismic 
offset at the time of the 1986 Mount Lewis earthquake, 
show no significant coseismic offset along this line from 
the 1989 Loma Prieta earthquake. The coseismic offset at 
the time of the 1986 Mount Lewis along the line Amer 
RM3 to Hamilton (dashed line, fig. 35) is insignificant 
and is omitted from table 1. 

The subset of the Bay South network west of the San 
Andreas fault is a group of relatively short lines for which 
we determined a coseismic offset only at the time of the 
1989 Loma Prieta earthquake (fig. 3C). A linear rate of 
line-length change fits all the lines except Butano to Pom. 
We offer no explanation for the misfit of this line, but as 
shown in figure 3C, the scatter in the data is relatively 
small. 

of the coseismic offsets observed on the summit and then 
discuss the coseismic offsets between the summit and dis- 
tant points. 

Angle, distance, and GPS measurements on Loma Prieta 
allow us to determine the coseismic displacements be- 
tween station LP1 and stations Loma USE, Loma CGS, 
Sue, and Loma DWR, and between station LP1 and sta- 
tions Loma Azi and Loma No. 3 (fig. 4; table 3). We find 
that the group of stations at the north end of the peak 
moved 30 to 60 mm northeastward and 70 to 80 mm 
downward relative to station LP1. No significant change 
was noted in the interstation distance or relative elevation 
of station LP1, Loma Azi, or Loma No. 3. The coseismic 
displacements between stations on the north and south 
end of the peak are much greater than the uncertainty in 
the coseismic offset to distant stations. The important ques- 
tions are whether the relative motion on Loma Prieta is 
from surficial fracturing of incompetent material and 
which, if any, of the monuments are stable. Robert 
McLaughlin (oral commun., 1989) observed no fractures 
on the peak except for a crack above a roadcut; he noted 
that the bedrock at the north end of the peak is not as 
competent as that along the ridge and at the south end of 
the peak. If the observed movements are the result of 
surficial fracturing induced by strong ground motions, then 
the sense of motion (downward relative to sta. LP1) and 
the geology suggest that the stations at the north end of 

MEASUREMENTS FROM LOMA PRIETA 

Loma Prieta, the summit of the Santa Cruz Mountains, 
is a primary point in the trilateration and GPS networks. 
The peak is covered with communication buildings and 
antennas, which limit lines-of-sight. We use two geodetic 
monuments located 160 m apart on opposite ends of the 
peak (fig. 4). Station Loma USE is a standard U.S. Army 
Corps of Engineers tablet set in a drill hole in bedrock at 
the north end of the peak, and station LP1 is a standard 
USGS National Center for Earthquake Research (NCER) 
tablet attached to galvanized pipe driven into well-con- 
solidated sedimentary deposits at the south end of the 
peak. We use station Loma USE for most Geodolite lines 
directed to the north, station LP1 for lines directed to the 
south, and station LP1 for all GPS surveys. In 1983, van- 
dals removed the tablet from station Loma USE; we set a 
new tablet, LomaNCER, in the drill hole and stamped it 
"Lorna NCER 1983." For all practical purposes, stations 
Loma USE and LomaNCER represent the same physical 
point, and so we refer to all measurements from either 
tablet as being from station Loma USE. Of greater con- 
cern is the stability of the geodetic monuments on Loma 
Prieta. We determine the coseismic displacements of sev- 
eral monuments on Loma Prieta; description of these 
monuments is given in table 2. We start with a discussion 

A LP1 (fixed) 

#3 A A Lorna Azi 

0 10 20 30 MILLIMETERS 
U , , , u d  

0 20 40 60 80 METERS - 
Figure 4.-Schematic map of Loma Prieta area, showing locations of 
some monuments on peak and coseismic offsets relative to station LP1. 
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Table 2.-Description of monuments on Loma Prieta 

[NCER, National Center for Earthquake Research; USGS, U.S. Geological Survey] 

Station Stamping Agency Year established 

LP1 
Lorna USE 

Lorna NCER 

Lorna CGS 

Lorna DWR 

Lorna Azi 

Lorna No. 3 

Sue 

LOMA PRIETA NET 1 
LOMA PRIETA 2 1957 

LOMA 1983 

LOMA PRIETA 1851 1958 

Unstamped 

LOMA PRIETA 1954 

LOMA PRIETA #3 1960 

Sue 79 SC Cnty Survey 

USGS NCER 
U.S. Army Corps of 

Engineers. 
USGS NCER ---------------- 

U.S. Coast and 
Geodetic Survey. 

California Department 
of Water Resources. 

U.S. Coast and 
Geodetic Survey. 

California Department 
of Water Resources. 

Santa Clara County ---------- 

1970 
1957 (removed in 1983) 

1983 (set in drill hole 
of sta. Lorna USE) 

1958 

1960 

1954 (azimuth mark) 

1960 

1979 

the peak are more likely to have been affected. We as- 
sume that station LP1 is stable, and correct the observa- 
tions from station Loma USE for the local coseismic offset. 
We return to this question in the section below entitled 
"Simple Dislocation Model of the Earthquake Rupture." 
We now discuss the coseismic offsets or displacements 
measured between Loma Prieta and distant points. 

The 6-km-long lines LP1 to LP2 and LP1 to LP4 cross 
the San Andreas and Sargent faults near the epicenter of 
the 1989 Loma Prieta earthquake (fig. 1). The orientation 
of these lines and the close proximity of these stations to 
the faults make them sensitive to shallow lateral slip across 
the faults; that is, line-length change will be a large frac- 
tion of the amount of shallow lateral slip on the faults. 
We measured the lines every few years beginning in 1970 
and last in 1981. The long gap (fig. 5) between the last 
measurement and the earthquake is not so important be- 
cause of the relatively low rates of secular line-length 
change (table 1). These rates are consistent with little or 
no shallow lateral slip (creep) on the San Andreas or 
Sargent fault in the years before the 1989 Loma Prieta 
earthquake. Right-lateral shear from loading of the San 
Andreas fault would slowly shorten the north-south-trend- 
ing line LP1 to LP4 and extend the east-west-trending 
line LP1 to LP2. Our linear fits show that the line LP1 to 
LP4 contracted at a significant rate (-4.Ok0.8 mm/yr) but 
that the line LP1 to LP2 also contracted (-1.5k0.8 mm/ 
yr). The scatter in these linear rates of line-length change 
are 2 to 3 times larger than the 3 mm expected for a 6- 
km-long line. The lines are steep, and at different times 
the laser was partly blocked by trees or bushes at stations 
LP2 and LP4. This combination of circumstances can re- 
sult in partial illumination of the bank of retroreflectors, 
making the perceived height of the reflector incorrect and 
any misalignment of the reflectors critical. Although the 
scatter about the linear fits is larger than expected, we 

Table 3.-Coseismic displacements between monuments on Loma Prieta 
relative to station LP1 (fig. 1 )  

Station North East UP Length (mm) (mm) (mm) (mm) 

Lorna USELorna NCER 42k2 12Â± -7 1k6 42k2 
Lorna CGS 47k2 35k4 -78k6 54k2 
Lorna DWR 23k3 26k3 -82k6 27k3 
Sue 21k5 27+4 -73+6 25+4 
Lorna Azi --- --- -1k6 3k2 
Lorna No. 3 --- --- -1+6 1 k2 

identified only one clear outlier, the first (Oct. 19, 1989) 
postearthquake survey of the distance from station LP1 to 
station LP4 (arrow, fig. 5). This distance is more than 20 
mm shorter than other Geodolite and GPS measurements 
made 3days to 2 months later. Both lines shortened dur- 
ing the earthquake, but the coseismic offsets are only a 
small fraction of the coseismic slip across the rupture 
zone and are consistent with the observation of no tec- 
tonic surface rupture. The secular and coseismic shorten- 
ing of the line LP1 to LP2 suggests a component of reverse 
slip on one or both of the faults. Station LP2 is located on 
Skyland Ridge but is well beyond the south limit of a 
zone of conspicuous extensional cracks mapped by Ponti 
and Wells (1991). 

Loma Prieta is the central of four sites frequently moni- 
tored with Geodolite and GPS measurements. Monthly 
Geodolite measurements of the lines from station Loma 
USE to stations Eagle Rk, Allison, and Hamilton (fig. 1) 
began in 1981 (Lisowski and others, 1990b, 1993), and 
these lines were measured 2 weeks before and 2 days 
after the earthquake. The line from station Loma DWR to 
station PR 6 was monitored for about 1 yr, beginning in 
1983. Monthly GPS measurements of the lines between 
stations LP1, Eagle Un, and Allison began in 1987. Sta- 
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tion Eagle Un is the alternative site used for GPS mea- 
surements because the station used in Geodolite surveys, 
Eagle Rk, is located next to a large, metal-covered look- 
out tower. Station Hamilton was occupied once in 1988 
and regularly, beginning in 1989. GPS measurements of 
the lines between stations LP1, Eagle Un, Allison, and 
Hamilton were made 2 weeks before and a few days after 
the earthquake. Station Brush 2 was occupied once in 
1988, once in 1989, and regularly after the earthquake. A 
VLBI station, Fort Ord, located 7 km to the north was 
occupied in 1987 and simultaneously with station Brush 2 
in 1988. No direct measurements were made from station 
Brush 2 in 1987. We use the 1988 eccentric tie to reduce 
the 1987 observations at station FortOrd to those at sta- 
tion Brush 2. We assume no relative motion between sta- 
tions Brush 2 and FortOrd, and we include the random 
error of the eccentric tie in the uncertainty of the reduced 
1987 measurements. 

We computed the secular rate of line-length change and 
the coseismic offset for the 1987-90 subset of the fre- 
quent Geodolite and GPS measurements (fig. 6). Note 
that the Geodolite measurements are from station Loma 
USE, whereas the GPS measurements are from station 
LP1. The secular rates of line-length change measured 
with Geodolite and GPS are similar, but the coseismic 

YEAR 

Figure 5.-Line-length change (observed line length L 
less a constant nominal length Lo) as a function of 
time along two 6-km-long lines measured from station 
LP1. Curves show best-fitting linear rate of line-length 
change from data points; error bars, lo .  Offset occurs 
at time of 1989 Loma Prieta earthquake. Arrow desig- 
nates data point that was excluded from analysis. 

offsets differ. We obtain similar coseismic offsets if we 
correct for the coseismic motion between the stations (table 
1). Savage and Lisowski (in press) discuss possible changes 
in the extension rates of these lines and vectors after the 
1984 Morgan Hill and 1989 Loma Prieta earthquakes. 

The GPS measurements provide all three components 
of the coseismic displacement between stations Allison, 

Loma USE to Eagle Rk 

1 a's to Alliso I 
O0 lLoma USE t 

G l , l l l l l l l l - ^ l l l l ~  0 LP1 to Hamilton 

YEAR 

Figure 6.-Line-length change (observed line length L 
less a constant nominal length Lo) as a function of 
time along a subset of three frequently measured lines 
between Geodolite and Global Positioning System sta- 
tions. Curves show best-fitting linear rate of line-length 
change from data points; error bars, l o .  Offset occurs 
at time of 1989 Loma Prieta earthquake. Note large 
difference between offsets along lines Loma USE to 
Allison and LP1 to Allison, and along lines Loma 
USE to Hamilton and LP1 to Hamilton. 



GEODETIC MEASUREMENTS OF COSEISMIC HORIZONTAL DEFORMATION A93 

Eagle Un, Hamilton, LP1, and Brush 2. The changes in and after the earthquake differ significantly (table 4). The 
the north, east, and up vector components relative to sta- rate of change in the vertical component between stations 
tion LP1 in a local coordinate system are plotted in figure LP1 and Brush 2 is not well determined, and so we also 
7. For example, the coseismic motion of station Allison compute the offset by differencing the weighted-mean 
relative to station LP1 is north, west, and up. We find that value before and after the earthquake (table 4). The only 
the rates of change in some of these components before direct measure of elevation change reported here comes 

LP1 to Allison 1 north 1 
I- east - 

YEAR 

[: LP1 to Hamilton 1 

1 9 8 8  1 9 9 0  1 9 9 2  

YEAR 

Brush 2 

YEAR 

1 9 8 8  1 9 9 0  1992  

YEAR 

Figure 7.-Position change (north, east, and up vector components C less a constant nominal component Cn) as a function of time between stations 
LP1 and (A) station Allison, (5) station Eagle Un, (C) station Hamilton, and (D) station Brush 2. Curves show best-fitting linear rate of line-length 
change from data points; error bars, la Offset occurs at time of 1989 Loma Prieta earthquake. 
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Table 4.-Changes in the vector components of coseismic displacement of its stations are of the Sargent fault, and the 
and coseismic offsets along lines in the Loma Prieta Monitor network other five are northeast of the fault. We surveyed the 
[All values are Global Positioning System measurements relative to station LP1 
(fig. 1) within a local coordinate system at the second station] 

Rate before Rate after Rate change Coseismic 
earthquake earthquake 

(mdyr )  
offset 

Cmdyr) Cmdyr) (mm) 

LP1 to Allison 

LP 1 to Eagle Un 

North-------- 4.7k2.5 14.5k1.7 9.8k3.0 201.7k3.3 
East---------- -6.7k2.7 -9.9k2.4 -3.2k3.6 -228.2k4.8 
Up  ----------- -8.1-I-9.9 4.2k7.2 12.3k12.2 186.9k13.8 
Length ------- 7.4k2.6 1 1.7k2.3 4.3k3.5 250.6k4.6 

LP1 to Hamilton 

LP1 to Brush 

~Differcncc of mean values before and after the earthquake. 

from the GPS vectors. We note that Loma Prieta subsided 
about 0.12 m relative to stations Allison and Hamilton 
and about 0.25 m relative to station Eagle Rk. 

Four Geodolite lines to stations in the Bay South net- 
work were measured from station Loma USE (fig. 8). We 
corrected these measurement after the earthquake for the 
coseismic offset of station Loma USE relative to station 
LP1. We calculated the coseismic offsets at the times of 
the 1984 Morgan Hill and 1989 Loma Prieta earthquakes 
along the lines from station Loma USE to stations 
Mindego, Biel, BMT RF, and American (fig. 1). The line 
Lorna USE to American is poorly fitted by a linear rate of 
line-length change (table 1). As mentioned above, the lines 
into station American are difficult to measure, and the 
previous error estimate is probably too small. 

CHASE NETWORK 

The 2-km-aperture Chase network (fig. 9) extends across 
the Sargent fault and has station Gilroy (Ch4) in common 

Chase network annually with a Geodolite between 1970 
and 1976, and once more in 1980. The network was sur- 
veyed again in 1990, 1 yr after the 1989 Lorna Prieta 

700 
Loma USE to Mindego 

Bmt to Loma* 1 \ 
lo0l American to Lorna USE 

YEAR 

Figure 8.-Line-length change (observed line length L 
less a constant nominal length Lo) as a function of 
time between station Loma USE and stations in Bay 
South network. Curves show best-fitting linear rate of 
line-length change from data points; error bars, lo. 
Offsets occur at times of 1984 Morgan Hill and 1989 w 

with the South Bay and Hollister networks (fig. 1). Three Loma Prieta earthquakes. 
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earthquake. We used end-point meteorology in the 1990 
survey only. The relatively low rates of line-length change 
in the northeastern part of the network (fig, 10A) and the 
significant rates of extension and contraction in the low- 
angle fault-crossing lines (fig. 105) are consistent with 
2k.1 m d y r  of shallow creep on the Sargent fault and an 
accumulation of right-lateral shear strain at the rate of 1 
ppmlyr in the network. The estimated coseismic offsets 
are substantial but poorly determined because of the long 
interval between the last survey and the earthquake. A 
few centimeters of sympathetic slip on the Sargent fault 
during the 1984 Morgan Hill and 1989 Lorna Prieta earth- 
quakes is possible and not constrained by our observa- 
tions. Such slip would shorten the north-south and extend 
the east-west fault-crossing lines by a large fraction of the 
lateral-slip amplitude. We see no such systematic pattern 
in the individual lines, possibly owing to the strain im- 
posed by the 1989 Loma Prieta earthquake. The largest 
coseismic offsets are along in north-south-trending lines 
along the east edge of the network (lines Ch5 to Ch6, Chl 
to Ch6, Ch4 to Ch5), which show extensions of 30 to 60 
mm. 

BLACK MOUNTAIN NETWORK 

The 3-km-aperture Black Mountain network (figs. 1 1, 
12), which straddles the San Andreas fault on the south- 
ern part of the San Francisco peninsula, includes stations 
Mindego and BMT RF (also called BMT8) in common 
with the South Bay network (fig. 1). We surveyed the 

0 0.1 0.2 METERS - 
2 KILOMETERS 

Figure 9.-Chase small-aperture network, showing observed (black vec- 
tors, with 95-percent-confidence ellipses) and calculated (gray vectors) 
coseismic displacements at Geodolite stations. Station Gilroy (CH4) is 
in common with Bay South network. 

Black Mountain network with a Geodolite nearly annu- 
ally from 1970 to 1981 and less frequently thereafter; the 
last survey was just 2 months before the 1989 Loma Prieta 
earthquake. We also surveyed the network 2 months, 1 yr, 
and 2 yr after the earthquake. Aircraft-flown metrology 
was used in all but the second survey after the earth- 
quake; therefore, the uncertainty of a typical observation 
is that given by equation 1. 

The average rate of line-length change between stations 
in the Black Mountain network is less than 1.7 m d y r  
(table I), consistent with the strain rates expected across a 
locked San Andreas fault. Fault creep (continuous shal- 
low slip) at rate of 1.5 mmlyr could also explain the rates 
of line-length change, but no other evidence for creep 
across this section of the San Andreas fault is available. 
Coseismic offsets are as large as 17 mm. These changes 
are about that expected from the strain released by earth- 
quake rupture. Shallow slip on the San Andreas fault does 
not appear to have occurred in the network before or after 
the 1989 Loma Prieta earthquake. Langbein (1990) re- 
ported a few millimeters of postseismic slip along the San 
Andreas fault in a network located near the northwest end 
of the Loma Prieta rupture zone. 

VLBI OBSERVATIONS AT FORT ORD AND THE 
PRESIDIO 

NASA's Crustal Dynamics Project and the NGS de- 
ployed mobile VLBI systems at Fort Ord, the Presidio, 
and Point Reyes before and after the 1989 Loma Prieta 
earthquake. The locations of these sites were determined 
with respect to a North American reference frame through 
the fixed VLBI observatories at Mojave, Hat Creek, and 
Vandenberg, Calif., and Fairbanks, Alaska. Clark and oth- 
ers (1990) estimated the coseismic displacement by pro- 
jecting the average displacement rate from 1983 to the 
time of the earthquake. They reported that the Fort Ord 
site was displaced 49k4 mm toward N. 1 l0&4O E., and the 
Presidio site 12k5 mm toward S. 32Ok4O E. No significant 
vertical displacement was observed at any site, and no 
significant horizontal displacement was observed at Point 
Re yes. 

Two different sites were used at Fort Ord. From 1983 
to February 1988, all observations were made from the 
main VLBI site at Fort Ord. Subsequently, this survey 
monument was destroyed by construction, and VLBI ob- 
servations were transferred to a site 8.9 km to the south 
called FortOrdS. At the time of Clark and others' (1990) 
report, there was some uncertainty about the tie between 
the sites, and so Clark and others determined offsets both 
at the time of the monument change and at the time of the 
1989 Loma Prieta earthquake. The VLBI station FortOrdS 
is on the same hill as the Geodolite and GPS station 
Brush 2. 
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SIMPLE DISLOCATION MODEL OF THE 
EARTHQUAKE RUPTURE 

We use the coseismic offsets and displacements to esti- 
mate the geometry, location, and slip of the Loma Prieta 
rupture zone. We represent the Earth as an elastic half- 
space, and the rupture zone as a dipping rectangular cut 
(dislocation loop) buried in the half-space (Mansinha and 
Smylie, 1971). The slip across the cut (Burgers vector) is 
uniform and is allowed to have both dip-slip and strike- 
slip components. Our model has nine unknowns: four that 

I t l l l t l l l l t  I 1 1  1 1  ( 1  1 

1 9 7 0  1 9 7 5  1 9 8 0  1 9 8 5  1 9 9 0  

YEAR 

describe the geometry of the dislocation (strike, dip, width, 
length), three its location (latitude, longitude, depth), and 
two the slip (slip, rake). We prescribe the geometry and 
location of the dislocation, and use a least-squares inver- 
sion to determine the slip and rake that best reproduce the 
observed coseismic surface deformation, There is no 
unique solution; our best-fitting model provides the mini- 
mum normalized m s  residual of the data to the model 
(eq. 5) .  Despite coseismic offsets that average 15 times 
larger than the instrument noise, we find that a surpris- 
ingly wide range of model faults adequately fit the data. 

Figure 10.-Line-length change (observed line length L less a constant nominal length Lo) as a function of 
time between stations in Chase network along lines that (A) do not cross or are east of and (B) cross or are 
west of the Sargent fault. Curves show best-fitting linear rate of line-length change from data points; error 
bars, l o .  Offset occurs at time of 1989 Loma Prieta earthquake. 
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The geometry of the initial model fault is based on the 
locations of the main shock and aftershocks (Dietz and 
Ellsworth, 1990). The main shock has a focal depth of 
17.6 km. The aftershocks define a 45-km-long zone trend- 
ing N. 50' W,, extending from a depth of 4 to 18 km, and 
dipping 65' SW. Aftershocks in the southeastern 10 km 
of the rupture zone are on a near-vertical plane aligned 
with the San Andreas fault and extending to a depth of 
only 10 km. 

How we treat the data from Loma Prieta is critical to 
our modeling of the fault rupture. Loma Prieta, which is 
close to the center of the rupture zone, has the largest and 
best determined coseismic offsets and displacements. The 
coseismic displacement between the monuments on Loma 
Prieta is several times larger than the uncertainty in the 
coseismic offsets to distant sites. We can use the data as 
is, correct them by assuming that one of the monuments is 
stable, downweight them, or disregard them. We assume 
that station LPl is stable and correct the data from station 
Loma USE for its coseismic offset relative to station LPl.  
Even with this assumption, which might be considered 
optimistic, some crucial rupture parameters are not well 
constrained by our geodetic data. 

The geometry, location, and slip of our best-fitting rup- 
ture model are listed in table 5. Most of the observed 
coseismic deformation can be reproduced by 5&4 m of 
slip at a rake of 153Ok6O on a 34k6-km-long buried rup- 
ture plane dipping 790&g0 SW. and extending from a depth 
of 7k3 to 13k5 km. The geodetic moment (Mo=p4b, where 
p is the rigidity [3x l0lo Pa], A is the area of the slip zone, 
and b is the slip amplitude) is 2 . 7 k 0 . 3 ~ 1 0 ~ ~  N-m. The 
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Figure 1 1  .-Black Mountain small-aperture network, showing observed 
(black vectors, with 95-percent-confidence ellipses) and calculated (gray 
vectors) coseismic displacements at Geodolite stations. Station Mindego 
and BMT RF (BMT8) are in common with Bay South network. 

normalized rms residual is 2.71; that is, the average re- 
sidual is about 3 times larger than our previous error esti- 
mate. 

We used the coseismic offsets and the GPS- and VLBI- 
measured displacements to determine the coseismic sta- 
tion displacements, which are compared with those 
calculated from the best-fitting uniform-slip dislocation 
model in figures 9, 1 1, and 13. The displacements calcu- 
lated from the coseismic offsets alone are uncertain by a 
rigid-body motion of the network as a whole. The VLBI- 
measured displacement of station FortOrdS determines 
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Figure 12.-Line-length change (observed line length 
L less a constant nominal length Lo) as a function of 
time between stations in Black Mountain network. 
Curves show best-fitting linear rate of line-length 
change from data points; error bars, l o .  Offset occurs 
at time of 1989 Lorna Prieta earthquake. 
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Table 5.-Parameters of best-fitting, unvorm-slip dislocation model 

[Data from station Loma USE (fig. I), corrected for coseismic offset relative to station LPl,  Depth is to top of fault plane; width is downdip; 
latitude and longitude locations are surface projection of northwest corner of fault plane. Uncertainties are ranges of values with 68-percent- 
confidence limit of model] 

Strike (from Dip Length Width Depth 
(km) (kt-4 (km) 

Lat N. 
north) 

Slip Moment Long W. 
(m) Rake (1 019 N-m) 

the rigid-body translation of the network? and the GPS- rotation of the network. The combination of VLBI? GPSy 
measured displacement of stations Allison, Hamilton, and and EDM data thus provides a unique solution for the 
EagleUn relative to station LPl  determines the rigid-body observed displacement of the stations within the geometri- 

Figure 13.-San Francisco Bay region, showing locations of major faults (irregular lines, dashed where 
inferred; from Jenning, 1975) and observed (black vectors, with 95-percent-confidence ellipses) and calcu- 
lated (grey vectors) coseismic displacements at stations in regional geodetic network (triangles). Star, epi- 
center of 1989 Loma Prieta earthquake; dashed rectangle, surface projection of best-fitting, uniform-slip 
dislocation model for earthquake; heavy-dashed line, intersection of rupture plane with surface of the Earth. 
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cally rigid part of the network. Stations Cross, LP2, LP4, 
Hollis, and PR6 are measured from only one other station, 
and so we exclude these stations from our displacement 
solution. The displacements of many stations are 
overdetermined (there are 22 degrees of freedom), and the 
normalized rms residual from the least-squares adjustment 
for the coseismic displacements is only 1.1 times larger 
than expected, indicating that the observed changes are 
self-consistent and that our previous error estimate is rea- 
sonable. 

The Black Mountain and Chase networks each include 
one station (Gilroy in the Chase network, BMT RF in the 
Black Mountain network) for which the displacement is 
uniquely determined, The displacement of station Mindego 
in the Black Mountain network also is uniquely deter- 
mined, but this station is not rigidly tied to the other sta- 
tions in the network. Stations Gilroy and BMT RF fix the 
rigid-body translation of these networks as a whole, but 
the displacements of the other sites in the networks are 
uncertain by a rigid-body rotation about this station. To 
test our model, we add the rigid-body rotation that best 
reproduces the predicted displacements (so-called model 
coordinate solution of Segall and Matthews, 1988). 

The station displacements most poorly fitted by the 
model are in the epicentral area (sta. Vargo, fig. I), and 
between the Calaveras and San Andreas faults (stas. Llagas, 
Gilroy, Chamber, Sargent). The measurements of lines 
between the Calaveras and San Andreas faults show 
coseismic effects and aftereffects from the 1979 Coyote 
Lake, 1984 Morgan Hill, and 1989 Loma Prieta earth- 
quakes. We excluded anomalous data from as long as 1 yr 
after these earthquakes from our analysis. Along these 
lines, our assumption of a linear rate of line-length change 
over time, even with these anomalous data excluded, may 
be incorrect. Other known sources of deformation, such 
as triggered right-lateral slip on the Calaveras and San 
Andreas faults southeast of the rupture zone (Behr and 
others, 1990; Galehouse, 1990; McClellan and Hay, 1990) 
are small and most likely surficial phenomena. No obvi- 
ous sources are known that could account for the differ- 
ence between predicted and observed coseismic 
displacements in the area between the San Andreas and 
Calaveras faults. Careful modeling of the 1979 Coyote 
Lake and 1984 Morgan Hill earthquakes might eliminate 
some uncertainties about the rate of deformation during 
the decade before the 1989 Loma Prieta earthquake. 

The fit of our model to the data could also be improved 
with a more complex model of the Earth (Eberhart-Phillips 
and Stuart, 1992), the rupture geometry (Snay and others, 
1991), or the slip distribition (Marshall and others, 1991; 
~rnadbt t i r  and Segall, 1994; Marshal and Stein, this chap- 
ter), or by including other sources of deformation, Our 
best-fitting rupture model is the simplest that can explain 
most of the coseismic deformation reported here. We show 

in the next section that the geometry, location, and slip of 
even this simple model are poorly resolved by the data. 

DISCUSSION 

How well do our geodetic data define the Loma Prieta 
rupture zone? To assess the range of model faults consis- 
tent with our data, we randomly vary the seven param- 
eters describing the fault geometry and location, and solve 
for the slip and rake with a least-squares inversion. We 
limit our search to faults that strike 125'-145' from north, 
dip 60'-90' SW., with a length of 25 to 45 km, a downdip 
width of 1 to 19 km, a latitude and longitude position k5 
km from that in the starting model, and a depth to the top 
of the rupture plane of 2 to 10 km. We use an F-ratio test 
to approximate confidence regions. Model faults within a 
particular confidence region result in a normalized rms 
residual, oo (eq. 4), that is less than a particular value oOa. 
Given coopt for the optimal model, all models with oo<ooa 
are consistent at the 100a-percent-confidence level, where: 

- ~ ~ ~ ~ ~ [ l + ~ ~ ( m , n - m , l - a ) ~ ,  (7) Goa - n-rn 

and n is the number of model parameters, m is the number 
of data, and F is the F distribution with m unknowns and 
n-m degrees of freedom (Draper and Smith, 1981). That 
is, the confidence region for each parameter is approxi- 
mated from the range of values given by all the models 
consistent with the optimal model at a specified confi- 
dence level. Remember that models with a normalized 
rms residual near 1, on average, reproduce the observed 
coseismic changes within their uncertainty, ~rnadbt t i r  and 
Segall (1994) found that the F-ratio test tends to slightly 
underestimate confidence regions relative to those pre- 
dicted by bootstrapping techniques which rely on random 
resampling of the original data. 

We attempt to reproduce n=99 data, 85 line-length 
changes, and 4 GPS (three vector components each)- and 
2 VLBI (two vector components each)-measured displace- 
ments. The model fault is described by m=9 parameters. 
Our best-fitting rupture model has a normalized rms re- 
sidual of 2.73, a misfit about 3 times the estimated error 
in the data. Using the F-ratio test (eq. 71, we find that 
rupture models with a normalized rms residual less than 
2.97 are within the 95-percent-confidence limit of our best- 
fitting model, and those models with a normalized rms 
less than 2.87 are within the 68-percent-confidence limit 
of our best-fitting model. The normalized rms residual is 
plotted as a function of the fault geometry and location in 
figures 14A through 14H. The shape and edge of the cloud 
of data points are important to our discussion. The nor- 
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Figure 14.-Ranges of fault geometries and locations allowed at 95-percent-confidence limit in best-fitting, uniform-slip 
dislocation model for 1989 Loma Prieta earthquake. A, Fault strike. B, Fault dip. C, Fault length. D, Fault width. E, Latitude of 
source. F, Longitude of source. G, Depth of source. H, Width versus depth of source. I, Fault slip. J, Fault rake. K, Seismic 
moment. 
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malized rms residual has a well-defined minimum for all 
the fault geometry and location parameters except fault 
width, which is poorly resolved and correlates closely with 
fault depth. The normalized rms residual is plotted as a 
function of the inverted parameters of slip and rake, and 
the calculated geodetic moment, in figures 147 through 
14K. The slip correlates closely with fault width, and 
because the width is poorly determined, the slip also is 
poorly determined. The rake and moment exhibit well- 
defined minimums. The uncertainties listed in table 5 are 
those that are within the 68-percent-confidence limit of 
our best-fitting model. We are, quite frankly, surprised at 
the range of model parameters that provide an adequate 
fit to the data, indicating that our surface geodetic data 
are rather insensitive to a buried source of deformation. 

0 2 4 6 8 10  

SLIP, IN METERS 

ABSENCE OF SURFACE RUPTURE 

The data plotted in figure 14 and listed in table 5 indi- 
cate that the geodetic observations are best fitted by a 
rupture that terminates well short of the Earth's surface. 
The lengths of the lines LP1 to LP2 and LP1 to LP4, 
which cross the San Andreas fault near the epicenter, 
changed by only a fraction of a meter (table I), even 
though the total slip was more than 2 m. These results are 
quite consistent with the absence of any surface expres- 
sion of primary rupture. There has been some discussion 
in the literature on the question of how much slip oc- 
curred along this section of the fault in the 1906 San 
Francisco earthquake. Thatcher and Lisowski (1987) in- 
ferred from triangulation observations that the average 
slip amplitude from the surface to 10-km depth was 2.6k0.2 
m. Primarily on the basis of an observation of an apparent 
fault offset in the summit railway tunnel south of Wrights 
station (Lawson, 1908), Scholz (1985) argued that the slip 
amplitude along this section of the fault in 1906 was 1.5 
m, significantly less than farther north along the penin- 
sula, and that this section of the fault must rupture more 
frequently to make up the slip deficit that was "observed" 
in 1906. The occurrence of the 1989 Loma Prieta earth- 
quake seems to support to this argument, although no sur- 
face slip was observed in 1989. Therefore, surface slip 
does not seem to be a valid criterion for earthquake pre- 
diction along this section of the San Andreas fault. 

CONCLUSIONS 
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Figure 14.-Continued 

We use Geodolite and GPS surveys both before and 
after the 1989 Loma Prieta earthquake to estimate the 
coseismic offsets along 85 lines and at 4 sites. The 
coseismic displacment of two VLBI sites was previously 
determined by Clark and others (1990). To correct for 
secular offsets or displacements, we project the average 
rate of change to the time of the earthquake. The offsets 
and displacements are mostly consistent with a linear rate 
of change as a function of time, with offsets at the time of 
earthquakes. Along many lines, we allowed for additional 
offsets at the times of the 1979 Coyote Lake, 1984 Mor- 
gan Hill, and 1986 Mount Lewis earthquakes. Lines near 
the ruptures zones of the 1979 Coyote Lake and 1984 
Morgan Hill earthquakes show accelerated rates of line- 
length change that appear to decay to the previously ob- 
served rates within about 1 yr. We excluded anomalous 
measurements after these earthquakes from the analysis. 

Local surveys on Loma Prieta, a peak 3 km from the 
San Andreas fault and 11 km from the epicenter of the 
1989 earthquake, show that monuments at the north end 
of the peak were displaced 30 to 60 mm to the northeast 
and subsided 70 to 80 mm relative to monuments about 
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160 m away on the south end of the peak. The sense of 
motion is consistent with shaking-induced instability of 
the north end of the peak, although no local ground frac- 
turing was observed after the earthquake. In our analysis 
of the data from Loma Prieta to distant points, we assume 
that the southern stations are stable, and correct observa- 
tions from the northern stations for local coseismic move- 
ments, although none of the stations on the peak may be 
stable. In any case, the occurrence of relative motion be- 
tween the stations on Loma Prieta, with no obvious local 
ground fracturing, questions whether the observed changes 
to distant points truly represent tectonic deformation. 

We use a Monte Carlo fault-parameter estimation to 
find a best-fitting, uniform-slip dislocation model and to 
assess the data sensitivity. Well-defined minimums in the 
normalized rms residual exist for all parameters describ- 
ing the fault geometry and location, except fault width, 
which correlates closely with fault depth. The inverted 
parameter of slip correlates closely with fault width and 
exhibits no well-defined minimum in normalized rms re- 
sidual. The inverted parameter of rake and the calculated 
geodetic moment, however, are well defined. Although 
the minimums in the normalized rms residual are well 
defined for most fault-rupture parameters, the uncertainty 
is quite large (table 5). The geodetic data, however, are 
consistent with the observation of no tectonic surface 
rupture. 

The combination of Geodolite, GPS, and VLBI mea- 
surements provides a unique solution for the coseismic 
displacements. The normalized rms residual from the dis- 
placement adjustment indicates that our previous estimates 
of the average error in the coseismic offsets are only 
slightly low. The coseismic offsets of the geodetic sta- 
tions located between the San Andreas and Calaveras faults 
to the east and south of the Loma Prieta rupture zone are 
poorly fitted by our dislocation model. Many of the lines 
in this area had not been measured since 1986, some since 
1982, and all were affected by the 1979 Coyote Lake and 
1984 Morgan Hill earthquakes. The deformation history 
of this region is complex, and our method may underesti- 
mate the error in the linear rates of line-length change 
and, correspondingly, in the coseismic offsets at the time 
of the 1989 Loma Prieta earthquake. There may be other 
unmodeled sources for the deformation, but the obvious 
choices of sympathetic slip on the San Andreas or Cala- 
veras fault do not account for the observed changes. 
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ABSTRACT 

Leveling surveys conducted before and after the 1989 
Loma Prieta earthquake provide observations of the 
coseismic elevation changes. We use these data to define 
the spatial pattern of elevation change and to deduce the 
faulting geometry and distribution of slip. Both planar 
and curved (listric and negatively listric) faults produce 
elevation changes consistent with observations. Using an 
elastic half-space, we treat the data as correlated observa- 
tions and find that 60 percent of the observed signal can 
be modeled by a planar rupture surface that extends from 
6- to 12-km depth, is 32 km long and 7 km wide, and dips 

64' SW. With a slip amplitude of 3.6 m, this model fault 
produces a geodetic moment of 2.6xl0l9 N-m. A larger 
dip-slip component is found northwest of the epicenter 
(rake, 144') and a larger strike-slip component southeast 
of the epicenter (rake, 157'). Models with larger rake varia- 
tions (>40Â° marginally reduce the fit to the data but re- 
quire a seismic moment of only 1 . 8 ~ 1 0 ~ ~  N-m. The rupture 
plane lies 2 km southwest of the aftershock zone. When a 
low-modulus layer or wedge is added to the model for 
consistency with the seismic P-wave-velocity structure, 
the fault deepens and locates adjacent to the aftershock 
zone; coming within 1.5 km of the hypocenter. 

INTRODUCTION 

Precise geodetic leveling surveys conducted both be- 
fore and after the 1989 Loma Prieta earthquake provide 
observations of the coseismic elevation changes. Although 
no active program of vertical-deformation monitoring us- 
ing leveling has been pursued along this section of the 
San Andreas fault zone, previous leveling surveys for to- 
pographic-control and land-subsidence studies have been 
used together with postearthquake releveling to construct 
the coseismic elevation changes. Station separation for 
more than half of this extensive network of vertical-con- 
trol bench marks is about 1 km. 

In this study, we focus on the broad-scale pattern of 
vertical deformation and its interpretation in terms of fault 
geometry and slip. We use simple uniform-slip elastic- 
dislocation models to approximate the rupture surface at 
depth. In two different approaches, we treat the leveling 
observations as either independent or correlated elevation 
changes. We compare our models incorporating a hetero- 
geneous elastic structure with the half-space models for 
consistency with the seismic-velocity models of Eberhart- 
Phillips and others (1990). We then compare the model 
rupture surface with seismologic, geologic, and other geo- 
detic observations. 
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DATA 

LEVELING NETWORK 

The leveling network circumscribes the southern Santa 
Cruz Mountains and encloses most of the aftershock zone 
(fig, 1). The network spans 15 to 20 km (one hypocentral 
depth) on each side of the San Andreas fault and 67 km 
along strike. Postearthquake surveys were chosen to give 
maximum coverage of the aftershock zone and the area of 
expected vertical deformation. The leveling routes cross 
the San Andreas and Sargent faults in four places. The 
network is divided into seven routes (inset, fig. I), each 
approximately parallel or perpendicular to the* San An- 
dreas fault. 

Preearthquake leveling surveys were performed by both 
the U.S. National Geodetic Survey (NGS) and the U.S. 
Geological Survey (USGS) between 1948 and 1989. 
Postearthquake surveys were conducted from February 
through June 1990. We treat all of the vertical deforma- 

tion occurring between the preearthquake and 
postearthquake surveys as "coseismic," noting that little 
postearthquake slip was observed between October 1989 
and June 1990 (Behr and others, 1990; Langbein, 1990). 

LEVELING ERRORS 

Leveling can be contaminated by both systematic and 
random errors. Systematic errors generally produce a cor- 
relation between observed geodetic tilt and topographic 
slope, as is true for miscalibrated leveling rods (Jackson 
and others, 1981; Stein, 1981) and is sometimes true for 
atmospheric-refraction errors (Stein and others, 1986). 
Random errors have several causes: inaccurate readings 
of the leveling instrument caused by atmospheric scintil- 
lation and ground vibrations, incorrectly entered numeri- 
cal values (blunders), random -variations in the degree to 
which the instrument and rods are out of plumb, and so 
on. The NGS corrects all data for level collimation, rod 

Figure 1 .-Schematic map of Loma Prieta region, Calif., showing location of leveling network of 21 1 bench 
marks. Inset shows locations of leveling routes 1 through 7; bench marks (dots) indicate zero-distance points 
in profiles shown in figure 7. Stars, epicenters of Lorna Prieta (Oct. 17, 1989; Ms=7.1), Coyote Lake (Aug. 
6, 1979; Ms=5.9), and Morgan Hill (Apr. 24, 1984; ML=6.1) earthquakes; crosses, epicenters of Lorna Prieta 
aftershocks of M>2. Quaternary faults (dashed where inferred) from Jennings (1975). AN, Point Afio Nuevo; 
AP, Aptos; BC, Boulder Creek; CA, Capitols; CO, Corralitos; CY, Coyote; DA, Davenport; F'E, Felton; FR, 
Freedom; GI, Gilroy; HP, Hecker Pass; LG, Los Gatos; LP, Loma Prieta (triangle); LS, La Selva Beach; 
MH, Morgan Hill; OL, Olympia; PG, Pajaro Gap; SA, Sargent; SC, Santa Cruz; SJ, San Jose; SO, Soquel; 
SU, Sunnyvale; SV, Scotts Valley; WA, Watsonville; ZA, Zayante. 
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calibration, thermal expansion of the rod tapes, earth tides 
and associated gravitational effects, and atmospheric re- 
fraction. For the 1990 surveys, the thermal and refraction 
corrections were computed from the observed tempera- 
ture gradient at the leveling instrument. 

In contrast, the third-order USGS leveling data are not 
corrected for refraction, earth tides, or thermal-expansion 
effects. Refraction, collimation, and rod-calibration errors, 
which can lead to systematic errors detectable in third- 
order work, are evaluated by searching for height-depen- 
dent correlations, Profiles of elevation change and 
topography are shown in figure 2 for leveling routes 4 
(fig. 2A) and 7 (fig. 2B), both of which cross substantial 
topography and show no correlation (positive or negative) 
between the tilt of elevation change and topographic slope. 
No such correlations are recognizable in the other 
coseismic data, although errors of 5100 mm would be 
difficult to detect in the presence of large tectonic defor- 
mation. 

Random error can be gaged from the height difference 
between adjacent bench marks when they are double-run 
(leveling in both directions), and from circuit misclosures. 

Random error accumulates with the square root of dis- 
tance, expressed as a& ,  where ct (in millimeters per 
kilometer%) is computed from the double-run sections 
and L is the length of each section (in kilometers). The 
observed ct values listed in table 1 are derived from the 
statistics of all double-run sections and have been normal- 
ized to a distance of 1 km. The maximum allowable dis- 
crepancy between the forward and backward runs of each 
double-run section is the field tolerance, b. If this field 
tolerance is not met, the section must be rerun until the 
forward and backward runs agree to within the tolerance. 
In practice, arithmetic means of several runs are used for 
final elevation differences when the field tolerance cannot 
be met after several attempts. If random errors are nor- 
mally distributed, then ct= % p. Generally, ctc % p because 
the errors are not normally distributed or because the num- 
ber of double-run sections used to compute cx is small. 

We have assigned ct values to each survey on the basis 
of observed circuit misclosures. In the absence of large 
blunders or length-dependent systematic errors, observed 
circuit misclosures give an estimate of the random survey 
error. The accuracy of the 1990 surveys can be deter- 
mined by examining five closed circuits. All the circuits 
are mapped in figure 3, and the observed misclosure, 
length, and allowable misclosure for each circuit are listed 
in table 2. 

The assigned ct values (table 1) are computed from the 
misclosures of circuits by the formula 

where ei is the misclosure (in millimeters), Li is the length 
(in kilometers) of the ith circuit, and n is the number of 
circuits (Bomford, 1971, p. 8 16). Generally, this calcula- 
tion leads to more conservative assignments of error than - 

DISTANCE, IN KILOMETERS does the observed ct value. Where circuit-closure data are 
unavailable, the ct value is assigned by setting the ratio 

m 
w plct equal for all first-order surveys. All third-order sur- 
Id 

VJ 800 I- veys have been assigned an ct value on the basis of the 
0.12 g 

w single preearthquake circuit 5 misclosure, which yields a 
I- 2 600 Z 7-mm/& mean error, whereas the expected error for 

0.08 
L i  

third-order levels is 12 m d & .  Because circuit 5 was 
z 0 - 400 

closed with several rod pairs, this small misclosure is con- 
z 0.04 5 

x sistent with an absence of rod-calibration error. Pure er- 
2 
I- CJ rors represented by circuit misclosures have been used to 
4 200 
> o z scale the relative precision of each survey. 
w 
1 

52 The error assigned to each coseismic elevation change 
0 -0.04 5 

0 10. 20 30 ~d 
is based on survey precision and on the uncertainty and 

J 
DISTANCE, IN KILOMETERS w magnitude of the subsidence corrections (see app. 1). Rela- 

tive uncertainties, 6i, for each coseismic data point are 
Figure 2.-Profiles of topography (shaded curve) and coseismic eleva- computed as 
tion change (dots) along leveling routes 4 (A) and 7 ( B )  (see inset, fig. 
1). No consistent positive or negative correlation between topography 
and elevation change is observed. 
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Table 1 .-Specifications for leveling surveys 

[Agencies: NGS, U.S. National Geodetic Survey; USGS, U S .  Geological Survey. Assigned cc values are derived from circuit misclosures. n.a., 
not available] 

Lcvcling 
routc Survcy agcncy 

(insct, fig. 1) and designation 
Survcy 

datc 
Ordcr of Ficld Obscrvcd Assigned 
lcveling tolerance, a valuc a valuc 

(mn) (mm) (mm) (mm) 

1 NGS L25239.1 
NGS L25 172, L25 174 
NGS L22841 
NGS L21038, L21016.1, 

L21026.2 

2 NGS L25239.1, L25239.2 
NGS L25251.8 
NGS L25174 
NGS L24298 
NGS L2284 1, L22869 

3 NGS L25239.3 
NGS L21016.9 
NGS L18119.9 

4 NGS L25239.4 
USGS PV 80, PV 208, 

PV 220 

5 NGS L25239.6 
USGS PV 220, PV 208 

6 NGS L25239.5 
USGS PV220 

7 NGS L2525 1.7, L2525 1.8 
USGS PV218 

Jan.-Feb. 1990 
Fcb.-Mar. 1989 
July-Scpt. 1972 
Mar.-May 1967 

Fcb. 1990 
June 1990 
Mar. 1989 

1978 
July-Oct. 1972 

Fcb.-Mar. 1990 
Jan.-Mar. 1967 

Dec. 1960 

Apr. 1990 
1953 

May-June 1990 
1953154 

1 st (singlc) 
1 st (single) 
1 st (double) 
1 st (double) 

I st (single) 
1 st (single) 
1 st (single) 
1 st (doublc) 
I st (double) 

1 st (single) 
1 st (double) 
1 st (double) 

I st (single) 
3d single) 

1 st (single) 
3d (single) 

1 st (single) 
3d (single) 

1 st (single) 
3d (single) 

where apost is the a value for the postearthquake survey, 
apre is the a value for the preearthquake survey, Si is the 
subsidence correction for the ith data point, and y is a 
parameter that depends on our confidence in the estimated 
subsidence rate. For points with a subsidence correction 
based on extensometer data, y=O.l5; for all other points, 
we assign ~ 0 . 3 3 .  

The relative uncertainty indicates the relative impor- 
tance of the elevation change at a point i with respect to 
any other point j. The uncertainty between two adjacent 
points i and i+l is given by 

where L is the survey distance between the two points (in 
kilometers). The coseismic elevation changes and their 
relative uncertainties are listed in table 3. Each bench 
mark is identified by its NGS archival reference number 
(ACRN). 

The coseismic signal available for modeling is best de- 
scribed by a signal-to-noise (SIN) ratio. The observed 
elevation-change signal is based on section-elevation 
changes (each section consists of two adjacent bench 
marks). The signal for the ith section, AHi, is given by the 
difference between the coseismic elevation changes of the 

two bench marks at each end, AHi=dHi+l-dHi. The total 
error, oi, for each AHi is calculated from equation 3 and is 
proportional to the square root of the survey length of the 
section and to the square root of the sum of squares of the 
uncertainties of the two observations. The SIN ratio is 
given by 

where n is the total number of sections used in the calcu- 
lation (table 4). The SIN ratio is 53 for 81 percent of all 
the sections in the network (leveling routes 1, 2, 5, 7). 
The area of large signal near the epicenter has a moderate 
SIN ratio of 4 to 6, because the coseismic elevation changes 
are derived from less precise preearthquake surveys that 
have poor spatial resolution and larger uncertainty (level- 
ing routes 3, 4, 6). The SIN ratio of the entire Loma Prieta 
leveling-data set is 3.3, despite the high quality and reso- 
lution of the 1990 surveys. In effect, the leveling routes 
around the periphery of the network receive a higher 
weight by virtue of their high precision and bench-mark 
density, whereas those in the interior of the network re- 
ceive a relatively lower weight. If all the data were of 
equal precision and density, the interior routes of the net- 
work would have had much larger SIN ratios. 
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OBSERVED COSEISMIC ELEVATION CHANGE 

The observed coseismic elevation changes are mapped 
in figure 4A. Maximum uplift of 550 mm occurs just to 
the northwest of the epicenter, on the west side of the San 
Andreas fault (fig. 1). Maximum subsidence of 100 mm 
occurs at both the northeast and southwest ends of the 
network. Maximum coastal uplift occurs where the bench 
marks are closest to the San Andreas fault. Along the 
northwest section of the coastline, between Santa Cruz 
(SC, fig. 1) and Point Afio Nuevo (AN, fig. 1), the obser- 
vations show little or no uplift. To the east of the San 
Andreas fault, a broad 50-mm downwarp extends along 
the fault zone. 

Repeated coseismic vertical deformation may give rise 
to the observed height of the coastal marine terraces. Not- 
ing the similarity between terrace-uplift profiles and the 
vertical deformation predicted by Lisowski and others' 
(1990) coseismic model of the earthquake, Anderson 
(1990), Valensise and Ward (199 I), and Valensise (1992) 
suggested that Loma Prieta-type events, if repeated every 
300 to 600 yr, could produce the observed terrace defor- 
mation. The observed coseismic elevation changes from 

the earthquake are plotted along with the observed long- 
term vertical deformation of the youngest (125 ka) marine 
terrace in figure 5A. At distances greater than 25 km south 
of Point Aiio Nuevo, the two profiles are similar, although 
the terrace deformation is broader, partly because the lev- 
eling route does not everywhere coincide with the terrace's 
inner edge. Within 25 km of Point Afio Nuevo, the uplift 
recorded by the terrace is not observed coseismically. 

An alternative interpretation of the long-term uplift is 
uniform coastward tilting normal to the San Andreas fault. 
If this interpretation is correct, then the terrace heights 
would be inversely proportional to their distance from the 
fault, unrelated to parameters of the earthquake. Terrace 
height as a function of distance normal to the San An- 
dreas fault is plotted in figure SB. Uniform tilting is seen 
to be a plausible explanation for the terrace height, except 
near the San Gregorio-Hosgri fault at Point Afio Nuevo. 
Thus, although the similarity of the coseismic deforma- 
tion to the 125-ka deformation suggests that permanent 
uplift associated with dip slip on the San Andreas fault is 
recorded by the terraces, uniform regional tilting may also 
account for the terrace uplift. In both cases, discrepancies 
near the San Gregorio-Hosgri fault may be due to dip-slip 
motion on the San Gregorio-Hosgri fault or to obliquity 

Figure 3.-Schematic map of Loma Prieta region, Calif,, showing locations of leveling circuits (numbered 
loops) formed by 1990 releveling survey. Circuit misclosures computed in clockwise direction as indicated 
are listed in table 1. Leveling circuit 5 is closed by both preearthquake and postearthquake leveling. Circuit 
1 is the outer perimeter loop. 
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Table 2.-Leveling circuits and misclosures 

[Observed misclosure is computed in clockwise direction. Allowable misclosure is 

based on normal random error, a= Ĵ  p. NGS, U.S. National Geodetic Survey] 

Circuit Date Circuit Observed Allowable 

(fig. 3) 
length misclosure misclosure 
(km) m m )  (mm) 

' 5  km of the preseismic loop is closed with an NGS 1972 height 
difference. 

^ased on a= 12 mrn/^km. 

of the long-term San Andreas fault slip, as proposed by 
Valensise and Ward (199 1). 

MODELING ELEVATION CHANGES 

To model the observed coseismic elevation changes, 
we constructed a series of three-dimensional models, each 
of which utilizes an elastic-half-space Earth structure and 
model faults with uniform slip. We first construct planar 
rectangular model faults and search for the model that 
best fits the observations; the data are considered to be 
independent point elevation changes. Next, we allow the 
model fault to take on listric and negatively listric shapes. 
In an additional experiment, we consider the observed 
elevation changes to be correlated and model the section- 
elevation changes between adjacent bench marks. In our 
final series of models, we examine faults with alongstrike 
variations in rake. 

To assess the influence of nonhomogeneous elastic Earth 
structure, we then tested several two-dimensional bound- 
ary-element models. In these tests, we compute the verti- 
cal displacement for a set of points aligned perpendicular 
to the strike of a model thrust fault embedded in a 
nonhomogeneous elastic medium. These displacements are 
then modeled with a two-dimensional elastic half-space, 
to deduce the correction that should be applied to our 
three-dimensional-half-space results to account for 
nonhomogeneous Earth structure. These nonhomogeneous- 
elastic-media calculations are designed to test the effects 
of a realistic Earth structure on the basis of calculated 
seismic-velocity models of the Loma Prieta region. We 
consider both a layered elastic structure and a wedge- 
shaped low-modulus region. 

ELASTIC-HALF-SPACE MODELS 

PLANAR ONE-RAKE MODEL 

The earthquake rupture can be described as a superpo- 
sition of moment-tensor point sources buried within a uni- 
form elastic half-space (Ward and Barrientos, 1986; 
Barrientos and others, 1987). The model-fault geometry 
and source parameters are fixed; the uniform slip is de- 
fined by a least-squares inversion. When the data are con- 
sidered to be independent point elevation changes, a 
constant elevation-change offset is also determined by in- 
version. Because the coseismic elevation changes are in- 
dependent of a datum (zero-level elevation change is 
unknown), the model must include an elevation-change 
offset that, together with the slip amplitude, best fits the 
observations (in a second approach, the need for an eleva- 
tion-change offset is eliminated by constructing elevation- 
change differences between adjacent bench marks). The 
data are weighted by the square of the observed errors, 
oQ, which are proportional to the relative uncertainties, 
CJ,, =.&ti,, where LC is a characteristic length scale for 
the network (LC-10 km). Note that we model the eleva- 
tion change of each bench mark, which is treated as inde- 
pendent, and there are no correlations between bench 
marks. The characteristic length scale is chosen so that 
the SIN ratio calculated both by section and by bench 
mark is the same; without the characteristic length scale, 
the magnitude of the signal is unbounded, owing to the 
arbitrary datum. 

To account for correlations in the leveling observations, 
we also model the section-elevation changes. In these 
models, differencing the coseismic elevation changes of 
adjacent bench marks eliminates the elevation-change off- 
set, and so we invert only for the slip amplitude, with the 
section-elevation changes weighted by the square of the 
uncertainties given by equation 3. Each section has a length 
scale (the leveled distance between adjacent bench marks), 
and the characteristic network length scale LC is not re- 
quired. Before inverting the section-elevation changes, we 
remove bench marks that create spikes, and sections with 
excessive tilt. Spikes, defined by adjacent sections that 
have large tilts of opposite sign, indicate a disturbed bench 
mark or leveling-observation blunder. Steps in the level- 
ing data indicate blunders in the leveling observations and 
are characterized by individual sections'that have exces- 
sively large tilt. For spikes, the causative bench mark is 
removed, and a new section is formed by differencing the 
bench marks on either side. The magnitude of tilt that is 
used to define spikes and steps is chosen to maximize the 
percentage of signal modeled, while at the same time re- 
moving as few of the data as possible (fig. 6). 

Each model fault is described by eight fixed model pa- 
rameters. The location of the model fault is designated by 
the coordinates of its upper northwest corner; the latitude, 
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longitude, and vertical depth of this corner locate the fault 
in space. The fault area is described by an alongstrike 
length and a downdip width. The strike is defined as the 
angle measured clockwise from north, and the rake is mea- 
sured on the fault surface counterclockwise from the strike 
azimuth. The dip is the acute angle between horizontal 
and the fault surface. 

Our systematic forward search of parameter space be- 
gins by finding the best-fitting planar model fault. In this 
initial phase of modeling, we make no assumptions about 
fault geometry or location, as might be derived from af- 
tershock locations, focal mechanisms, or previous studies. 
Instead, we adopt strikes and rakes that reflect the general 
strike of the San Andreas fault in the Loma Prieta region 
and a reverse-oblique style of faulting. These and all other 
model parameters, however, are assigned large ranges in 
the initial parameter-space search. During successive pa- 
rameter-space searches, these ranges are narrowed, guided 
by the values that produce the best fit to the data. 

NONPLANAR ONE-RAKE MODEL 

For curved fault shapes, one additional parameter is 
required. The downdip fault shape in cross section can be 
described by the relation x=b,z+b2z2, where x is the hori- 
zontal distance perpendicular to the fault strike in the di- 
rection of dip (Ward and Barrientos, 1986), z is the depth, 
and bl and b2 describe the cross-sectional shape of the 
fault surface: bl is the cotangent of the dip at the upper 
edge of the fault, and b2 is the fault curvature. When 
b2=0, the model fault is planar (fig. 7A); when b2>0, the 
model fault is listric (fig. 75); and when b@, the model 
fault is negatively listric, a "shoulder thrust" in geologic 
parlance (fig. 7C). We examine fault curvature over a 
narrower range of initial parameters, using our acquired 
knowledge of the best-fitting planar-fault geometry. The 
ranges of parameters tested are listed in table 5. 

TWO-RAKE MODEL 

In an additional but limited modeling run, two new 
parameters are added to the model. By introducing an 
alongstrike segmentation, we create northwestern and 
southeastern fault segments with independent rakes. Slip 
is constrained to be uniform for both segments and is 
determined by inversion. Because Beroza (1991), Steidl 
and others (1991), and Wald and others (1991) modeled 
variations in rake in their analyses of strong-motion seis- 
mic data, we test whether the leveling observations also 
constrain variations in rake. This new parametrization is 
used to determine the best rakes and relative segment 
lengths for our best-fitting planar-model geometry and for 
perturbations to it. 

ELASTIC-HALF-SPACE RESULTS 

All models are ranked according to their misfit to the 
observations. Model misfits are characterized by a reduced 
x2 term here called the misfit-to-noise (MIN) ratio, com- 
puted as 

where AH is the observed elevation change, AH is the 
calculated elevation change, o is the observed error, n is 
the number of bench marks, and Nf is the number of free 
model parameters computed from the data ( N ~ 1 0 ,  planar; 
NF 1 1, curved; N+2, two-rake, because we have used 
the data to find the best values of all the parameters). For 
the section-elevation-change models, the values of AHo 
and AH refer to section-elevation changes, the observed 
error is calculated by using equation 3, and n is the num- 
ber of sections modeled. If a model fits the observations 
to within the noise level of the data, then MlNa.0. Our 
best-fitting one-rake model has an MIN ratio of 1.62 for 
independent data and 1.57 for correlated data, and the 
segmented two-rake model has an MIN ratio of 1.33 for 
independent data. Because all of these models have MIN 
ratios >1.0, we have not modeled all the observed signal. 
The fit is improved by 4 percent when the data are treated 
as correlated observations, as indicated by the percentage 
of signal modeled. knaddttir and others (1992) also found 
solutions for both correlated and independent data similar 
to our models, but the misfits they reported are larger. We 
calculate an MIN ratio of 1.6 1 for ~rnaddt t i r  and others' 
best model. Our use of the characteristic length scale, 
when modeling the data as independent observations, prop- 
erly scales that problem, and so we obtain MIN ratios 
comparable to those in the models with correlated data. 
Because we have removed spikes and steps from the data 
before modeling the section-elevation changes, the data 
set that we invert may differ slightly from that of knaddttir 
and others. We have also removed the adjustment (see 
app. 1) to the third-order USGS data for the section-el- 
evation-change models. 

Parameter values and inversion results for the best-fit- 
ting planar, listric, and negatively listric model faults, the 
two-rake model fault, and the section-elevation-change 
models are listed in table 6. The uncertainties shown for 
the slip and moment are derived from the inversion and 
depend on the weighted rms residuals. Each one-rake fault 
fits the data equally well (1.575MlN51.67) and produces 
a similar moment release. With independent data, the two- 
rake model fault significantly improves the fit and greatly 
reduces the magnitudes of slip and moment. With corre- 
lated data, the two-rake model fault does not improve the 
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Table 3.-Coseismic elevation changes along leveling routes 

[See inset, figure 1, for locations of leveling routes. ACRN, U.S. National Geodetic Survey archival reference number. A constant can be freely added to all elevation- 
change observations. Note that duplicate bench marks are listed at overlapping end points of leveling routes] 

Coseismic Relative 
AcRN Latitude Longitude elevation uncertainty, 

(km) 
ON. OW. change 8i 

(mm) (mm) 

Coseismic Relative 
AcBN ffiz Latitude Longitude elevation uncertainty, 

(km) 
ON. OW. change 5 i  

m m )  (mm) 

Leveling route 1 Leveling route 1-Continued 

GU2172 68.187 36.9172 121.5467 5.5 4.0 
GU2171 68.274 36.9172 121.5467 -6.3 4.0 
GU2167 69.904 36.9042 121 5553 -27.7 4.0 
GU2154 71.743 36.8878 121.5567 -39.2 4.0 
GU2151 72.394 36.8825 121.5600 -42.3 4.0 
GU4097 74.431 36.8922 121.5742 -21.4 4.0 

Leveling route 2 
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Table 3.-Coseismic elevation changes along leveling routes-contin- 
ued 

Table 4.-Signal-to-noise ratios along leveling routes 

Coseismic Relative 
Latitude Longitude elevation uncertaltlty, 

(km) 
O N .  OW. change 8i 

(mm) (mm) 

Leveling route 3 

Leveling route 4 

Leveling route 5 

HS5281 0.000 37.068 1 121.6589 -62.2 7.0 
HS5283 2.786 37.0453 121.6519 -48.2 7.0 
HS5285 7.981 37.0108 121.6619 -35.8 7.0 
GU4175 15.066 36.9972 121.7167 -5.4 7.0 
GU4177 16.759 36.9861 121.7169 39.3 7.0 
GU4185 25.263 36.9353 121.7422 -60.3 7.0 
GU2278 48.142 36.9758 121.8975 165.0 7.0 

Leveling route 6 

Leveling route 7 

Signal-to-noise 
ratio 

fit to the observations but can provide an equally good fit 
with 13 percent less moment. Each model fault is about 
34 km long, stretching over just half the length of the 
aftershock zone of October 1989. The fault strikes 127'- 
129O, similar to the aftershock zone (Dietz and Ellsworth, 
1990), and approximately parallels the Santa Cruz Moun- 
tains section of the San Andreas fault. The depth of burial 
of the upper edge of each fault surface is 4 to 5 km; 
deeper faults are preferred when modeling with correlated 
data. The planar model fault dips 60Â° approximately the 
average dip of each of the nonplanar model faults; with 
correlated data, the faults dip slightly steeper. With inde- 
pendent data, the model faults lie above and to the west of 
the main-shock hypocenter and aftershocks, whereas with 
correlated data they lie at the west edge of the aftershock 
zone but still do not intersect the hypocenter. The closest 
distance between any typical good-fitting model fault and 
the main-shock hypocenter is 6 km. Contours of observed, 
predicted, and residual (observed minus predicted) eleva- 
tion changes are mapped in figure 4 for the best-fitting 
planar one-rake model fault with independent data. Pro- 
files of the elevation changes for the one- and two-rake 
model faults are plotted along with the observations in 
figures 8A and SB, respectively. In five places, notable 
misfits are visible in the one-rake model: (1) at the Sargent 
fault crossing on leveling route 1 (inset, fig. I), (2) near 
the San Andreas fault crossing on leveling route 2, (3) in 
the center of leveling route 3, (4) near the Sargent fault 
on leveling route 6, and (5) near the Sargent fault on 
leveling route 4. These misfits may occur where 
nontectonic or secondary deformation has disturbed the 
bench marks. If, for example, we remove a small fraction 
(13 percent) of the bench marks in the network at sites 
where notable misfits to our best model fault occur, then 
the MIN ratio is reduced to 1.13 for the one-rake planar 
model fault. The two-rake model fault, however, explains 
the misfits on leveling routes 2 and 6. 

To examine the variation in our best parameter values 
and the inversion results with independent data, we select 
an acceptable range of MIN ratios above the minimums 
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for the one-rake planar, listric, and negatively listric model 
faults. The acceptable ranges in the fixed parameters and 
the corresponding inversion results for each model fault 
at an MIN ratio of the best value plus 5 percent are listed 
in table 7. Depth of burial is well constrained between 4- 
and 6-km depth. Strike is constrained to a 5' range that at 
its upper bound includes the strike of the observed after- 
shock locations. For planar model faults, acceptable dips 
vary only slightly, whereas for nonplanar model faults, 
the dip of the upper edge of the rupture surface is not well 
constrained. Our results do not indicate a preference be- 
tween planar and nonplanar model faults within the range 
of curvatures tested. The inversion results indicate a con- 
sistent determination of the moment release, whereas slip 
amplitude varies by a factor of as much as 2. Because the 
geodetic moment is proportional to the product of the 
fault area and the slip amplitude (Mo=pAs, where p is the 
elastic rigidity, A is the fault area, and s is the average 
slip amplitude), models with similar moment release and 
fault length exhibit a tradeoff between slip amplitude and 
fault width. The distance between the fault surface and 

the hypocenter is consistently greater than 4 km. The best- 
fitting faults do not pass through the main-shock hypo- 
center. The best-fitting model fault that passes within 1 
km of the main shock is listric and has an MIN ratio of 
2.54, whereas the best-fitting one-rake model fault has an 
MIN ratio of 1.6 1. Results of the section-elevation-change 
models, though within 5 percent of the MIN ratio for mod- 
els with independent data, are omitted from table 5 and 
indicate somewhat different parameter values. We note 
that model discrimination is weaker, and the acceptable 
range of parameters values is larger, with correlated data. 

Use of a two-rake model fault significantly improves 
the fit by reducing the MIN ratio from 1.61 to 1.33 with 
independent data. Although we have added two new de- 
grees of freedom to the model, the improvement in fit is 
significant above the 99-percent-confidence level. We fol- 
low the method of Barrientos and others (1987, 1989) to 
analyze the significance of this improvement in fit. The 
geometry of the two-rake model fault changes only slightly 
from that of the one-rake model fault: The dip is slightly 
greater at 62', the depth of burial is 4.5 km, and the 

Figure 4.-Schematic map of Loma Prieta region, Calif., showing contours of observed (A), predicted (B), 
and residual (C) (observed minus predicted) coseismic elevation change. Predicted and residual elevation 
changes for one-rake planar model fault are listed in table 4. Star, epicenter of Loma Prieta earthquake of 
October 17, 1989 (M=7.1); triangle, Loma Prieta; dots, bench marks. Map in figure 4C was constructed by 
contouring residual elevation changes, not by subtracting predicted from observed contours. Residual and 
observed contours are valid only where they are adjacent to bench marks. Contour intervals: 50 mm (figs. 
4A, 4B), 20 rnrn (fig. 4C; shaded where positive). 
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Figure 4.-Continued 

Figure 4.-Continued 
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length is 37 km. The segment lengths are equal (18.5 km 
each) and have rakes of 116' in the northwest and 163' in 
the southeast, similar to the average rake values deter- 
mined from modeling of strong-motion data (115' NW., 
156' SE.; Steidl and others, 1991). The two-rake model 
fault is illustrated in figure 9. With correlated data, the 
best two-rake model fits the data no better than the one- 
rake model. We prefer the two-rake model because it pro- 
duces the same data misfit with a lower moment-it is a 
more efficient source. Furthermore, the greater width of 
the two-rake model fault is more consistent with the spa- 
tial extent of the aftershock zone. In comparison with the 
two-rake model with independent data, the variation in 
rake is subtle (13') for the section-elevation-change model. 
A still more efficient source is obtained if we use the two- 
rake model with independent data to model the section- 
elevation changes; then, the MIN ratio is 1.64, and the 
seismic moment is 1 . 8 ~ 1 0 ~ ~  N-m. 

0 10 2 0 Ow 40 
DISTANCE FROM POINT A N 0  NUEVO, 

IN KILOMETERS 

DISTANCE NORMAL TO THE SAN ANDREAS FAULT, 
IN KILOMETERS 

Figure 5.-Marine-terrace deformation. A, Profiles of coseismic (circles) 
and long-term (shaded curve) coastal deformation; long-term deforma- 
tion is derived from 125-ka marine terrace. Profile is projected along lat 
N. 115' E. from Point Aiio Nuevo. Note that leveling route does not 
everywhere coincide with inner edge of terrace (see fig. 1) B, Terrace 
elevation as a function of perpendicular distance from the San Andreas 
fault. Dashed line shows linear fit to data, excluding first seven data 
points. 

SENSITIVITY OF RESULTS TO DATA 
DISTRIBUTION 

Because peak-elevation changes are measured on few 
bench marks and are derived from third-order 
preearthquake levelings (route 4, inset, fig. l) ,  we exam- 
ine how these data influence the goodness of fit of one- 
rake models with independent data. When we remove 
leveling route 4, our best-fitting planar-fault geometry 

z 
- 1000 

0 50 100 150 200 
SECTION 

-100 -50 0 50 100 
TILT. IN  MICRORADIANS 

0 50 100 150 200 
SECTION 

-40 -20 0 20 4 0 60 
TILT, IN MICRORADIANS 

Figure 6.-Coseismic section-elevation changes, showing tilt by section 
(upper plot) and histogram of tilt populations (lower plot). A, Entire data 
set. Tilt population: standard deviation, 8 microradians; mean, -1 
microradian. B, Data set with four bench marks with spikes greater than 
40 microradians and eight sections with steps greater than 70 microradians 
omitted. Tilt population: standard deviation, 7 microradians; mean, -2 
microradians. Tilt limits: spikes, 40 microradians; steps, 70 microradians. 
Note that tilt limits are 5 and 9 times the original standard deviation, 
respectively, and that only 5 percent of data are omitted. 
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(table 6) gives the same MIN ratio as with all the data, 
indicating that the best-model selection is insensitive to 
these data. 

If all third-order leveling and data with large subsid- 
ence corrections are removed (leveling routes 3-7, inset, 
fig. I), the precise first-order surveys (leveling routes 1, 
2) that circumscribe the aftershock zone remain. Using 
only these observations increases the acceptable range of 
fault parameters. The best-fitting planar one-rake model 
obtained using all the data (table 6), however, remains 
among the best-fitting models. Marginally better fits can 
be obtained by changing the fault geometry as follows: 
length, <34 km; width, <9 km; strike, <12g0; dip, >50Â° 
and rake, >145O; however, these faults are displaced still 
farther to the southwest of the aftershock zone. Faults 

20 
* 

I I I 

10 0 -10 
DISTANCE. IN  KILOMETERS 

Figure 7.-Profiles of model faults: (A) planar, (B) 
listric, and (Q negatively listric. In figure 7A, maxi- 
mum and minimum dips are shown; in figures 7 5  and 
7C, maximum and minimum curvatures are shown. 
Dip of upper edge of fault is 85' in figure 7B and 45' 
in figure 7C. Downdip fault widths are arbitrary. Star, 
location of hypocenter relative to strikeline. 

with a width >10 km, a strike >130Â° a dip <50Â° a rake 
<140Â° and a depth <5 km are precluded when only level- 
ing routes 1 and 2 are used. Thus, the less precise data 
from the interior of the network do not dictate the model- 
ing results, although including them limits the range of 
acceptable models. 

If the model fault is restricted to lie within the after- 
shock zone, a substantial misfit results. Translating the 
best-fitting fault perpendicular to strike 2 km to the north- 
east, and increasing the dip to 65' and the downdip width 
to 13 km, so that the fault approximately coincides with 
the aftershock zone and the main-shock hypocenter, the 
minimum MIN ratio we obtain is 3.01, representing an 86- 
percent increase in the average misfit relative to our best- 
fitting fault. Increasing the fault dip from 60' through 
65'-70' produces large misfits adjacent to the east side of 
the San Andreas fault, resulting from excessively large 
subsidence (leveling routes 3-6, inset, fig. 1). Increasing 
the downdip width of the fault produces too much defor- 
mation in the far field at any of the three dips tested, too 
much uplift along the coast (leveling route 2), and too 
much subsidence inland (leveling route 1); in addition, 
the peak uplift along leveling route 4 cannot be modeled 
with a wider fault. 

The section-elevation-change models place nearly all 
weight on the leveling routes at the periphery of the net- 
work, owing to the high bench-mark density; the interior 
leveling routes receive less weight because the section 
lengths are longer than those of the exterior leveling routes 
(see eq. 3). For section-elevation changes, the exterior 
data have 50 times the weight of the interior data, whereas 
with independent elevation changes, the exterior data have 
17 times the weight of the interior data. The fact that 
wider variation in parameter values is acceptable for the 
section-elevation-change models stems from the absence 
of constraints furnished by the large signal of the interior 
data, consistent with results of the data-sensitivity tests. 

NONHOMOGENEOUS ELASTIC MODELS 

Next, we examine the systematic bias inherent in the 
use of an elastic half-space in place of more realistic Earth 
structure. Eberhart-Phillips and others (1990) demonstrated 
a marked velocity gradient with depth in the southern 
Santa Cruz Mountains: Seismic P-wave velocities range 
from 3.2 to 5.6 kmls in the uppermost 3 to 5 km, increas- 
ing to 6.5 to 6.8 kmls below 10- to 15-km depth. Reches 
and Zoback (1990) argued that strain is concentrated in 
the low-modulus (low velocity) layer. To test whether the 
modulus contrast caused by the velocity and associated 
rock-density gradient influences the deduced fault geom- 
etry and slip, we carry out a suite of simple boundary- 
element tests. 



MAIN-SHOCK CHARACTERISTICS 

Table 5.-Ranges of parameters of one-rake model faults 

[Dip on nonplanar faults is for upper edge of fault surface. Latitude and longitude are for vertical projection onto the Earth's 
surface of northwest corner of upper edge of fault surface. Strike is measured clockwise from north. Rake is measured on 
fault surface counterclockwise from strike azimuth. Downdip fault shape is described by the relation x=b,z+b2z2, where x is 
the horizontal distance perpendicular to strike in the direction of dip and z is the depth] 

Parameter Planar fault Listric fault Negatively listric fault 

Number of models 
computed. 

Table 6.-Best-fitting uniform-elastic-half-space models 

[Length is measured along strike. Width is measured downdip. Latitude and longitude are for vertical projection onto the Earth's surface of northwest corner of upper edge 
of fault surface. Depth is to upper edge of fault surface. Strike is measured clockwise from north. Rake is measured on fault surface counterclockwise from strike azimuth. 
Downdip fault shape is described by the relation x=b1z+b2z2, where x is the horizontal distance perpendicular to strike in the direction of dip and z is the depth. Distance to 
hypocenter is closest approach between fault surface and hypocentral location of Dietz and Ellsworth (1990). Geodetic moment is based on shear modulus p=3.23x101Â Pa] 

Fixed parameters Inversion results 

Dip, Dip, Distance 
Fault Length Width upper lower Latitude Longitude Depth Strike Rake Â¥b to Slip Geodetic MIN 

style (km) (km) edge edge (ON.) (OW.) (km) (Â¡ 0 (km-') hypocenter (m) G G  ratio 
(O) (Â¡ (km) 

Independent data 

Planar ---------- 34 9 60 60 37.161 122.013 4 128 145 0.000 6 2.9kO. 1 2.9kO. 1 1.62 
Listric ---------- 34 1 1  75 45 37.159 122.014 4 127 143 0 4 0  5 2.4k0. 1 2.9kO. 1 1.67 
Negatively 34 6 51 72 37.159 122.021 5 127 142 -.045 8 4.3k0.1 2.8k0.1 1.61 

listric. 
Two-rake '37 9 62 62 37.164 122.014 4.5 128 2116/163 ,000 6 2.1k0.1 2.2k0.1 1.33 

planar. 

Correlated data 

Planar ---------- 3 1 4 66 66 37.136 121.971 7 129 155 0.000 7 7.4k0.4 3.0k0.2 1.57 
Two-rake 32 7 64 64 37.140 121.972 6 129 2144/157 .OOO 6 3.6k0.2 2.6k0.2 1.57 

planar. 

'Two-rake fault is segmented halfway along strike; each segment is 18.5 krn long. 
^irst rake value applies to northwest segment, and second to southeast segment. 

LAYERED MODEL across the layer interface. Taking a 5-km-thick layer ve- 
locity of 4 km/s and a density of 2,700 kg/m3, with an 

We conducted three experiments to assess the effects of underlying-half-space velocity of 6.7 kmls and a density 
the modulus contrast at Loma Prieta. In the first experi- of 3,000 kg/m3, yields a contrast in Young's modulus, E, 
ment, we considered a dip-slip fault of infinite length along between the half-space and the layer of 3 ( 3 . 6 ~ 1 0 ~ ~  Pa 
strike embedded in a layer over a half-space, using the above and 1 1 . 2 ~ 1 0 ~ ~  Pa below). Poisson's ratio is 0.25 in 
boundary-element program of King and Ellis (1990). Shear both the layer and the underlying half-space. In our test, 
and normal stresses were prescribed to be continuous we used a contrast in Young's modulus of 5 to examine 
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the maximum possible effects of the weak layer. Uniform 
slip was imposed on a 65"-dipping fault extending from 
6- to 18-lun depth. The vertical deformation calculated 
for this model was then inverted, assuming a uniform half- 
space. 

WEDGE MODEL 

In the second experiment, we replaced the low-modu- 
lus layer with a wedge extending from the San Andreas 
fault 10 km to the west and extending vertically from the 
surface to a depth of 7 km, (see Eberhart-Phillips and 
Stuart, 1992). The wedge exaggerates the observed across- 
fault modulus contrast, particularly near the surface, and 

thus furnishes an upper-bound case to assess how 
nonhomogeneous Earth models affect the fault parameters. 
Both the layer and wedge models are approximations to 
features observed in Eberhart-Phillips and others' (1990) 
seismic-velocity model. Young's modulus in the wedge is 
3.5x101Â Pa, and in the surrounding medium 8.8x101Â Pa, 
for a contrast of 2.5. Note that the fault contacts the wedge 
at a depth of 5 to 7 km (fig. loÂ£) Poisson's ratio within 
the wedge is 0.333, and in the surrounding medium 0.258. 

In the third experiment, we retained the wedge geom- 
etry but imposed a uniform shear-stress drop on the fault, 
rather than uniform fault slip. This condition, also used 
by Eberhart-Phillips and Stuart (1992), results in tapered 
slip. For an elastic half-space, the condition produces maxi- 
mum slip at the center of the fault; in the wedge model, 

DISTANCE, IN KILOMETERS 

Figure 8.-Profiles of best one-rake (A) and two-rake (B) planar model faults and observed coseismic 
elevation changes along leveling routes 1 through 7 (see inset, fig. 1). Vertical bars indicate relative uncer- 
tainty of determinations; note that relative uncertainties are large where substantial subsidence corrections 
have been made (for example, profile 3). Arrows indicate locations where notable misfits occur; note that 
misfits are substantially reduced for two-rake model fault (fig. 8B). 
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slip is concentrated near the top of the fault because the 
wedge is more compliant than its surroundings. 

MODIFICATIONS TO HALF-SPACE MODELS 

Models with a nonhomogeneous elastic structure re- 
duce the misfit of the geodetic fault plane to the after- 
shock zone and main-shock hypocenter. In the layered 
model, the location of the upper edge of the fault, its dip, 
and the slip amplitude are nearly unaffected by the low- 
modulus layer. The upper edge of the fault, however, lo- 
cates 1 km too shallow, and the lower depth is as much as 
2.3 km too shallow. Thus, if a contrast in Young's modu- 
lus of as much as 5 is appropriate for Loma Prieta, then 
faults would extend 2 to 3 km deeper and be slightly 
steeper than those deduced by half-space models. Inclu- 
sion of the low-modulus layer therefore moves faults sev- 

eral kilometers closer to the main-shock hypocenter than 
do half-space models (compare figs. 105, 10D). 

Similarly, imposing uniform slip on the fault in the 
wedge model results in the fault locating 1 km to the east 
of its former position, and the fault width increases by 
several kilometers. With the uniform-shear-stress wedge 
model, the fault again is found to locate 1 km farther east 
than for a half-space; in addition, the fault width is found 
to increase by 4 to 5 km, the slip is reduced by 25 to 30 
percent, and the dip may increase slightly (4'). The ef- 
fect of these changes is shown in figure 10E. The fault 
lies closer to the aftershock zone and main-shock hypo- 
center, although the locations of the fault and aftershocks 
do not coincide. The improvements in fit to the aftershock 
zone gained by considering a nonhomogeneous structure 
are illustrated in figure 11, which also shows the depen- 
dence of the fit on hypocentral distance for elastic-half- 
space planar model faults. 

DISTANCE, IN KILOMETERS 

Figure 8.-Continued 
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Table 7.-Ranges of parameters for uniform-elastic-half-space models 

[Dip on nonplanar faults is for upper edge of fault surface. Latitude and longitude are for vertical projection onto the Earth's 
surface of northwest corner of upper edge of fault surface. Strike is measured clockwise from north. Rake is measured on 
fault surface counterclockwise from strike azimuth. Downdip fault shape is described by the relation x=b,~+b$~,  where x is 
the horizontal distance perpendicular to strike in the direction of dip and z is the depth. Geodetic moment is based on shear 
modulus p=3.23x101Â Pa] 

Fixed parameter Planar fault Listric fault Negatively listric fault 

Number of  models ------ 64 1 

Inversion results 

Distance to 5-7 4+7 6-43 
hypocenter (km). 

Slip (m) ------------------ 2.3+3.0 2.1 +4.2 2.544.6 
Geodetic moment 2.6-3.0 2.643.4 2 .6 j3 .1  

( lo^ N-m). 
M/N ratio ----------------- 1.62-1.70 1.67j1.75 1.6141.69 

Although all non-half-space models move the fault uniform-slip model because the increased fault width is 
closer to the aftershock zone, none moves it far enough, compensated by the decreased slip. The top of the fault 
and so we have made the modulus contrast as large as surface undergoes increased slip in the presence of the 
permitted by the velocity data of Eberhart-Phillips and more compliant wedge under the uniform-shear-stress-drop 
others (1990). We note that the uniforrn-shear-stress-drop assumption, a plausible result for an individual earthquake. 
model produces about the same geodetic moment as the Over many earthquake cycles, however, uniform slip from 
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Figure 9.-Alongstrike cross section of two-rake model fault from southwest side. Arrowheads indicate slip 
direction of hanging-wall block. Stars, main shock and largest aftershock. Fault motion is primarily dip slip 
to northwest of hypocenter and primarily strike slip to southeast of hypocenter. 
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the Earth's surface to the base of the seismogenic layer 
must prevail, and so it is unclear which assumption best 
represents the Loma Prieta rupture. 

DISCUSSION 

COMPARISON OF GEODETIC RESULTS 
WITH STUDIES OF SEISMICITY AND GEOLOGY 

The seismic-source mechanism and waveforms of the 
1989 Loma Prieta earthquake appear to have simple char- 
acteristics, in comparison with those of other earthquakes 
of similar magnitude, such as the 1988 M=6.7 Armenia 
earthquake (Kanamori and Satake, 1990). Nevertheless, 
seismologic studies of the Loma Prieta mechanism sug- 
gest a range of source parameters, some of which are 
compatible with our geodetic results. The source mecha- 

nisms found in 10 such studies are compared with the 
results of our elastic-half-space modeling with indepen- 
dent data in table 8. Four of these studies provide esti- 
mates of the strike, dip, and rake that fall within our 
acceptable model range: the first-motion mechanisms of 
Plafker and Galloway (1989) and Oppenheimer (1990), 
and the body-wave inversions of Choy and Boatwright 
(1990) and Langston and others (1990). Of the 10 studies, 
5 report a fault dip and seismic moment consistent with 
our acceptable model range, and most of the studies agree 
with our values of strike and rake. The seismologic deter- 
mination of the source dip, however, is least consistent 
with our results. The 10 studies report dips ranging from 
53' to 85', and several studies have solutions with dips 
>70Â¡ a value that produces significant misfits to the lev- 
eling observations. Seismic values of the fault rake, which 
range from 110' to 155', also exceed our acceptable model 
range. Seismic moments derived from surface-wave analy- 

Figure 10.-Schematic map (A) and cross sections (B-F) of Loma Prieta region, Calif., showing locations of 
aftershocks of M23 (Dietz and Ellsworth, 1990) and vertical projection of best-fitting planar model fault 
(shaded rectangle). Dotted line, updip projection. Quaternary faults (dashed where inferred) from Jennings 
(1975). Cross sections C-C' (figs. 10B-10E) show updip projection of fault surface (dotted line) and loca- 
tions of the San Andreas (SA) and Sargent (S) faults. B, Results for elastic-half-space two-rake model fault 
with independent data. C, Results for elastic-half-space two-rake model fault with correlated data: D, Cor- 
rections for low-modulus layer (shaded area) over half-space. El, E2, Young's modulus. E, Corrections for 
low-modulus wedge (shaded area) in half-space. El, E2, Young's modulus. F, Alongstrike projection of fault 
surface. Bold rectangle, elastic half-space;. dotted rectangle, layer over half-space; long-dashed rectangle, 
wedge in half-space; short-short-long-dashed rectangle, model fault with correlated data. 
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ses (Romanowicz and Lyon-Caen, 1990; Zhang and Lay, 
1990) and from the body-wave solutions of Barker and 
Salzberg (1990), NfibElek (1990), and Kanamori and Satake 
(1990), however, agree with the calculated geodetic mo- 
ment. Seismic moments derived from data at different fre- 
quencies and from different studies vary by a factor of as 
much as 2. 

The consistency between the seismic and geodetic re- 
sults can be addressed further by examining the spatial 
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Figure 10.-Continued 

relation between the geodetically determined fault surface 
and the main shock and its aftershocks. Dietz and Ellsworth 
(1990) found that the aftershock distribution is approxi- 
mately planar, extending upward from the main-shock 
hypocenter along a 65"-dipping zone that is 4 to 5 km 
wide perpendicular to strike. Along strike, Loma Prieta 
aftershocks tend to cluster around the periphery of a cen- 
tral zone that is depleted of aftershocks. The observed 
vertical-deformation field is best modeled by a rupture 
surface approximately parallel to and southwest of the 
aftershock zone, with a homogeneous elastic Earth struc- 
ture and independent data. Correlated data reduce this dis- 
crepancy and place the fault closer to the aftershock zone. 
Models that lie within the aftershock zone increase the 
misfit to the correlated observations by 3 percent. Our 
models of nonhomogeneous elastic structure also suggest 
a significant reduction of the misfit of the geodetic fault 
plane to the aftershock zone and main-shock hypocenter. 
Our best-fitting planar model faults are mapped in figure 
10, with aftershocks of M23 from Dietz and Ellsworth 
(1990). In map view, the epicenter nearly bisects the fault 
plane along strike, consistent with bilateral rupture as 
modeled by Beroza (199 I), Steidl and others (199 I), and 
Wald and others (1991). The updip projection of the model 
fault surface at its northwest terminus coincides with the 
trace of the San Andreas fault; at its southeast end, the 
updip projection is equidistant between the Sargent and 
San Andreas faults. Most aftershock activity is clustered 
approximately 4 to 5 km northeast and below our elastic- 
half-space model fault (fig. 105). Including correlations 
in the leveling data or nonhomogeneous elastic structure 
improves the fit to the aftershocks, as shown in figures 
10C through 10F. Our acceptable range of latitudes and 
longitudes allows the elastic model fault to move less 
than 2 krn perpendicular to strike, and the results of our 
nonhomogeneous tests indicate that the half-space solu- 
tions may shift the fault plane 1 krn perpendicular to strike. 
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Thus, if our two-dimensional nonhomogeneous models are 
appropriate for the Loma Prieta region, then the combined 
results indicate that the discrepancy between the position 
of the geodetic fault plane and the aftershock zone is small 
(-1 km). In modeling with correlated data, this discrep- 
ancy becomes insignificant. 

Studies of teleseismic body waves place centroidal 
depths between 8 and 16 krn, shallower than the main- 
shock hypocenter, which is presumably the depth of rup- 
ture initiation (table 8). These teleseismic studies generally 
only weakly constrain the spatial extent of significant slip 
on the fault plane. Modeling of local strong-motion seis- 
mic data provides better resolution, and these studies sug- 
gest that moment release is concentrated in two zones 
lying between about 9- and 16-km depth (Beroza, 1991; 
Steidl and others, 1991; Wald and others, 1991). The lo- 
cation of the rupture surface, as constrained by vertical 
geodetic data and corrections for nonhomogeneous elastic 
structures, suggests that significant moment release oc- 
curred from 6- to 18-km depth, moderately consistent with 
these interpretations of the strong-motion data. 

Focal mechanisms of aftershocks are diverse over short 
spatial scales. Oppenheimer (1990) presented focal mecha- 
nisms for a representative sample of aftershocks; the varia- 
tions in and distinctness of the aftershock mechanisms, in 
comparison with the main-shock mechanism, could mean 
that the aftershocks occurred on structures adjacent to the 
main-shock rupture surface. The misfit of our model faults 
to the aftershock zone, however, could also be due to 
unmodeled three-dimensional variations in elastic modu- 
lus or to greater variations in fault geometry or slip distri- 
bution. Inaccurate velocity models used to locate the 
aftershocks might also explain part of this misfit. 

The oblique slip inferred from geodetic observations is 
consistent with the abundance of young (Pliocene-Quater- 

nary) fold structures and reverse faults identified through- 
out the Santa Cruz Mountains. The Loma Prieta rupture 
occurred within a structural domain, bounded by the San 
Gregorio-Hosgri fault in the west, the Ben Lomond, 
Zayante, and Vergeles faults in the southwest, and a dis- 
continuous series of faults east of the San Andreas fault 
(Aydin and Page, 1984) that is characterized by south- 
west-dipping faults and northwest-trending folds. At the 
surface, the fault features indicate both strike-slip and re- 
verse displacements. The surface projection of model faults 
compatible with the vertical geodetic data could match 
either the Sargent or the San Andreas fault. 

RELATION TO OTHER GEODETIC STUDIES 

A geodetic model (Lisowski and others, 1990) derived 
from precise electronic distance measurement (EDM), Glo- 
bal Positioning System (GPS) vectors, and very long 
baseline interferometry (VLBI) observations is not fully 
consistent with our best-fitting model fault (table 8). 
Lisowski and others modeled the offsets in the relative 
positions of geodetic stations, using an elastic dislocation, 
and determined the source mechanism: strike, 136'; dip, 
70'; rake, 144'; geodetic moment, 3.0x1019 N-m. The 
rake and moment of their solution are consistent with our 
results, whereas the strike and dip do not fall within our 
acceptable model range. Their model has a strike slightly 
different from that of the aftershock zone, producing a 
close fit to the aftershocks in the northwest but a misfit of 
about 2 krn in the southeast. Although their model agrees 
better with the locations of aftershocks, it has an MIN 
ratio of 2.4 (twice as large as that of our best fitting model) 
when used to model the coseismic elevation changes. Like- 
wise, our model doubles the average misfit of their obser- 
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Figure 11.- isf fit-td-noise ratio for one-rake (shaded area) and two-rake (black area) planar model faults 
versus distance to h pocenter. Best-fitting faults are those with smallest misfit-to-noise ratio and a corre- ? spending hypocentral distance of 6 km. Two-rake model substantially reduces misfit of elevation change. 
Low-modulus layer and wedge reduce misfit of model fault surface to aftershock zone, 
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Table 8.-Comparison of fault parameters from seismologic studies with the results of our elastic-half-space modeling 

[Boldface values are consistent with our ranges of model parameters listed at bottom. Strike is measured clockwise from north. Rake is measured on fault surface 
counterclockwise from strike azimuth. Depth from P-wave first-motion data is depth to rupture initiation; depth from body-wave data is average depth; and depth from 
body- and surface-wave data is centroidal depth, using a 4-krn radius. Do., ditto] 

Strike Dip 
(O) (O) 

Type of data Reference 

P-wave first motions ----------- Oppenheimer (1 990). 
do .......................... Plafker and Galloway (1989). 

~ o d ~  waves ..................... Barker and Salzberg (1990). 
do .------------------------- Choy and Boatwright (1990). 
do .......................... Langston and others (1 990). 
do .......................... Nabelek (1 990). 
do .......................... Romanowicz and Lyon-Caen (1990). 
do .......................... Ruff and Tichelaar (1 990). 

Body and surface waves------- Kanamori and Satake (1990). 
Surface waves ------------------ Romanowicz and Lyon-Caen (1990). 

do .................... --- --- Zhang and Lay (1990). 
Horizontal deformation-------- Lisowski and others (1 990). 
Vertical deformation This study. 

(elastic half-space). 

vations. Future studies that combine both geodetic data 
sets are needed to find the fault geometry and source 
mechanism that are most consistent with all the observa- 
tions. 

CONCLUSION 

Observations of coseismic elevation changes associated 
with the 1989 Loma Prieta earthquake favor a rupture 
surface extending from 6- to 12-km depth, dipping 64'. 
With a geodetic moment of 2.6x1019 N-m, slip direction 
on this rupture surface ranges in rake from 144' north- 
west of the epicenter to 157' southeast of the epicenter, 
with a slip amplitude of 3.6 m. A two-rake model fault 
produces the same fit to the observations as a one-rake 
model fault, with 13 percent less moment. Thus, the two- 
rake model fault is a more efficient source of surface 
deformation and, in our judgment, more probable. With 
independent data, two-rake models with a rake variation 
greater than 40' can be found that offer smaller model 
misfit and less moment. 

The rupture surface determined by our half-space mod- 
eling lies 1 to 2 krn southwest of most aftershocks and is 
6 km from the main-shock hypocenter. With independent 
data, preferred model faults lie still farther away from the 
aftershock zone, whereas with correlated data, faults can 
be found within the aftershock zone that produce only a 
few-percent increase in model misfit. 

The strength of the section-elevation-change modeling 
is that the correlation of the leveling observations is in- 

corporated into the analysis. Although the section-eleva- 
tion-change modeling is more sensitive to outliers (such 
as spikes and steps), we have found that these features 
can be objectively purged. The weakness of the section- 
elevation-change modeling stems from the uniquely inho- 
mogeneous distribution of the Loma Prieta data set, in 
which most of the signal is contained in a few long sec- 
tions in the interior of the network. Although the influ- 
ence of these sections is modest with independent data, it 
is almost nonexistent in the section-elevation-change mod- 
eling. Thus, most of the signal we seek to explain with 
the section-elevation-change modeling has no influence 
on model selection, and our ability to discriminate among 
candidate model faults is greatly diminished. 

Two-dimensional models with nonhomogeneous elastic 
structure reduce the misfit between the geodetic fault plane 
and the aftershock zone, suggesting that more complex 
(three dimensional) models of the modulus structure of 
the crust might bring the geodetic and seismic observa- 
tions into even-better accord. Using a low-modulus layer 
or wedge model instead of a uniform half-space also deep- 
ens and steepens the fault. 

The connection between the Loma Prieta rupture sur- 
face at depth and the known faults mapped at the Earth's 
surface remains unclear. Because both listric and nega- 
tively listric faults are permitted by the vertical geodetic 
data, a connection can be inferred to either the San An- 
dreas or the Sargent fault. Further study of the localized 
anomalous elevation changes seen in some of the leveling 
data, along with observations of surface displacements 
northeast of the San Andreas fault (Haugerud and Ellen, 
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1990), may provide the necessary evidence to infer a con- 
nection to shallow surface faults. 
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APPENDIX 1: 
CORRECTIONS AND ADJUSTMENTS 

TO LEVELING DATA 

To isolate the elevation change associated with the earth- 
quake ("coseismic"), each survey route must be corrected 
to eliminate other sources of elevation change, on the 
basis of knowledge of subsidence caused by ground-water 
withdrawal during the coseismic time interval, and on the 
preearthquake rate of subsidence. In some places, the 
preearthquake subsidence pattern can easily be attributed 
to tectonic or nontectonic sources (for example, water with- 
drawal); in other places, disturbed bench marks can lead 
to unpredictable patterns. Leveling routes 1 through 3 (in- 
set, fig. 1) have preearthquake leveling histories; whereas 
leveling routes 4 through 7 do not. Leveling routes 4 
through 7 are primarily located in mountainous regions 
and are unlikely to be influenced by ground-water-with- 
drawal-induced subsidence. 

Land subsidence due to ground-water withdrawal in San 
Jose is documented by leveling surveys and compaction 
monitoring. Multiple releveling projects during 1934-67 
have documented approximately 2.5 m of land subsidence 
in San Jose. In 1960, the USGS installed several exten- 
someters (corehole compaction-measuring devices; Poland 
and Ireland, 1988) in San Jose and Sunnyvale, five of 
which remain in operation today and are maintained by 
the Santa Clara Valley Water Conservation District. These 
extensometers provide an excellent record of the com- 
pacting aquifer system and, in comparison with leveling 
data, confirm that land subsidence is compensated by com- 
paction at depths of 61 to 305 m. The land subsidence, 
which is correlated with ground-water withdrawal and an 
associated water-table decline, has slowed drastically since 
the introduction of substantial surface-water imports dur- 
ing the late 1960's (Poland and Ireland, 1988). An ex- 
ample extensometer record for well 7S/lE-16C11 in San 
Jose is shown in figure 12, along with depth-to-water data 
for the period 1982-90. Note that during the coseismic 
interval 1989-90 along leveling route 1, the aquifer sys- 
tem shows a net expansion or land-surface rebound. 

To correct leveling routes 1 through 3 (inset, fig. 1) for 
nontectonic subsidence effects, we use both preearthquake 
leveling and extensometer data. Subsidence-rate functions 
are determined from preearthquake leveling surveys, and 
subsidence corrections are computed by multiplying the 
subsidence-rate functions by the coseismic time intervals. 
In this correction, subsidence rates are implicitly assumed 
to remain constant over time. Near the extensometer sites 
where subsidence is greatest, however, the observed rates 
vary over time; for bench marks near the extensometer 
sites, the subsidence-rate functions have been modified 
by the observed rate changes. Preearthquake leveling data 
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for routes 1 through 3 are plotted in figure 13. The 
preearthquake interval for leveling route 1 (1967-89) spans 
both the August 6, 1979, ML=5.9 Coyote Lake, Calif., 
earthquake and the April 24, 1984, ML=6.1 Morgan Hill, 
Calif., earthquake (King and others, 1981; Reasenberg and 
Ellsworth, 1982; Bakun and others, 1984; Prescott and 
others, 1984). Although the vertical deformation along 
leveling route 1 from these two events is small (+8 to -10 
mm), we remove their contributions to elevation change. 
Bench marks seated in bedrock presumably are least af- 
fected by nontectonic subsidence and so are used to es- 
tablish the zero-elevation-change datum for the 
preearthquake surveys. The San Jose subsidence basin is 
evident in the profiles for leveling routes 1 (1967-89) and 
3 (1960-67), and subsidence rates apparently decline af- 
ter 1967. Subsidence-rate modifications are made for all 
bench marks that lie within this subsidence basin. To cor- 
rect for subsidence-rate changes, the subsidence-rate func- 
tions are multiplied by a rate-correction factor, which is 
the ratio of the subsidence rate during the coseismic inter- 
val to that during the preearthquake interval. Average sub- 
sidence rates and rate-correction factors along leveling 
routes 1 and 3 are listed in table 9; these average rates are 
derived from readings of the two extensometers at the San 
Jose site. Extensometer-tape readings for the period 1982- 
90 are listed in table 10; increasing values indicate com- 
paction during the period between readings, whereas 
decreasing values indicate expansion. Poland and Ireland 
(1988) discussed extensometers and presented compac- 
tion data for the period 1960-8 1. 

Depth-to-water records for wells along leveling routes 
1 and 2 (inset, fig. 1) were examined to assess the validity 
of our assumption of constant subsidence rates in areas 
outside the San Jose subsidence basin. The locations of 
the 16 wells whose histories we examined are shown in 
figure 13. The coupling of land subsidence to water-table 
fluctuations is not spatially uniform; except in one well, 
no large water-table fluctuations were noted that would 
require a modification of the subsidence rates represented 
by the leveling data outside the San Jose area. Well 12Sl 
2E-15E01 (fig. 13B) near Watsonville (WA, fig. 1) has a 
larger ratio of subsidence to water-table decline than that 
observed in San Jose, possibly indicating that subsidence 
is particularly sensitive to the water table there. The ratio 
of subsidence to water-table decline, and the total water- 
table decline during the period 1978-89, are used to pre- 
dict subsidence of the junction-point bench mark between 
these two preearthquake surveys and thus to adjust the 
datum level for the preearthquake leveling survey along 
route 2. 

Corrected coseismic profiles along leveling routes 1 
through 3 were computed by subtracting the subsidence- 
correction functions from the observed-elevation-change 
profiles. The correction functions may not contain all the 
bench marks of the coseismic survey, and so they are 
interpolated for missing points. Because subsidence ba- 
sins and the subsidence patterns determined from 
preearthquake leveling have primarily short spatial wave- 
lengths, elevation-change profiles generally are smoother 
after correction. Reduction of the short-wavelength com- 

1/82 4/83 7/84 10/85 1/87 4/88 7/89 10/90 

DATE 

Figure 12.-Extensometer readings (circles) and depth-to-water records (squares) for 305-m-deep well 7Sl 
1E-16C11 in San Jose. Increasing readings indicate compaction, whereas decreasing readings indicate ex- 
pansion of aquifer system in depth range 0-305 m. 



ELEVATION CHANGES ASSOCIATED WITH THE EARTHQUAKE AND THEIR USE TO INFER FAULT-SLIP GEOMETRY A129 

ponents serves as a test of the efficacy of the correction. 
The corrections for leveling routes 1 through 3 are all 
well behaved, except at the north end of leveling route 2 
between 55 and 84 km. We believe that this problem origi- 
nates in the north half of the 1972 survey, where a height- 
dependent error may have occurred; thus, we neglected 
the subsidence correction for this area. The observed and 
corrected elevation changes and the correction functions 
along leveling routes 1 through 3 are plotted in figure 14. 

For the network to be self-consistent, overlapping end 
points of each survey route must have the same coseismic 
elevation change. To accomplish this agreement, we ad- 
just the third-order USGS data. The test for the efficacy 
of these adjustments is that the circuit misclosure of the 
adjusted data must be smaller than that of the observed 
data. We use the original field data from the USGS sur- 
veys and thus remove all previous USGS adjustments. 

Bedrock sites 

l / Ã  

I- ; -0.5 F h ti ; i i M  
Water wells 

San Jose extensometer site < z (0.4 k m  f rom this bench mark) 

0 20 40 60 80 
DISTANCE, IN KILOMETERS 

z 

IÃ 

d C t J t I U  ti h tltlh t i  
4 Water wells 

I I I I I I 

0 20 40 60 80 
DISTANCE. IN KILOMETERS 

San Jose 
extensometer site 3 
(3.3 k m  f rom 
this bench mark) 

DISTANCE, IN KILOMETERS 

Figure 13.-Preearthquake leveling data along routes 1 (A, 1989-671 
72), 2 (5, 1989-72, 1978-72), and 3 (C, 1967-60) (see inset, fig. l), 
showing locations of bedrock, water wells, and bench marks closest to 
San Jose extensometer site. 

The end point of leveling route 4 has an unadjusted 
coseismic mismatch with leveling routes 1 and 2 of 115 
mm, which, using the assigned a value (see table I), is 
about twice as great as the expected random error for the 
length of this leveling route. We apply an adjustment of 2 
m d k m  to the 1953 elevations along leveling route 4, so 
that the adjusted coseismic elevation changes match at 
both ends. At the junction of leveling routes 5 and 6, the 
mismatch is 46 mm, which is about the expected random 
error at this point for both leveling routes. The misfit is 
divided equally, and so leveling route 6 is adjusted by 0.5 
m d k m  and leveling route 5 by 0.6 m d k m .  After these 
adjustments, the computed circuit misclosure for the 
preearthquake circuit is reduced from -70 to +15 mm. 
These adjustments reduce the 1953 circuit misclosure to 
that of the precise 1990 survey (-19 mm; see table 2). The 
adjusted and subsidence-corrected coseismic elevation 
changes used in our modeling, and their relative uncer- 
tainties, are listed in table 3; each bench mark is identi- 
fied by its ACRN. The elevation changes listed in table 3 
are relative to an arbitrary datum, and so a constant can 
be added to all the bench marks. Specifications for all the 
data listed in table 3 are listed in table 1. 

APPENDIX 2: DATA TABLES 

All the postearthquake elevation-change observations 
made by the NGS are listed in tables 11 through 24, along 
with the corresponding historical leveling data, our cor- 
rections, and some additional data that were analyzed for 
use in the subsidence corrections. The title of each table 
corresponds to the survey titles as named during the 1990 
survey. 

Tables 11 through 13 contain only NGS orthometric 
heights for which all standard NGS corrections have been 
applied. These heights, however, may differ from current 
NGS data-base values because some heights were obtained 
from unadjusted ("print file") elevations. Also included in 
these tables are our earthquake and subsidence correc- 
tions to the coseismic elevation changes; these correc- 
tions are omitted from the orthometric heights listed in 
these tables. The coseismic correction was computed by 
assuming right-lateral slip on a vertical fault for both the 
1979 Coyote Lake and 1984 Morgan Hill earthquakes. 
For the 1979 Coyote Lake earthquake, we used 0.33 m of 
slip on a 20-km-long fault plane extending from 4- to 12- 
km depth. For the 1984 Morgan Hill earthquake, we used 
0.76 m of slip on a 25-km-long fault plane extending 
from 4- to 10-km depth (King and others, 1981; 
Reasenberg and Ellsworth, 1982; Bakun and others, 1984; 
Prescott and others, 1984). Tables 14 through 24 contain 
NGS, USGS, and Santa Cruz County leveling data. 

The USGS data are all from surveys dated 1953, al- 
though a few are actually from 1948. In some places, both 
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Table 9.-Average subsidence rates along leveling routes 1 and 3 

[First, the average of the first and second readings of the cable extensometer after manual oscillation 
was computed; then, this average was combined with the reading of the pipe extensometer to compute 
the average subsidence rate] 

Average Rate-correction factor Leveling route Survey subsidence rate (Coseismic rate1 (inset, fig. 1) interval 
( m d ~ r )  preearthquake rate) 

1953 observed and adjusted heights are listed. The ad- 
justed heights are the observed heights adjusted by us as 
described here; the observed heights are the original field 
observations with the original USGS adjustments removed. 
The USGS heights were measured with a three-wire level- 
ing instrument and one 3-yd (3 m)-long, single-piece lev- 
eling rod; some rod-calibration tables are available. 
Leveling was conducted between NGS bench marks and 
adjusted to closure with previous NGS heights for those 
bench marks. 

The Santa Cruz County data are all surveys dated 
bb1970." Although the precise dates for these surveys are 
unknown, we were told by Santa Cruz County officials 
that they were conducted during the late 1960's and early 
1970's. The heights were measured with a three-wire lev- 
eling instrument and a folding leveling rod ("Philadelphia 
rod") ruled in hundredths of feet; we do not know whether 
the rods had been calibrated. Leveling was conducted be- 
tween USGS bench marks and adjusted to closure with 
previous USGS heights for those bench marks. Original 
unadjusted heights may be obtained from the Santa Cruz 
County Public Works Department, Office of the Surveyor, 
where the original leveling books are kept. The designa- 

tions listed for the Santa Cruz bench marks are in the 
form of a height (in feet), an equal sign, and a integer 
designation (for example, "27 1 .52=3019'); the actual 
stampings on the marks are simply the height (in feet). 
The integer following the equal sign is the index number 
given to that bench mark by Santa Cruz County. The in- 
dex numbers are used to find the adjusted heights listed in 
an index-card file and to locate the bench marks on a map 
in the Office of the Surveyor. 

We did not use coseismic elevation changes constructed 
from the Santa Cruz County data for several reasons. Ex- 
tensive research on the original field books is required, 
and the quality of the data is uncertain. Three leveling 
rods were used during the surveys, only one of which is 
still available for calibration, and the correspondence 
between rod serial numbers and particular surveys is 
uncertain. Tilt of elevation change and slope of topo- 
graphy appear to be correlated along several of the level- 
ing routes that we examined, indicating a rod-calibration 
problem. 

The locations of all the bench marks at which coseismic 
elevation changes were measured (both those used in this 
study and those not used) are shown in figure 15. 
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Table 10.-Extensometer-tape readings in two wells in Sun Jose for the 
period 1982-90 

[F.O., first reading of tape, before manual oscillation; M.O., second reading of 
tape, after counterweight was manually oscillated] 

Well 
Well 7s/1: 

- .  7SIlE-16C11 cable 
uaie nine (305 m) 

F.O. 



ELEVATION CHANGE, 
IN  MILLIMETERS 

CORRECTION, 
IN  MILLIMETERS 

ELEVATION CHANGE, 
I N  MILLIMETERS 

I 
2 

0 
0 0 

CORRECTION, 
IN  MILLIMETERS 
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DISTANCE, IN  KILOMETERS 

Figure 14.-Continued 



MAIN-SHOCK CHARACTERISTICS 

Table 1 1  .-Leveling observations along a line from San Jose through Gilroy and Sargent to Watsonville 

Orthometric height (m) 

Latitude Longitude 2;: 1967 
Subsidence Earthquake 

ACRN N. W. (3-5) 1968 I972 ::-;: I990 correction correction 
(krn) L21038, 

L21016.l (10-112 Lzd;;Qi' C?2-911 L2517'2' dli:&.l (rnrn) m m )  

L21016.2 L25 17.4 

V 1197 
U 469 
Oakland 6 
Oakland 8 reset 
K 1444 
L 1444 
Oakland 7 
Q 148 reset 
20 G 
San Leandro NW base 
N 554 
M 1444 
M 554 
K 738 reset 
941 471 1 tidal 6 
L 554 

V 591 
P 1197 
Q 1197 
C 1447 
R 1 197 reset 
X 1446 

B 46 reset 
50.5 
L 177 
K 177 
Niles AZ MK 
F 148 
R 874 
Q 874 
Switch 
T 591 
B 148 reset 
M 886 

Q 591 reset 
C 1371 
D 1076 
Jacklin RM 1 
M 874 
G 1447 
D 176 reset 
Z 174 
Miloitas 

K 179 reset 
M 1447 
N 1447 
X 147 
B 1076 
G 1448 
C 1121 reset 
L 1447 
U 174 
Z 1 1 1 reset 1962 
Z 876 reset 
B 112 
E 1447 
P 7 reset 1965 
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Table 1 1  .-Leveling observations along a line from Sun Jose through Gilroy and Sargent to Watsonville-Continued 

Orthometric height (m) 

Designation Latitude Longitude g$t 1967 
Subsidence Earthquake 

ACRN N.  W . (3-5) l 9  1990 correction correction 
(km) L21038, 1968 $% B72 (2-7) (mm) (mm) 

2 l 0 l 6 . l  6 %  ' 27-9) [J55'At L25239.1 
1,21016.2 

A 326 reset 1970 
M 177 
I 19=96 reset 1976 
A 1122 
San Jose A7. MK 
B 149 
L 591 
2=J 19 
C 886 reset 1962 
A 1076 
Q 877 reset 1964 
B 1121 
P 453 
R 174 
g 4 5 3  

JCT RM3 
P 174 
N 453 
H 1447 
L 453 
M 174 

Perrys 
Perrys RM 4 
A 1448 
K 453 reset 1974 
B 1448 
1453  

E 1080 
A 812 
T 19 reset 1938 

Rucker reset 1957 
E 812 reset 1973 
D 812 
0 1448 

C 1193 
Q 149 reset 1967 
D I193 

Sargent AZ MK 
G 1236 
F I236 
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Table 1 1  .-Leveling observations along a line from Sun Jose through Gilroy and Sargent to Watsonville-Continued 

Orthometric height (rn) 

Designation Latitude Longitude E$$ 1967 Subsidence Earthquake 
ACRN N. W . (3-5) 1968 (3, 1972 l 9  1990 correction correction 

(km) ~ 2 1 0 3 8 ,  (2-7) (1-2) (mm) mrn) 
L21016.1, fkjC# L ~ ~ ~ ~ & ! '  L!&lil pAll;2 L25239.1 
L21016.2 

0112233 R 1236 36'53'5 1" 121Â°41'24 87.354 - - - - - - . . . 18.88477 18.93404 18.80269 3 5  - 5 8  
GU2235 Y 149 36Â°54'03 121Â°42'20 88.805 - - - ... - - - 12.21096 12.24087 12.10724 -.82 -1.01 
GU4098 V 1448 36Â°54'05 121Â°42'42 89.397 - - - - - -  - - -  - - -  14.1 1705 13.99848 -.38 - - - 
GU2237 S 1236 36Â°54'01 121Â°43'05 89.977 - - - - - -  - - -  1.89650 11.94221 11.81938 0 5  0 0  
GU2239 T 1236 36Â°53'55 121'43'39" 90.899 - - - - - -  --. 10.35522 10.39775 10.28159 -. 14 0 0  
GU2240 U 1236 36"53'50" 12 1Â°44'04 9 1.563 - - - . - - .-- 8.63629 8.68082 8.57030 -.O2 0 0  
GU2242 M 20 reset 1964 36O.53'44" 121Â°44'40 92.383 - - - ..- - - -  8.66899 8.68768 8.57506 -1.54 0 0  

Table 12.-Leveling observations along a line from Watsonville to Santa Cruz 

[See figure 1 for locations. Number(s) in parentheses below year of survey indicate month(s) when survey was conducted. L-number is U.S. 
National Geodetic Survey designation. Subsidence correction applies to 1978-90 height difference] 

Orthometric height (m) 

ACRN DesiBialion Latitude Longitude &̂ Subsidence 

N. W. 1972 1978 1990 correction 
(7-9) (5) (2) 

( )  L22841 L24298 L25239.2 
(mm) 

M 20 reset 1964 
V 1236 
W 1236 
H 249 reset 1979 
X 1236 
A 1455 
Z 1236 
A 1237 
E 249 
C 1237 
D 1237 
RV 6 
E 1237 
C 249 
F 1237 
G 1237 
H 1237 
J 1237 
RV 5 
RV 4 
K 1237 
L 1237 
M 1237 
N 1237 
Z 212 
P 1237 
61.94 
55.79 
51.93 
R 1237 
S 1237 
941 3745 tidal 4 
14 
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Table 13.-Leveling observations along a line from Santa Cruz through Los Gatos to Sun Jose 

[See figure 1 for locations. Numbers in parentheses below year of survey indicate months when survey was conducted. L-numbers are U.S. National Geodetic Survey 
designations. Subsidence correction applies to 1967-90 height difference] 

Orthometric height (m) 

ACRN Designation Latitude 
N. 

Longitude 
w. 

Leveled 
distance 
(km) 

Subsidence 
correction 

m m )  

941 3745 tidal 4 
14 
T 1237 
11 1455 
W 212 
C 1455 
D 1455 
E 1455 
F 1455 
G 1455 
H 1455 
J 1455 
K 1455 
M 1455 
L 1455 
N 1455 
P 1455 
L 249 
RV 12 
Q 1455 
R 1455 
S 1455 
TRAILL 
T 1455 
U 1455 
V 1455 
W 1455 
X 1455 
Y 1455 
Z 1455 
A 1456 
B 1456 
R 1077 reset 1970 
C 1456 
D 1456 
E 1456 
P 878 
R 878 
F 1456 
M 878 
G 1456 
K 878 
D 177 
II 1456 
C 177 
J 1456 
K 1456 
G 386 
VASO- 
G 875 
L 1456 
F 180 
T 1122 
M 1456 
A 887 reset 1962 
S 1122 
E 875 
U 176 reset 1940 
D 875 
T 176 reset 1962 
S 176 reset 1962 
R 176 reset 1962 
P 176 
D 877 
C 112 
B 875 
Z 11 1 reset 1962 
L 1447 
G 1448 
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Table 14.-Leveling observations along a line from Capitola through Loma Prieta to Coyote 

[See figure 1 for locations. Numbers in parentheses below year of survey indicate months when survey was conducted; month of 1953 survey is unknown. L-number is U.S. 
National Geodetic Survey designation; PV numbers are U.S. Geological Survey (USGS) field-summary-book designations. Obs., original field observations, with previous 
USGS adjustments removed; adj., observations adjusted for consistent coseisrnic network (see text)] 

ACRN Designation Latitude Leveled Longitude 
N. W. 

(km) 

Orthometric height (m) 

1953 
(obs .) 

N 1237 
Z 212 
N 1456 
32 WLS 
P 1456 
Q 1456 
Chiseled square A 
R 1456 
S 1456 
T 1456 
U 1456 
1940 
28 WLS 
Chiseled square B 
Z 1456 
Burdett 
27 WLS 
V 1456 
W 1456 
X 1456 
Y 1456 
A 1457 
B 1457 
C 1457 
D 1457 
E 1457 
F 1457 
G 1457 
Loma Prieta reset 1958 
LOMA 
Loma Prieta 1 
H 1457 
J 1457 
K 1457 
HJH 55 
L 1457 
M 1457 
N 1457 
P 1457 
Q 1457 
TBM angle iron 
HJH 53 
R 1457 
Chiseled square C 
S 1457 
TBM spike 
T 1457 
U 1457 
TBM manhole 
HJH 5 1  
V 1457 
W 1457 
X 1457 
L 174 
P 19 
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Table 15.-Leveling observations along a line from 9.6 km south of Morgan Hill to Lorna Prieta 

[See figure 1 for locations. Number in parentheses below year of survey indicates month when survey was conducted; month of 1953 survey is 
unknown. L-number is U.S. National Geodetic Survey designation; PV-number is U.S. Geological Survey (USGS) field-summary-book designa- 
tion. Obs., original field observations, with previous USGS adjustments removed; adj., observations adjusted for consistent coseisrnic network 
(see text)] 

Orthometric height (m) 

Leveled 
ACRN Designation 

Latitude Longitude distance 1953 1953 
N. W. (obs.) (adj. 1990 

(km) (4) 
L25239.5 

PV220 

Q 1458 
P 1458 
N 1458 
M 1458 
Chiseled square 1 
L 1458 
K 1458 
J 1458 
H 1458 
114 JD 
Y 1459 
G 1458 
X 1459 
115 JD 
W 1459 
F 1458 
P 1459 
E 1458 
Q 1459 
116 JD 
V 1459 
D 1458 
R 1459 
C 1458 
B 1458 
N 1459 
END 
A 1458 
S 1459 
Z 1457 
T 1459 
Y 1457 
M 1459 
F 1457 
E 1457 
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Table 16.-Leveling observations along a line from Morgan Hill to Watsonville 

[See figure 1 for locations. Number in parentheses below year of survey indicates month when survey was conducted; month of 1953 survey is 
unknown. L-number is U.S. National Geodetic Survey designation; PV-numbers are U.S. Geological Survey (USGS) field-summary-book 
designations. Obs., original field observations, with previous USGS adjustments removed; adj., observations adjusted for consistent coseisrnic 
network (see text)] 

Orthometric height (m) 

ACIW Designation Latitude Longitude 1953 1953 
N. w. ( o ~ s . )  (adj.1 1990 

(km) (4) 

N 1448 
P 1448 
Chiseled square 3 
R 1458 
S 1458 
Chiseled square B 
S 1458 
109 JD 
T 1458 
110 JD 
Q 1458 
U 1458 
38 WLS 
L 1459 
V 1458 
W 1458 
X 1458 
Y 1458 
Z 1458 
Chiseled triangle A 
36 WLS 
B 1459 
Chiseled square 2 
C 1459 
D 1459 
E 1459 
F 1459 
G 1459 
H 1459 
J 1459 
33 WLS reset 1965 
W 17 
W 16 
K 1459 
W 9  
H 249 reset 1979 
W 1236 
V 1236 
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Table 17.-Leveling observations along a line from Watsonville, through Freedom, Browns Valley Road, 
and Casserly Road, to 6.1 km northwest of Watsonville 

[See figure 1 for locations. Numbers in parentheses below year of survey indicate months when survey was conducted; 
month of 1970 survey is unknown. L-number is U.S. National Geodetic Survey designation] 

Orthometric height (m) 

ACRN Designation Latitude Longitude ~~~~~ 
N. W. 1990 

(km) 1970 L2525 (4-5) 1.1 

Gaging station 
Z 1459 
T 738 reset 1963 
K 1459 

Table 18.-Leveling observations along a line from 0.5 km west of Corralitos through Freedom Boulevard 
to Aptos 

[See figure 1 for locations. Number in parentheses below year of survey indicates month when survey was conducted; 
month of 1970 survey is unknown. L-number is U.S. National Geodetic Survey designation] 

Orthometric height (m) 

Leveled 
ACRN Designation Latitude Longitude distance N. W. 1990 

fkm) 1970 (4) 
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Table 19.-Leveling observations along a line from 0.8 km northwest of Freedom, through Valley Road and 
Buena Vista Drive, to 0.6 km south of La Selva Beach 

[See figure 1 for locations. Numbers in parentheses below year of survey indicate months when survey was conducted; 
month of 1970 survey is unknown. L-number is U.S. National Geodetic Survey designation] 

Orthometric height ( m )  

Leveled 
ACRN Designation Latitude Longitude distance N. W. 1990 

(km) 1970 (4-5) 
L2525 1.3 

Z 1459 
1 
158.34=96 
97 
35.89=98 
67.40=2 19 
93.74=220 
130.54=221 
277.62=223 
R 121 
227 reset 
RV 6=4 

Table 20.-Leveling observations along a line from 5.3 km north of Soquel, through 
Laurel Glen Road and Granite Creek Road, to 2.7 km north of Scotts Valley 

[See figure 1 for locations. Number in parentheses below year of survey indicates month when survey 
was conducted; month of 1970 survey is unknown. L-number is U.S. National Geodetic Survey desig- 
nation] 

ACRN Designation Latitude 
N. 

Orthometric height (m) 

Leveled 
Longitude dishnce w. 1990 

(km) 1970 (5) 
L2525 14 
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Table 21.-Leveling observations along a line from the junction of Mount Herman Road 
and Zayante Road 1 km east of Felton through Olympia to 4.3 km northeast of Zayante 

[See figure 1 for locations. Number in parentheses below year of survey indicates month when survey 
was conducted; month of 1970 survey is unknown. L-number is U.S. National Geodetic Survey desig- 
nation] 

Orthometric height (m) 

Leveled 
ACRN Designation Latitude Longitude distance N. W. 1990 

(km) 1970 (5) 

Gaging station 37'05'09'' 122'02'45'' 
415.66=381 37'05'22'' 122'02'37'' 
V 1460 37'05'37'' 122'02'27'' 

Table 22.-Leveling observations along a line from Felton, through Boulder Creek and China Grade Road, 
to the Santa Cruz-San Mateo County line 

[See figure 1 for locations. Numbers in parentheses below year of survey indicate months when survey was conducted; 
months of 1953 and 1970 surveys are unknown. PV-numbers are U.S. Geological Survey (USGS) field-summary-book 
designations. Obs., original field observations, with previous USGS adjustments removed] 

Orthometric height (m) 

Leveled 
ACRN Designation Latitude Longitude distance N. W. 1953 1990 

(km) (obs.) 1970 (5-6) 
PV2 18 L25251.6 

P 1455 
W 1460 
X 1460 
296.80=74 
324.23=72 
Y 1460 
177 reset 
390.58=179 
446.86=181 
457.31=182 
Z 1460 
501.74=184 
BEN 8 
A 1461 
566.17=187 
640.87=188 
799.37=190 
46 WLS 
B 1461 
C 1461 
916 SF 
D 1461 
E 1461 
F 1461 
48 WLS 
G 1461 
H 1461 
J 1461 
K 1461 
49 WLS 
L 1461 
M 1461 
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Table 23.-Leveling observations along a line from 1 km east of Felton, through Felton Empire Road and 
Bonny Boon Road, to 1.4 km southeast of Davenport 

[See figure 1 for locations. Number in parentheses below year of survey indicates month when survey was conducted; 
months of 1953 and 1970 surveys are unknown. L-number is U.S. National Geodetic Survey designation; PV-number is 
U.S. Geological Survey (USGS) field-summary-book designation. Obs., original field observations, with previous USGS 
adjustments removed] 

Orthometric height (m) 

ACRN Desicnation Latitude Longitude z z  
N. W. 1953 1990 

(km) (obs.) 1970 
PV218 

(6) 
L25251.7 

HT3570 P 1455 37'03'1 9" 122'03'36'' 0.000 - - - - - - 106.74056 
HT3584 W 1460 37'03'1 1" 122'04'07" 9 6  1 - - - - - -  85.42219 
HT3615 N 1461 37'03'04'' 122'04'40'' 1.897 - - - - - -  132.66295 
HT3616 P1461 37'02'56'' 122'04'58'' 2.402 - - - - - -  160.46799 
HT3617 Q 1461 37'02'59" 122'05'27" 3.192 - - - - - - 225.17783 
HT3618 R 1461 37'03'07'' 122Â°05'40 3.673 - - - - - - 270.27996 
HT3619 S 1461 37'03'14'' 122'05'44'' 4.225 - - -  - - - 304,49007 
HT3620 170 37'03'21'' 122'06'02'' 4.896 - - - 363.45000 363.46421 
HT3621 T 1461 37'03'28'' 122'06'20'' 5.341 - - -  - - - 404.93420 
HT3622 168 37'03'36" 122'06'28'' 5.838 - - -  443.64000 443.64950 
HT3623 167 37'03'4 1" 122'06'45" 6.285 - - -  476.87000 476.86497 
HT3624 U 1461 37'03'32'' 122'06'54'' 6.844 - - -  - - - 5 12.70295 
HT3625 1822.20=360 37'03'29" 122'07'21'' 7.540 - - - 555.41000 555.42330 
HT3626 V 1461 37'04'00" 122'07'17" 8.748 - - -  - - - 601.72882 
HT3627 163 37'04'20'' 122'07'40'' 9.672 - - - 614.27000 614.30540 
HT3628 W 1461 37'04'40" 122'07'57" 10.534 - - - - - - 663.20385 
HT3629 X 1461 37'05'26'' 122'08'18'' 10,994 - - - - - - 759.81 158 
HT3631 43 WLS 37'06'30'' 122'08'39'' 1 1.223 754.26300 754.27400 754.28303 
HT3632 Z 1461 37'04'52'' 122'08'21'' 11.453 - - -  - - - 638.85854 
HT3633 41 WLS 37'04'02'' 122'08'24'' 13.186 576.08000 576.09500 576.11380 
HT3634 1707.48=202 37'03'45'' 122'08'49'' 14.018 - - - 520.44100 520.45432 
HT3635 A 1462 37'03'1 1" 122'09'1 1" 15.164 - - - - - - 450.14035 
HT3636 40 WLS 37'02'40'' 122'08'56" 16.312 404.66300 404.67900 404.68017 
HT3637 REFWLS 37'02'40'' 122'08'58'' 16.33 1 404.01000 404.03000 404.02556 
HT3638 122'0.26=366 37'02'12'' 122'09'M" 17.243 - - - 371.93700 371.92109 
HT3639 B 1462 37'01'5 1" 122'09'17'' 18.108 - - - - - - 301.01995 
HT3640 C 1462 37'01'39" 122'09'27'' 18.732 - - -  - - - 237.56842 
HT3641 D 1462 37'01'22'' 122'09'55'' 19.645 - - -  - - - 173.17029 
HT3642 E 1462 37'01'02'' 122'10'02" 20.135 - - -  - - - 123.63265 
HT3643 86.24=199 37'00'42" 122'10'32" 21.331 - - -  26.28600 26.23643 
HT1572 H 1238 37'00'04'' 122'10'45'' 22.456 - - -  - - - 17.38950 



ELEVATION CHANGES ASSOCIATED WITH THE EARTHQUAKE AND THEIR USE TO INFER FAULT-SLIP GEOMETRY A145 

Table 24.-Leveling observations along a line from Santa Cruz through Davenport to 1 km northwest of the Santa Cruz-San Mateo County line 

[See figure 1 for locations. Number(s) in parentheses below year of survey indicates month(s) when survey was conducted; months of 1953 and 1970 surveys are unknown. 
L-number is U.S. National Geodetic Survey designation; PV-number is U.S. Geological Survey (USGS) field-summary-book designation. Obs., original field observations, 
with previous USGS adjustments removed. Subsidence correction applies to 1978-90 height difference] 

Orthometric height (m) 

Leveled Subsidence 
ACRN Designation Latitude Longitude distance N. W. 1953 1972 1978 1990 correction 

(obs.) 
(h) PV2 18 

1970 (9- 1 0) (5) (2) (mm) 
L22869 L24298 L252.5 1.8 

GU4 167 
GU4240 
GU1954 
GU1959 
GU I 960 
GU 1964 
GU4239 
GU 1970 
GU1971 
GU4238 
GU 1972 
GUI 974 
GU1975 
GUI 976 
GU I978 
GU 1979 
HT1572 
HT3654 
HT1568 
HT1567 
HT1566 
HT1565 
HT3653 
HT1564 
HT3652 
HT1563 
HT1562 
HT365 1 
HT1559 
HT1558 
HT3650 
HT1557 
HT3649 
HT1556 
HT3648 
HT1555 
HT1554 
HT1552 
HT1549 
HT3644 
HT3647 
HT3646 
HT 1547 
HT3645 
HT1545 
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Figure 15.-Schematic map of Loma Prieta region, Calif., showing locations of leveling network of bench 
marks used in this study (dots) and additional bench marks for which coseismic elevation changes were 
measured (triangles). Unused bench marks were surveyed by Santa Cruz County at low precision; unassessed 
elevation-dependent error evident in Santa Cruz County observations limits their utility for geodetic model- 
ing. Quaternary faults (dashed where inferred) from Jennings (1975). LP, Loma Prieta (solid triangle). 
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ABSTRACT 

A data set consisting of main-shock and very early af- 
tershock records was acquired from four digital acceler- 
ometers deployed before the 1989 Loma Prieta earthquake. 
We find that 34 aftershocks of M23.8 occurred within the 
first 3 5 hours after the main shock. We outline our pro- 
cedures for event location, relocation, and magnitude de- 
termination. 

INTRODUCTION 

After the August 8, 1989 (M=5.3), Lexington Reser- 
voir, Calif. (fig. I), earthquake, four three-component digi- 
tal accelerometers (Teledyne Geotech model A-700) were 
temporarily deployed by the University of California, Santa 
Cruz (UCSC), to monitor for an anticipated large earth- 
quake in the Santa Cruz Mountains. Main-shock records 
from these four stations are shown in figure 2; the loca- 
tions of the stations (triangles, fig. l )  are listed in table l. 
The instruments were placed in homes and laboratories 

Contribution No. 189, Charles F. Richter Seismological Laboratory 
and Institute of Tectonics, University of California, Santa Cruz, CA 
95064. 

for electrical power, security, and ease of access, where 
they could be monitored readily by checking a light on 
the instrument to see whether it had been triggered by an 
earthquake. All the instruments were oriented to true north, 
with an estimated compass measurement error of &5O, and 
were set above ground; none was bolted down, owing to 
the temporariness of the deployment and the heavy 44-lb 
(20 kg) weight of the instrument in its cast-aluminum 
case. 

The instrument at station BRAN (fig. 1) was located at 
the residence of Richard Terdiman at 5001 Branciforte 
Drive in Santa Cruz, Calif. The site is a flat area near the 
top of a steep hill on the west side of Branciforte Creek 
(fig. 1). The instrument was placed on the concrete floor 
of a detached wood-frame garage (three sided, open in the 
front) that was located on bedrock at the cut-in side of the 
hillside. After the main shock, the house, which was on 
the outer hillslope side, was red tagged (deemed unsuit- 
able for habitation) but still standing. The instrument was 
found with some empty cardboard boxes and an empty 
wooden chest leaning on top of it; the records obtained 
are shown in figure 2. 

The instrument at station LGPC (fig. 1) was located in 
the house of Richard Holley, caretaker of the Los Gatos 
Presentation Center, at 19600 Bear Creek Road, a moun- 
tainous area of Los Gatos within the Lorna Prieta rupture 
zone. The center used to be a private school called 
Montezuma School, as shown on the U.S. Geological Sur- 
vey (USGS) map of the Castle Rock Ridge 7.5-minute 
quadrangle, and is now a convent. The instrument was 
placed on a detached concrete pad in the basementhtor- 
age area. The wood-frame house is built on a steep hill, 
where the single-story building is essentially a two-story 
structure on the downhill side and the lower story is used 
only for storage. The house lost its chimney, and the en- 
tire foundation had to be replaced, after the main shock; a 
retaining wall behind, and the walkway leading to, the 
house were both cracked. After the main shock, the con- 
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Crete pad beneath the instrument was found to be sepa- 
rated from an adjacent concrete step by a few centimeters; 
whether or not this was so before the earthquake is un- 
known. Fred Followell observed some evidence indicat- 
ing "chatter" between the step and the pad, but no other 
evidence suggesting scraping or upending of the instru- 
ment. Also, Mr. Holley stated, "when they pulled out the 
old concrete pad, I was surprised to see that it was sitting 
on bricks." A baseline shift is visible on the vertical and 
north-south components of the records from station LGPC 
(figs. 3, 4; Yi-Ben Tsai, written commun., 1991), and so 
these records should be used with caution. However, the 
high frequencies appear valid, especially in the first part 
of the record. The baseline shifts could have been caused 
by a sudden tilt of the instrument with the pad itself. 

The instrument at station UCSC (fig. 1) was located in 
the Charles F. Richter Seismological Laboratory in the 
Applied Sciences Building at UCSC. The building is a 
three-story cast-in-place concrete structure with a base- 
ment. The instrument was placed unbolted on the first 
floor in room 195, the seismology shop. The Applied Sci- 
ences Building sustained some damage during the main 
shock, mostly due to differential settling. A free-field 
strong-motion accelerograph operated by the California 
Division of Mines and Geology (CDMG) is located near 
the parking lot adjacent to the building. The main shock 
registered peak accelerations of 0.47 g (horizontal), and 
0.40 g (vertical) on this instrument, in comparison with 
our lower values registered inside the building (fig. 5), as 
would be expected. 

Figure 1.-Schematic map of Loma Prieta region, Calif., showing locations of rupture zone (rectangle), orthogonal cross sections A-A' (see fig. 7) and 
longitudinal cross section Y-Y' (see fig. 8), main shock (large star), aftershocks that occurred during first 2 hours and 22 minutes after main shock 
(circled stars) and until November 7, 1989 (stars), and other events interpreted to lie east (large dots) and west (circles) of main aftershock zone, 
including four foreshocks (small dots) of 1988 and 1989 (see table 2). Irregular lines, major faults (dashed where inferred, queried where uncertain); 
triangles, four temporary stations installed by the University of California, Santa Cruz. 
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The instrument at station WAHO (fig. 1) was located in 
the house of Walter Schillinger at 738 Cable Court, near 
the Yacht Harbor in downtown Santa Cruz. The instru- 
ment was placed on the concrete garage floor of a two- 
story wood-frame house or condominium. The attached 
garage protrudes from the house, half inside and half out- 
side the main structure. The building did not sustain any 
structural damage. The records obtained are shown in fig- 
ure 6. 

These four instruments recorded the main shock and 
aftershocks, but their memories were filled within 10 hours 
of the main shock. Within 2 days of the main shock, the 
four original stations were serviced, and five additional 
stations, AHCR, BGST, CTES, LGPS, and LPVF (table 
I), also equipped with Teledyne Geotech model A-700 
digital accelerometers were installed. In addition, analog 
velocity recorders (Sprengnether model MEQ-800) were 
colocated at all nine stations. The station locations and all 
the aftershocks recorded at all nine stations are shown in 

figure 1 of Simila and others (1990) and listed in tables 1 
through 4. 

Owing to the large size of the main shock (ML=6.9k0.44, 
McNally and others, 1990; ML=6.7k0.09, Uhrhammer and 
Bolt, 1991), nearby high-gain seismographs operated by 
the USGS and the University of California, Berkeley 
(UCB), were driven offscale, and so the seismograms for 
the main shock and very early aftershocks from these 
nearby stations were nearly useless. Because the digital 
accelerometers have a wide dynamic range, however, they 
collected data for events spanning two orders of magni- 
tude in acceleration. Three of the original four stations 
(LGPC, UCSC, WAHO, fig. 1) had trigger thresholds of 
0.0088 g and peak settings of 1.0 g, and one station 
(BRAN) had a trigger threshold of 0.0044 g and a peak 
setting of 0.5 g. Total pretrigger and posttrigger recording 
time on the instrument is 35 s, unless it is retriggered; the 
sampling rate is 200 samples per second. All the instru- 
ments triggered on the main shock and produced a 35-s 

TIME, IN SECONDS 

Figure 2.-Digital accelerograms of Loma Prieta main shock recorded at station BRAN (fig. I), showing east-west (A), north-south (B), and vertical 
(Q components. East, north, and up directions are all positive. Sampling rate, 200 samples per second; trigger threshold, 0.0044 g; full scale, 0.50 g; 
peak amplitude, 0.46 g (fig. 25; note that records in figs. 2A and 2C are probably clipped at 0.50 g). 
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record, including 17 s of pretrigger data in memory (the 
17-s setting was customized for us by the manufacturer to 
retain P-wave arrivals in special studies of large earth- 
quakes using temporary deployments). Our aftershock 
records for the first 34 minutes after the main shock pro- 
vide nearly continuous detection; subsequently, the in- 
struments continued to retrigger and record main-shock 
and very early aftershock activity for about 41 minutes. 
This data set provides a unique opportunity to analyze the 
early fault-rupture history of the earthquake. 

DATA ANALYSIS 

To accurately locate these very early aftershocks re- 
quires a joint relocation procedure involving several steps. 
The first step is to select calibration events (Simila and 
others, 1990). We used a set of 31 well-recorded after- 
shocks from the period October 20 through November 7, 
1989 (see tables 2, 4). Arrival times of P and S waves 
recorded by the colocated analog and digital accelerom- 
eters, and P-wave-phase data from USGS stations within 

30 km of the main shock (see tables 1, 3), were analyzed 
with the earthquake-location computer program 
HYPOINVERSE (Klein, 1989), along with Dietz and 
Ellsworth's (1990) two-sided velocity model. From the 
combined data sets, we obtained traveltime adjustments 
for the four UCSC stations (see table 3) and an average 
local Poisson's ratio (ratio of P- to 5-wave velocities) of 
0= 1.7 1. These traveltime adjustments and a values were 
carefully calculated through an iterative procedure of lo- 
cating the events, modifying the adjustments and a val- 
ues, and then relocating the events until the P- and S-wave 
residuals at individual stations and the rms residuals for 
the solutions were minimized. 

The next step was to relocate the main shock, using P- 
and 5-wave traveltimes from the four UCSC stations with 
the new traveltime adjustments and a values and, as in 
the first step, using the P-wave traveltimes of the USGS 
stations and the model and delay times of Dietz and 
Ellsworth (1990). Both location and depth were particu- 
larly well constrained by the excellent horizontal-compo- 
nent 5-wave arrivals at the four original stations (BRAN, 
LGPC, UCSC, WAHO, fig. 1). Although these four sta- 
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tions within 7 to 16 km of the main shock are all west 
(southwest to northwest) of the epicenter, the overall azi- 
muthal coverage for the main shock is complete when the 
data from the UCSC and USGS stations are combined. 
The traveltime residuals for the USGS stations that re- 
corded the main shock were found to be similar to the 
average rms residuals (at the same stations) for the cali- 
bration events. These average residuals were then added 
to the standard traveltime adjustments for the USGS sta- 
tions. (To maintain a nearly homogeneous station-array 
configuration for all events, P-wave-phase data from the 
USGS stations that recorded sporadically were not used.) 
The calibration aftershocks were then relocated (see table 
2). 

The final step was to relocate all aftershocks of M23.8 
by using data from the UCSC stations with the new trav- 
eltime adjustments (see table 3) and 0=1.71. The first P- 
wave arrivals for the main-shock hypocenter were set for 
stations BRAN, WAHO, UCSC and LGPC, using the cal- 
culated traveltimes for their distances of 9.8, 12.9, 17.1, 
and 19.1 km, together with the new adjustments, as 00 h 
04 min and 18.52, 18.47, 19.10, and 19.83 s, respectively. 

Time was thus established for the remaining digital records. 
(The main-shock S-wave arrival times were 00 h 04 min 
and 21.82, 21.17, 21.90, and 22.83 s, respectively.) The 
main shock contained multiple ruptures that are evident in 
figures 2 through 6; here, we refer to the first break as the 
main-shock hypocenter. For six early aftershocks, we have 
data from only the four original UCSC stations. At these 
stations, uncertainties are larger, but the traveltime ad- 
justments help compensate for this difficulty somewhat. 
These initial locations were obtained by using the main- 
shock hypocenter as the starting location. Locations were 
then recalculated with the new epicenters as the starting 
locations but with several starting depths, to estimate lo- 
cation stability. Also, the main shock was relocated by 
using data from the same four stations, for another mea- 
sure of location uncertainty. When the starting location 
was that of the known main-shock hypocenter, the solu- 
tion moved 1.9 km northwest and +0.6 km in depth. The 
statistical precision of this solution is rms=O. 16, horizon- 
tal error (ERH)=2.2 km, and vertical error (ERZ)=31.6 
km. However, when the coordinates of the closest station 
and a 12-km depth (the default) were used as the starting 

20 30 40 50 60 

TIME, IN SECONDS 

Figure 2.-Continued 



A152 MAIN-SHOCK CHARACTERISTICS 

location, the solution moved 5.2 km due west and +3.8 
km in depth. We believe that these values of -5 km may 
be a more realistic estimate of the uncertainty in location 
for early aftershocks located with only the four original 
UCSC stations than the statistical precision of rms=0.08, 
ERH=2.15 km, and ERZ=l. 15 km calculated for the test 
solution. The locations of all events of ML23.8 are sum- 
marized in table 2 and detailed in table 4. 

The event magnitudes listed in tables 2 and 4 were 
calculated from the measured Wood-Anderson amplitudes 
reported by UCB (University of California, Berkeley, 
1989), using the method of Richter (1935, 1958). These 
amplitudes were incorporated into the program 
HYPOINVERSE in conjunction with the phase data, so 
that both the location and magnitude (Mi) could be deter- 
mined. UCB standard magnitude corrections were used 
for stations BRK (+0.2), MHC (+0.1), MIN (-0.1), and 
BKS (0.0). Some of our final magnitudes differ from those 

of UCB because of both roundoff and differences in earth- 
quake locations. Also, our magnitudes should be com- 
pared with the magnitude called ML(c) by UCB in their 
1989 catalog, which indicates that the data are from 
recalibrated instruments. In addition, the local magnitude 
(ML1) was estimated from measurements of Wood-Ander- 
son records synthesized (Uhrhammer and Collins, 1990) 
from the digital-accelerometer records, using the method 
of McNally and others (1990) with the distance correc- 
tions of Bakun and Joyner (1984) and Hutton and Boore 
(1987). A regression between Mi and ML1 yielded the 
relation ML+=(0.94&0.25)ML1-0.30. This magnitude, Mi+, 
was used for aftershocks with no UCB Wood-Anderson 
amplitudes available (7 events; pluses, table 2). 

Of the 43 events (M23.8) that we recorded within the 
first 24 hours after the main shock, 24 were of M24.0 
(table 2). Because the magnitudes and distances from the 
recording station place fundamental constraints on the 

TIME, IN SECONDS 

Figure 3.-Digital accelerograms of Loma Prieta main shock recorded at station LGPC (fig. I), showing east-west (A), north-south (B), and vertical 
(0 components. East, north, and up directions are all positive. Sampling rate, 200 samples per second; trigger threshold, 0.0088 g; full scale, 1.0 g; 
peak amplitude 0.80 g (fig. 3A; note that records in figs. 35 and 3C are probably clipped at 1.0 g). Baseline offset may reflect sudden tilting of 
instrument (see fig. 4). 
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minimum threshold for detection and location deterrnina- 
tion, we analyzed several later aftershocks of M>4.0 to 
evaluate the event detectability southeastward along the 
fault zone as a function of distance, Specific aftershocks 
included in our tests are the secondary sequence at 1014 
G.m.t. October 19 near the Zayante fault at lat 36'58' N., 
long 121'50' W. (M=4.6), and the event at 0127 G.m.t. 
October 25 (M=4.6) northeast of the main shock at lat 
37'05' N., long 121Â°50 W. (Oppenheimer, 1990). These 
tests indicate that any events of M24.5 at distances 525 
krn from station BRAN along the San Andreas fault would 
have been recorded at the four original stations during the 
first 34 minutes after the main shock. 

RESULTS 

The locations of aftershocks of Mr23.8 are shown in 
figure 1. Within several minutes of the main shock, most 
aftershocks occurred near the northwestern part of the 
Loma Prieta rupture zone, in the vicinity of the San An- 

dreas-Sargent fault intersection and northwestward. The 
first, second, and fourth aftershocks were located west of 
the San Andreas fault. Because of timing uncertainties 
and station limitations in number and azimuth, these loca- 
tions may be suspect. However, the later occurrence of 
several very well recorded aftershocks (Mc3.8) in the same 
area-for example, the event at 1402 G.m.t. October 23 
(table 4)-suggests that the locations of these very early 
events may reflect a second, westerly zone of faulting 
activity. Alternatively, if errors in depth are greater than 
we estimate, these events may lie on the main-shock rup- 
ture surface, at greater depth. 

Cross sections orthogonal to the San Andreas fault (A- 
A' through F-F', fig. 1) for all events (tables 2, 4) are 
shown in figure 7, and the distribution of hypocenters 
(M23.8) in a longitudinal cross section (Y-Y') in figure 8. 
Our early aftershock pattern for the first 2 hours and 22 
minutes after the main shock is consistent with the obser- 
vation that aftershocks are generally absent in main slip 
zones of large earthquakes (Mendoza and Hartzell, 1988). 
Regarding the absence of early aftershock activity to the 
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southeast, however, we cannot eliminate the possibility of 
magnitude detection-threshold limitations in our data set. 

CONCLUSIONS 

We find that 34 significant aftershocks of Mi23.8 oc- 
curred within 3 y& hours of the main shock. Most of these 
events are located northwest of the main-shock hypocenter, 
largely concentrated near the intersection of the San An- 
dreas and Sargent faults. 
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Figure 4.-Baseline-corrected digital accelograms of Loma Prieta main shock recorded at station LGPC (fig. I), showing east- 
west (A), north-south (B), and vertical (C) components. East, north, and up directions are all positive. Top plot, original record; 
middle plot, baseline correction; bottom plot, baseline-corrected record (Yi-Ben Tsai, written cornmun., 1991). 
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Figure 4.-Continued 
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Figure 5. Digital accelerograms of Loma Prieta main shock recorded at station UCSC (fig. l ) ,  showing east-west (A), north-south (B), and vertical (0 
components. East, north, and up directions are all positive. Sampling rate, 200 samples per second; trigger threshold, 0.0088 g; full scale, 1.0 g; peak 
amplitudes: 0.42 g (fig. 5A), 0.31 g (fig. 5B), 0.22 g (fig. 5C). 
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Figure 6.-Digital accelerograrns of Loma Prieta main shock recorded at station WAHO (fig. I), showing east-west (A), north-south (B), and vertical 
(0 components. East, north, and up directions are all positive. Sampling rate, 200 samples per second; trigger threshold, 0.0088 g; full scale 1.0 g; 
peak amplitudes: 0.66 g (fig. 6A), 0.38 g (fig. 65), 0.27 g (fig. 6 0 .  
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Figure 6.-Continued 
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Table 1 .-Temporary stations deployed by the University of California, Santa Cruz, in the Loma Prieta area 

Location 
Station Elevation 

Lat N. Long W. (m) 
Address Description and dates of operation 

BRAN 103 5001 Branciforte Drive On concrete floor in wood-frame garage detached from house. 
Santa Cruz, CA. Aug. 15-Nov. 16, 1989. 

LGPC 48 1 19600 Bear Creek Road 
Los Gatos, CA 

On detached concrete pad in basement/storage area (downhill 
side) of a wood-frame single-story house built on a moderately 
steep hillside. Aug. 15, 1989-Mar. 5, 1990. 

UCSC 243 Applied Sciences Building 
McLaughlin Drive 
University of California 
Santa Cruz, CA 

On floor of first-story seismology laboratory (room 195) in a 
large four-story cast-in-place reinforced-concrete office building. 
Aug. 9, 1989-Jan. 16, 1990. 

2 1 738 Cable Court 
Santa Cruz, CA 

On concrete in attached garage that protrudes from a two-story 
wood-frame condominium, Aug. 9-Nov. 17, 1989. 

WAHO 

AHCR 

BGST 

CTES 

LGPS 

LPVF 

Oct. 28, 198SJan. 11, 1990. 

Oct. 22, 1989-Mar. 5, 1990. 

Oct. 20-Nov. 7, 1989, 

Oct. 20-Nov. 7, 1989, 

Oct. 22, 1989-Mar. 7, 1990. 

Table 2.-Seismicity (ML23.8) in the Loma Prieta area 

[Magnitude (ML) of the October 18 (G.m.t.) main shock from McNally and others 
(1990); magnitudes of aftershocks with a listing of "+" were calculated from the 
local magnitude Mi, that is, Wood-Anderson records synthesized from digital 
strong-motion records at stations BRAN, LGPC, UCSC and WAHO (see figs. 1 
and 8 for locations) and calibrated to ML by the relation ML+=0.94(i0.25)ML'- 
0.30. Otherwise, ML is calculated from the University of California, Berkeley, 
Wood-Anderson amplitude relative to a specific location. Event with an "R" has a 
restricted depth; events with a listing of "0" are not in the U.S. Geological Survey 
aftershock list; events with a listing of "c" were used to calibrate joint relocation 
and redetermination of Poisson's ratio and station delay. SAF, San Andreas fault; 
events not located east (E) or west (W) of the fault occurred on the fault. ERH, 
horizontal-location error; ERZ, vertical-depth error; UCSC, University of Califor- 
nia, Santa Cruz] 
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1988 June 27 

1989 Aug. 8 

Oct. 18 

Oct. 19 

Oct. 20 

Oct. 21 

Oct. 22 

Oct. 25 

Oct. 26 

Oct. 30 

Nov. 2 

Nov. 5 

Nov. 7 
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Table 3.-P-wave station delays determined in this 
study and used for event relocation 

[Asterisks, delays calculated by using alternate Pacific side of 
crustal-velocity model of Dietz and Ellsworth (1990); pluses, 
UCSC stations. The 5-wave delay is equal to 1.71 (Poisson's 
ratio, determined in this study) times the P-wave delay, ac- 
cording to allowance of 
HYPOINVERSE (Klein, 1989)l 

the computer program 

Station Delay Station , Delay 

+BRAN 
+LGPC 
+UCSC 
+WAHO 

BSLM 
BVYM 
CADM 
CALM 
CAOM 
CCOM 
CMHM 
CMJM 
CSCM 
HAZM 
HCAM 
HCBM 
HCRM 
HDLM 
HFEM 
HFHM 
HFPM 
HGSM 
HGWM 
HJSM 
HKRM 
HMOM 
HF'RM 

HSPM 
JALM 
JBCM 
JBLM 
JBMM 
JBZM 
JCBM 
JECM 
JHLM 
JLXM 
JPLM 
JPPM 
JRGM 
JRRM 
JSCM 
JSGM 
JS MM 
JSSM 
JSTM 
JTGM 
JUCM 

+CTES 
+LPVF 

HJGM 
JBGM 
JHPM 
JPSM 
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Table 4.-Details of seismicity in the Lorna Prieta rupture zone 

[Event with an " R  has a restricted depth. DMIN, distance to nearest stations (in kilometers); GAP, largest azimuthal gap between stations; ERH, horizontal-location error; 
ERZ, vertical-depth error] 

Date Time Latitude Longitude Depth No. of 
M , P I S  Rms ERH ERZ 

(yymmdd) (G.m.t.) N. W. (km) residual phases r, ( )  (km) (km) 

Earthquakes on the San Andreas fault 
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Table 4.-Details of seismicity in the Loma Prieta rupture zone-Continued 

Date Time Latitude Longitude Depth NO. of 
M A S  Rms ERH ERZ 

(yymrndd) (G.m.t.) N. W. (km) residual phases ('I ( )  (km) (km) 

Earthquakes on the San Andreas fault-Continued 

Earthquakes east of the San Andreas fault 

Earthquakes west of the San Andreas fault 
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Figure 7.-Seismicity in the Lorna Prieta rupture zone (see fig. 1) along orthogonal cross sections A-A' (A), B-B' (B), C-C (C), D-D' (D), E-E' (E), 
and F-F (F). Same symbols as in figure 1. See tables 2 and 4 for details on events. Note that all relocated events of all magnitudes are shown in these 
cross sections. 
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Figure 8.-Seismicity (M33.8) in the Lorna Prieta rupture zone (see fig. 1) along longitudinal cross section Y-I". Same symbols as in figure 1. Note 
that main part of aftershock zone is devoid of events until 3 hours and 19 minutes after main shock. 
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ABSTRACT 

The 1989 Loma Prieta earthquake was well recorded 
by global digital seismic networks. The azimuthal cover- 
age provided by stations is excellent, and the recorded 
body waves can be deconvolved to yield broadband dis- 
placements, with excellent consistency of waveform and 
amplitude among stations. I use broadband teleseismic P 
and SH waves from 27 stations to investigate the rupture 
process of the earthquake. An inversion using a point- 
source mode1 gives the following estimates of the average 
(centroidal) parameters: strike, 127Ok2'; dip, 63'&1Â° rake, 
129Ok2'; depth, 10.5&1 km; and seismic moment, 
2.9kO. lx  1 oig N-m (Mw=6.9). The estimated source-time 
function indicates that the source duration was about 15 s 
and that about 85 percent of the moment was released 
during the first 10 s. Very little azimuthal variation in 
pulse duration is observed, indicating a bilateral rupture. 
Setting up a line grid along the indicated dip, I investigate 
the seismic-moment release and the evolution of the rup- 
ture as a function of depth. I find that the Loma Prieta 
rupture extended updip from a nucleation depth of about 
17.5 km, that 70 percent of the moment was released 
within the depth range 8-13 km, and that no significant 
moment was released at depths above 5 km. Inversions 
indicate that in the lower two-thirds of the fault surface, 

the slip had, on average, a larger strike-slip component 
than in the upper third. Two-dimensional source 
parametrizations produce unstable results, and so lateral 
variations in the moment release cannot be determined 
from this data set. 

INTRODUCTION 

In this paper, I present the results of an analysis of 
teleseismic body waves to examine the rupture process of 
the 1989 Loma Prieta earthquake. The goal of this study 
was, first, to derive basic centroidal source parameters 
and, second, to focus on the downdip geometry of the 
fault surface, to determine the seismic-moment release as 
a function of depth, and to investigate whether any 
downdip variation in fault orientation and slip direction is 
discernible. I first present the results of my analysis and 
then discuss how they compare with those of other body- 
wave studies using related data sets. 

DATA SET 

In this investigation, I used P waves in the epicentral- 
distance range 30'-95' and SH waves in the epicentral- 
distance range 30'-75' recorded by stations in the 
Incorporated Research Institutions for SeismologylGlobal 
Seismic Network (IRISIGSN), GEOSCOPE (Institut Na- 
tional des Sciences de 19Univers, France), and the Global 
Digital Seismograph Network (GDSN), and by one unaf- 
filiated station in Japan; altogether, 41 waveforms were 
utilized. In general, the data quality is very high, with 
good coherency both in amplitude and wave shape be- 
tween stations along similar wave paths. Only a few wave- 
forms were rejected because of anomalous behavior due 
either to instrument malfunction or to unusual propaga- 
tion paths; the rejected waveforms are of P waves from 
stations HON and KIP in Hawaii and of SH waves from 
station COL in Alaska. 
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I used very broad band data streams for stations with 
broadband sensors (which are proportional to ground ve- 
locity), intermediate-band streams for digital World Wide 
Seismic Station Network (WWSSN) stations, and a com- 
bination of short- and long-period streams for Seismic 
Research ObservatorylAutomatic Seismic Research Ob- 
servatory (SROIASRO) stations; I used long-period streams 
(1 sample per second) for a few stations where higher 
resolution streams were unavailable. All the raw seismo- 
grams were converted to broadband ground displacement 
by removing the instrument response. The resulting data 
were resampled at a rate of 5 samples per second and 
high-pass filtered with a cutoff frequency of 0.01 Hz to 
remove long-period instabilities. 

The modeling and inversion techniques applied to the 
data are simple extensions of those described earlier 
(NiibGlek, 1984, 1985). Teleseismic body waves in the 
above-mentioned distance ranges avoid the complexities 
due to upper-mantle triplications and core interactions. 
The waveforms contain direct phases, reflections from the 
free surface, as well as converted phases due the crustal 
structure, that are accounted for in the modeling proce- 
dure. The observed seismograms were simultaneously in- 
verted for the desired source parameters by minimizing 
the L2 norm. The waveform-inversion window always in- 
cluded the first 40 s after the onset of the direct P- or S- 
wave phase, as applicable. The assumed source crustal 
structure (table 1) used to locate aftershocks is based on 
that of Dietz and Ellsworth (19901, thus allowing a direct 
comparison between my results and theirs. Most other 
investigators have used similar structural parameters. 

POINT-SOURCE MODEL 

The simplest parametric source model used here is a 
point source. Inversion using this model gives centroidal 
averages of the source parameters: The source mechanism 
(strike, dip, rake), depth, seismic moment, and source- 
time function. The estimated parameters for this inversion 
are listed in table 2, the derived source-time function is 
plotted in figure 1, and the match between the observed 
and synthetic seismograms is shown in figure 2. This 
simple model fits the general features of the observed 
seismograms remarkably well, although some consistent 
discrepancies immediately after the onset of P waveforms 
(during the first quarter-cycle of waveforms from stations 
to the east-for example, CAY-the amplitudes are 
slightly underestimated, whereas for the northwestern sta- 
tions-for example, MDJ-they are slightly overestimated) 
indicating that the source mechanism may have had a 
larger-than-average strike-slip component during the early 
stages of the rupture process. Later parts of the P-wave 
seismograms from western stations also show a consistent 
phase mismatch that may indicate a change in source 

Table 1 .-Crustal model and attenuation parameters 
used in this study 

[t*=l s for P waves; t*=4 s for SH waves] 

Source 

Receiver 

mechanism toward the end of the rupture process (fig. 
2A). The source-time function (fig. 1) is rather simple: 
After an initial slow rise lasting about 4 s, 70 percent of 
the moment is released in a simple 5-s-long pulse, fol- 
lowed by some additional moment release over the next 
6 s. The total rupture time of the earthquake is 15 s. No 
consistent significant misfits in pulse widths occur be- 
tween the model waveforms and those from stations on 
azimuths along the fault strike, indicating a bilateral rup- 
ture. The derived source orientation is similar to that found 
in many other studies. The estimate of the source mecha- 
nism is highly stable and does not depend strongly on the 
assumed crustal structure or other model parameters. The 
strongest tradeoff occurs between the estimated source 
depth and the seismic moment. To show this interplay, 
the seismic-moment estimate as a function of depth is 
plotted in figure 3, where the estimated moment decreases 
from about 3.5xl0l9 N-m at 7-km depth to about 2.5x1019 
N-m at 15-km depth. The variance of the misfit plotted in 
figure 3 shows a well-defined minimum at about 10-km 
depth, with an uncertainty of about k l  km. Within this 
range, the seismic moment ranges from 2.8xl0l9 to 
3.0x10l9 N-m. 

The centroidal parameters for the Loma Prieta rupture 
obtained here generally agree with many other estimates 
from various studies, as discussed below. Here, I com- 
ment on some significant discrepancies in the seismic- 
moment estimates between some body-wave investigations. 
The moment of 2 . 9 ~ 1 0 ~ ~  N-m obtained here is at the higher 
end of the estimated values, some of which are as low as 
1 .9xl0l9 N-m. This discrepancy cannot be accounted for 
simply by variations in the data; figure 2 shows that the 
data are fitted in amplitude quite well. In my opinion, 
most of the lower estimates are due to a combination of 
the following factors: (1) deeper source depth for which 
the seismic moment was estimated; (2) use of a shorter 



DOWNDIP GEOMETRY OF THE LOMA PRIETA RUPTURE FROM TELESEISMIC WAVEFORM INVERSION A173 

Table 2.-Point-source parameters of the earthquake 
as determined in this study 

Strike Dip Rake MO M ~ v  
(N-m) 

low-pass filtered with a cutoff frequency at 0.03 Hz. The 
amplitudes of low-frequency waves are directly propor- 
tional to the seismic moment, and so this procedure pro- 
vides a more direct estimate; the resulting seismic moment 
remained the same as in the broadband inversion. 

FINITE ONE-DIMENSIONAL MODEL 
source-time function, that is, assuming that the contribu- 
tions after the first 10 s are insignificant; and (3) use of 
ground-velocity seismograms, which are poorer in low- 
frequency components than the ground-displacement seis- 
mograms used here. 

I believe that the seismic moment estimated here is 
appropriate for the following reasons. (1) It agrees with 
estimates in several other body-wave studies that also 
found a similar source depth (for example, Hartzell and 
others, 1991; Wald and others, 1991). (2) It agrees with 
estimates based on geodetic observations, as well as those 
based on surface waves (although for such estimates the 
depth remains problematic). (3) In inversions using only 
subsets of stations over narrow ranges of distances and 
azimuths to investigate whether the moment release indi- 
cated by the last 6 s of the source-time function depends 
somewhat on a particular set of stations or waveforms, I 
have found that this later moment release is a consistent 
feature required by both P and SH waves. (4) Because the 
moment determination from broadband-displacement body- 
wave pulses depends on accurate integration of the esti- 
mated moment-rate-time function (source-time function), 
which may be difficult if the waveforms are rich in high 
frequencies, I have also inverted waveforms that were 

5 10 

TIME, IN SECONDS 

Figure 1 .-Moment-release-rate function of earthquake as determined in 
this study. 

We now attempt to determine how the moment release 
was distributed along the fault width (along-dip direc- 
tion), considering that the rupture did not reach the sur- 
face, and so it is of interest to determine at what depth it 
stopped. Also, it has been suggested (Wallace and others, 
1991) on the basis of surface-wave observations, which 
give a substantially deeper seismic-moment centroid (-20 
km; Romanowicz and Lyon-Caen, 1990; Zhang and Lay, 
1990; Wallace and others, 1991) than body waves, that 
some significant moment release occurred below the nucle- 
ation point of the rupture, which, according to U.S. Geo- 
logical Survey (USGS) estimates, was situated at about 
17-km depth. 

For this analysis, the model is parametrized as follows 
(fig. 4). Using the same source orientation as that deter- 
mined in the point-source inversion, we assume that it 
remains unchanged for the whole duration of the rupture. 
We distribute nine point sources along the width at 2.8- 
km grid spacing (2.5-km depth interval): One source is 
located at the nucleation depth (17.5 km), six are located 
above it, and two are located below it. We assume a rup- 
ture-front-propagation velocity of 3 kmls between the 
gridpoints and the nucleation point. The only parameters 
that we invert for are the moment-rate functions at each 
gridpoint. The assumed rupture-front-propagation veloc- 
ity is not a rupture velocity in the true sense because it 
defines only a time after which the gridpoint is allowed to 
be active. Setting the rupture velocity precisely is not criti- 
cal as long as it is not too low, because once a gridpoint 
becomes active, it is allowed to be active for the entire 
source-process time. This detail distinguishes the rupture 
parametrization used here from that adopted in other stud- 
ies. If the data demand that the rupture velocity be lower 
than that assumed, the moment-rate function will remain 
zero for some time after the source is allowed to turn on. 
We assign a rupture velocity to minimize the effect of 
inversion instabilities, which could result in noncausal 
moment release. To further stabilize the inversion, the 
moment-rate functions are discretized at a relatively low 
rate of 0.5 sample per second and are required to be non- 
negative at all times. 

The reason why a complete two-dimensional fault model 
is not introduced at this stage is that teleseismic body 
waves, owing to their steep takeoff angles and the pres- 
ence of strongly reflected phases from the free surface, 
are primarily sensitive to depth-dependent source 
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variations; any effects related to the finite lateral extent of 
the source affect the waveforms much less and are much 
harder to resolve. 

The results of this inversion are shown in figures 5 and 
6. The moment-rate functions for each gridpoint are shown 
in figure 5. Note that the rupture, after starting at 17.5-km 
depth, propagates essentially updip. The moment release 
is rather slow* at the deepest sections of the fault but in- 
tensifies at about 12.5-km depth. At 7.5-km depth, the 
rupture is arrested for a moment and then restarts again, 
releasing some additional moment. Note that this model 
integrates the lateral rupture propagation at a given depth 
to the moment-release rate at the corresponding gridpoint; 
however, because the moment-release-rate functions at 
each depth are relatively short, the lateral extent of the 
rupture cannot be large. 

The corresponding depth distribution of the seismic 
moment is plotted in figure 6. Note that at the bottom of 
the fault plane, around the nucleation depth, only a small 
amount of moment is released, and no significant release 
occurs below 20-km depth. The moment release and, thus, 
the slip are concentrated between 12.5- and 7.5-km depth. 
Again, no significant moment release occurs above 5 km. 
The total seismic moment for this model is 2 . 9 5 ~ 1 0 ~ ~  N- 
m. Note that at 5- to 7.5-km depth, where the rupture 
appears to have been interrupted, the San Andreas fault 
apparently intersects the fault on which the earthquake 
occurred, This fault interaction appears to have affected 
the rupture, first stopping it and then allowing only a 
small additional slip in the vicinity of the intersection 
(fig. 5). 

The finite-width model generally improves the fit to 
the data over the point-source model. The improvement is 
particularly noticeable for P waves from the western sta- 
tions (fig. 7), where the fit of the phase between the later 
parts of the observed and synthetic waveforms is consid- 
erably better. 

VARIABLE-MECHANISM MODEL 

In the above models, we assumed that the source orien- 
tation is constant over time. The data misfits with respect 
to the centroidal model indicate that slip in the rupture- 
nucleation area might have had a larger-than-average 

4 Figure 2.-Match between observed (solid curve) and synthetic (dotted 
curve) seismograms for P (A) and SH (B) waves in point-source inver- 
sion. Amplitudes are normalized to 40' epicentral distance. Vertical 
dotted lines delimit inversion window. Circles in focal-mechanism solu- 
tion indicate nodal planes and takeoff directions of direct waves. P and 
T, inferred axes of maximum and minimum compressional stress (pres- 
sure and tension axes), respectively. Arrow in figure 2A denotes part of 
waveforms where consistent phase mismatch occurs. 

strike-slip component and that, although the finite one- 
dimensional model decreases the misfit in the later parts 
of the waveforms, some consistent discrepancies still re- 
main. In the next model, we investigate whether the re- 
maining significant inconsistencies can be removed by 
allowing the source orientation to change with depth. In 
this set of inversions, the model consists of three point 
sources distributed updip from the nucleation point (the 
previous models indicate no significant moment release 
below the nucleation depth). As before, we assume a rup- 
ture-front-propagation velocity of 3 k d s  and fix the strike 
to that found earlier. We invert for the dip, rake, and 
moment-release rate of each point source. The results, as 
shown in figures 8 and 9, indicate a steeper dip and a 
larger strike-slip component in the lower part of the fault 
surface, in agreement with the source mechanism derived 
from regional first-motion polarities. In its lower two- 
thirds, the fault surface is remarkably planar,. and the 
mechanism remains constant. In the uppermost part, how- 
ever, the slip appears to have a large thrust component. 
To investigate the stability of these results, I used many 
different starting models, including those with fault strike 
as one of the free parameters, but obtained essentially the 
same results. 

ATTEMPTS AT MORE DETAILED 
SOURCE MODELS 

The quality of the data is high, especially for P waves, 
for which the waveforms vary coherently from station to 

DEPTH, IN KILOMETERS 

Figure 3.-Estimated seismic moment (Mo) (dots) and variance of misfit 
(squares) as functions of assumed point-source depth. Discontinuities in 
curves are artifacts of layer boundaries in crustal model. 
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station. It is therefore tempting to see whether the fit can 
be improved further by introducing more sophisticated 
source models. The obvious next step is to introduce two- 
dimensionality into the fault surface. Two-dimensional 

Figure 4.-Parametrization of one-dimensional finite-source model. At 
each gridpoint, only moment-release-rate function (irregular curves) was 
determined, assuming that rupture nucleated at 17.5-km depth and rup- 
ture front propagated at a velocity of 3 kmls. After passage of rupture 
front, elements of moment-release-rate function were allowed to assume 
arbitrary nonnegative values. 

0 5 10 15 20 25 30 35 

TIME, I N  SECONDS 

Figure 5.-Moment-release-rate function at various depths, determined 
by using model shown in figure 4. Only nonzero elements are plotted. 
Dashed line, 3-kmls isochron. 

rupture models were, in fact, derived by several investiga- 
tors, using teleseismic and strong-motion data, but they 
disagree in some important details. Although Beroza 
(1991), Hartzell and others (1991), Steidl and others 
(1991), and Wald and others (1991) broadly agreed that 
there were two primary loci of moment release, both at 
about 10- to 15-km depth and separated laterally by about 
10 km, they disagreed on the sense of slip in those re- 
gions. The models of Beroza (1991) and Steidl and others 
(1991) suggest that slip to the southeast of the hypocenter 
was essentially strike slip, whereas slip to the northwest 
of the hypocenter was almost pure dip slip; the models of 
Hartzell and others (1991) and Wald and others (1991) 
exhibit no such large lateral change in slip direction, al- 
though various scattered regions of the fault plane show 
some significant thrust components. My motivation in test- 
ing two-dimensional fault models was to see whether I 
could resolve these outstanding questions concerning par- 
titioning of the strike-slip and dip-slip motion. 

The models that I considered were direct two-dimen- 
sional extensions of the one-dimensional models discussed 
in the preceding sections. They differed from those used 
in previous studies in having fewer restrictions on the 
time function at each gridpoint. Previous investigators as- 
sumed a uniform rupture velocity and fixed source-time 
function (rise time) at each gridpoint. Thus, each gridpoint 
was prescribed to slip at a particular time and only for a 
fixed duration; optimum rupture velocity and rise time 
were found by trial and error. In the models considered 
here, the gridpoints were not constrained to act only in a 
restricted time frame but were allowed to slip arbitrarily 
once the rupture front has passed, and the slip direction 

0 2 4 6 8 10 

SEISMIC MOMENT, IN 10 l 8  NEWTON-METERS 

Figure 6.-Distribution of seismic-moment (My) release as a function of 
depth for earthquake, determined by using model shown in figure 4. 
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was allowed to vary. Even simple two-dimensional mod- 
els (grids of 7 or 9 points) improved the fit to the data 
considerably; however, the addition of new degrees of 
freedom to the model introduced tremendous instability 
and a tradeoff between the grid parameters, and no con- 
clusive answers were obtainable. In comparison with other 
studies (Hartzell and others, 1991; Wald and others, 1991), 
relaxing the restrictions on the grid time functions ap- 
pears to make the inversion unstable. The reason for this 
instability is the difficulty in resolving lateral source di- 
mensions: If the rupture is tightly constrained from the 
start, seemingly stable results are obtainable; but if the 
constraint is removed, the stability disappears. The re- 
sults, therefore, depend strongly on the appropriateness of 
the constraint. For the 1989 Loma Prieta earthquake, the 
resolution of lateral source dimensions is made difficult 
by the emergent features of the body waveforms, in turn 
making it difficult to pinpoint the arrivals from the nucle- 
ation point that provide the reference from which the 
rupture's lateral extent is measurable. 

One way in which the resolution of the areas of accel- 
erated moment release could be improved is by emphasiz- 
ing higher frequencies in the data. This improvement would 
be possible, however, only at the expense of decreased 
resolution of the smaller component of moment release 

and the average parameters. One straightforward way is 
to use ground-velocity waveforms instead of the ground- 
displacement waveforms used here. Wald and others (199 1) 
used ground-velocity records, and Hartzell and others 
(1991) used a combination of ground-displacement and 
ground-velocity records, as data for their inversions; their 
lateral resolution of the areas of accelerated moment re- 
lease should therefore in principle be better. Hartzell and 
others showed, however, that also for their data set the 
lateral distribution of moment release is quite unstable. 
Nevertheless, neither the teleseismic models of Wald and 
others (1991) and Hartzell and others (1991) nor the two- 
dimensional models examined here indicate large lateral 
variations in slip direction. 

EFFECTS OF ASSUMED CRUSTAL 
STRUCTURE 

One additional question is whether our results could be 
significantly biased by the assumed crustal structure for 
the source region. I tested a range of structures within the 
realm of possibility, from simple half-space models to 
layered models of various complexity, and found that the 
centroidal source mechanism is highly stable with respect 

I l l 1  
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Figure 7.-Match between observed (solid curve) and synthetic (dotted curve) P-wave seismograms at representative stations in one-dimensional 
model. Amplitudes are normalized to 40' epicentral distance. Vertical dotted lines delimit inversion window. Circles in focal-mechanism solution 
indicate nodal planes and takeoff directions of direct waves. P and T, inferred axes of maximum and minimum compressional stress (pressure and 
tension axes), respectively. Phase mismatch in part of waveforms denoted by arrow is improved in comparison with point-source model (fig. 2A). 
Match for SH waves is qualitatively similar to that shown in figure 2B. 
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to all structures. The seismic moment and centroidal depth 
behave predictably: As the average velocity of the me- 
dium increases, the estimated values of both the centroidal 

surface 

Dip = 57' 
Rake = 104' 
Mo = 0.87~1 019 N-m 

Dip = 64' 
Rake = 136' 
Mo = 1 .15xlO^ N-m 

Dip = 65' 
Rake = 137' 
Mn = 1 .Ol xl 019 N-m 

Figure 8.-Results of inversion using a variable-mechanism model pa- 
rametrization. 

depth and seismic moment increase slightly. Most types 
of crustal layering do not significantly affect the results 
presented here. All estimated parameters were found to be 
stable for purely homogeneous crustal models (half-space) 
and for those involving a steady increase in the medium 
velocity with depth; in particular, the assigned Moho depth 
does not play an important role. One class of structures, 
however, that could potentially influence the inference 
about the later parts of the rupture process involves a 
low-velocity zone in the lower crust. Such structures, which 
have been suggested for several areas around the San An- 
d r e a ~  fault zone (Blumling and Prodehl, 1983; Bliimling 
and others, 1985), produce strong late-arriving reflections 
similar to the late-arriving energy observed in P waves in 
the west half of the focal sphere. 

P-wave synthetic seismograms for the model listed in 
table 1 are shown in figure 10A. To emphasize the effect 
of crustal reflections, only the first 10 s of the source- 
time function (fig. 1) was used. A large mismatch is evi- 
dent in the later parts of the waveforms, indicating the 
need for additional moment release. The seismograms in 
figure 10B, which were calculated for a crustal model 
with a low-velocity layer at a depth of 20 krn, show large 
reflections similar to the later phases from the western 
stations. When inverting the whole data set, however, this 
model consistently produced a poorer fit to the data than 

0 10 20 30 
TIME, IN SECONDS 

Figure 9.-Match between the observed (solid curve) and synthetic (dotted curve) P-wave seismograms at representative stations in variable- 
mechanism model. Amplitudes are normalized to 40' epicentral distance. Vertical dotted lines delimit inversion window. Circles in focal-mechanism 
solution indicate nodal planes and takeoff directions of direct waves. P and T, inferred axes of maximum and minimum compressional stress (pressure 
and tension axes), respectively. Match for SH waves is qualitatively similar to that shown in figure 2B. 
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Figure 10.-Effect of various crustal models on P waveforms. A, Model listed in table 1, used in all 
inversions. B, Same model as in figure 10A but with a 5-km-thick low-velocity layer (v=5.37 krnts) at 20- 
km depth. C, Same model as in figure 10A but with a low-velocity layer at 15-km depth. Synthetic seismo- 
grams were computed for centroidal source parameters listed in table 2. Circles in focal-mechanism solution 
indicate nodal planes and takeoff directions of direct waves. To emphasize effect of crustal reflections, only 
first 10 s of moment-release-rate function shown in figure 1 was used. 
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the model listed in table 1. The same result was obtained 
for all crustal models with low-velocity, deep crustal lay- 
ers. Structures with low-velocity zones could be admis- 
sible if the structure varied across the strike of the fault 
plane. Apparently, if low-velocity layers exist in the lower 
crust, they must be relatively deep to the west of the fault 
plane and relatively shallow or nonexistent to the east. 

DISCUSSION 

Our model results are summarized in table 2. Of these 
results, the most stable are those derived for the simplest 
source-model parametrizations. The average parameters 
represented by the point-source model agree closely with 
those derived from geodetic observations (Lisowski and 
others, 1990; Marshall and others, 1991; Snay and others, 
1991), surface waves (Zhang and Lay, 1990; Romanowicz 
and Lyon-Caen, 1990; Wallace and others, 1991; see 
Velasco and others, this chapter), and aftershock distribu- 
tions (Dietz and Ellsworth, 1990; Schwartz and Nelson, 
1991), as well as with several other body-wave studies 
(for example, Hartzell and others, 1991; Wald and others, 
1991). Extensive summaries of the estimates of centroidal 
parameters from various observations are given, for ex- 
ample, by Marshall and others (1991), Wald and others 
(1991), and Wallace and others (1991). Other studies deal- 
ing with the source parameters of the main shock include 
those by Barker and Salzberg, (1990), Choy and Boat- 
wright (1990), Kanamori and Satake (1990), Langston and 
others (1990), and Ruff and Tichelaar (1990). The seis- 
mic-moment estimate presented here is slightly lower than 
that obtained by NAbglek (1990), owing to the inclusion 
of GEOSCOPE data in this study. 

Most observations that bear on the depth extent of fault- 
ing appear to agree that essentially all moment release 
during the earthquake occurred within the depth range 5- 
8 km, with a large concentration near 10-km depth. A 
notable exception is the centroidal depth found from sur- 
face waves, at least 20 km, but there appear to be uncer- 
tainties in the Earth models used, which may be responsible 
for the bias in the source-depth estimate (see Velasco and 
others, this chapter). My investigation has shown that no 
significant moment release occurred below 20-km depth 
within 40 s after rupture initiation (figs. 5, 6). Because 
the seismic moment calculated here agrees well with that 
found from surface waves, it is difficult to appeal to addi- 
tional slow moment release at depth, which would in- 
crease the centroidal depth derived from long-period 
surface waves. A strong argument against additional mo- 
ment release on a long time scale comes from geodetic 
modeling (Lisowski and others, 1990; Marshall and oth- 
ers, 1991; Snay and others, 1991), whose results are con- 

sistent with the depth distribution of the moment release 
found here from body waves. 

My results indicate that the rupture propagated bilater- 
ally updip, although I am unable to resolve the details of 
the lateral propagation. The model parametrization used 
here puts very little inherent constraint on the behavior of 
the rupture, and so the characteristics of the vertical dis- 
tribution of moment release found here do not depend 
strongly on such details. All lateral variations of the mo- 
ment release at a given depth, however, are integrated 
into the characteristics of the corresponding gridpoint. The 
short duration (approx 4-5 s) of the moment-rate func- 
tions at most depths does not allow a large lateral dis- 
tance for the rupture to propagate. Assuming bilateral 
spreading and a rupture velocity of 3 kmls, the 5-s dura- 
tion indicates a fault length (alongstrike dimension) of no 
more than 30 km. As mentioned above, in our model the 
rupture appears to stop briefly at 7.5-km depth and then 
restart for a short time, possibly in response to interaction 
with the San Andreas fault. Possibly, the rupture did not 
really stop and restart at this depth, instead, the two pulses 
in the moment rate may represent two areas of intensified 
moment release separated by a large lateral distance in 
which the later pulse represents a more distant locus de- 
layed by the time it took for the rupture front to reach it. 

The least certain of the models presented here is the 
variable-mechanism model. Although this model appears 
to be well resolved, given the specific source parametri- 
zation, it does not have strong supporting evidence from 
other independent observations. The fault dip indicated 
by the model agrees well enough with the aftershock dis- 
tribution (Dietz and Ellsworth, 1990; Schwartz and Nelson, 
1991), and the mechanism found for the deep part of the 
fault where the rupture nucleated agrees with that found 
from first-motion polarities at regional distances 
(Oppenheimer, 1990). The model indicates a planar to 
slightly concave downward geometry. In the uppermost 
part of the fault, the model indicates a large increase in 
the thrust component. Kinematically, such a change in 
mechanism is difficult to understand. If indeed present, it 
may reflect a decrease in vertical stress at shallow depth. 
It may also be due to a complex interaction with the San 
Andreas fault (slip partitioning), whereby over many earth- 
quake cycles, the San Andreas fault takes up most of the 
strike-slip component of motion at shallow depths, while 
the Loma Prieta fault takes up the dip-slip component. 
Oppenheimer reported a predominance of thrust mecha- 
nisms for aftershocks at shallow depths, which might be 
taken as supporting evidence for the variable-mechanism 
model; however, given the wide variety of mechanisms 
observed at all depths, this evidence is weak. 

In comparison with other teleseismic body-wave stud- 
ies that have investigated the change in source mecha- 
nism during the main-shock rupture, our solution is most 
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similar to that of Hartzell and others (1991). They used a 
data set nearly identical to ours, except that they used 
ground-velocity records instead of displacement records 
for the broadband IRIS stations. Once the differences in 
the source parametrization are accounted for (they used a 
two-dimensional fault-surface model), the general features 
of their solution are remarkably similar to those of mine. 
They also performed an extensive analysis of the stability 
of their solutions. All of their models exhibit late-stage 
thrusting at shallow depths. Although their models show 
considerable instability in the lateral distribution of mo- 
ment release, the vertical distribution appears to be stable 
and similar to that obtained here. In an earlier study, 
Romanowicz and Lyon-Caen (1990) also argued for the 
predominance of thrust faulting during the later stages of 
the rupture process. Although the teleseismic results re- 
ported by Wald and others (1991) are mostly consistent 
with mine, their model shows a remarkable uniformity in 
slip direction across the entire fault surface. In fact, their 
strong-motion model is nearly identical to mine in this 
respect. 

Two strong-motion studies (Beroza, 1991; Steidl and 
others, 1991) reported strong slip partitioning between the 
northwestern and southeastern segments of the Loma Prieta 
fault, whereby the northwestern segment is characterized 
by thrust motion and the southeastern segment by strike- 
slip motion. An analysis of geodetic-elevation changes 
provides some support for such a model (Marshall and 
others, 1991). None of the teleseismic body-wave studies, 
however, provides independent support for such a form of 
slip distribution. As already mentioned, the effects of the 
finite extent and variation of the source in the horizontal 
direction are difficult to resolve with our data set. Both 
strong-motion and geodetic measurements, however, are, 
in principle, sensitive to lateral effects. 

My results can be reconciled with the lateral-slip-parti- 
tioning model under the following scenario. The strong- 
motion modeling indicates that the rupture propagated 
nearly symmetrically during its early and main stages (pos- 
sibly with somewhat more slip released in the south half). 
Two symmetrical loci of large moment release at about 
10-km depth (one to the southeast and one to the north- 
west of the hypocenter) ruptured nearly simultaneously. 
Under these conditions, teleseismic ground-displacement 
data would integrate the contributions from the two seg- 
ments, and the resulting effective slip direction would in- 
volve nearly equal amounts of strike slip and dip slip 
(possibly slightly more strike slip during the initial stages 
if the rupture to the south was slightly faster). If the rup- 
ture in the southeastern segment stopped earlier, while in 
the northwestern segment it continued to shallower depths, 
the teleseismic data would record an effective change in 
slip direction to thrusting at shallower depth, as exhibited 
in the variable-mechanism model. 

CONCLUSIONS 

The good azimuthal distribution and high quality of 
teleseismic digital recordings of body waves from the 1989 
Loma Prieta earthquake provide an excellent data set from 
which an accurate, stable estimate of the centroidal source 
parameters can be determined. The teleseismic body-wave 
data also provide strong constraints on the depth distribu- 
tion of moment release. A downdip change in slip direc- 
tion is indicated but is less reliable, owing to a tradeoff 
between parameters and uncertainties in the Green's func- 
tions. The lateral extent of the source or possible lateral 
changes in slip direction, however, are unresolvable by 
the ground-displacement data used in this study. 
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ABSTRACT 

Some features of the deformation accompanying the 
1989 Loma Prieta earthquake resemble that associated with 
earthquakes along deep-seated reverse faults. These fea- 
tures include ground breakage, surface deformation, after- 
shock distribution, and a component of reverse slip 
deduced from geodetic and strong-ground-motion data. To 
explore these deformational features of the earthquake, 
we derive an analytical model for the deformation of a 
layered sequence due to slip along a deep-seated fault. 
Our model includes horizontal elastic layers, using con- 
figurations with as many as nine layers of different shear 
moduli, We applied this layered model to the Loma Prieta 
region and found that the better solutions are for five- 
layer sequences in which the shear moduli of the layers 
increase downward. The model predicts the distribution 
of aftershocks in the upper 5 km better than a model with 

uniform rheology. The model also accurately predicts the 
location of the zone of horizontal extension in the Sum- 
mit Road area and the zone of horizontal compression in 
the northeastern foothills of the Santa Cruz Mountains. 

INTRODUCTION 

Since the early l98O9s, deep-seated faults concealed by 
folded structures have been recognized as a significant 
source for seismic hazard (for example, Stein and King, 
1984). This recognition reflects observations of the 1980 
El-Asnam, Algiers, the 1983 Coalinga, Calif., and the 1987 
Whittier Narrows, Calif., earthquakes. In these and other 
earthquakes, the deep faults form a fault-fold system in 
which slip along a fault zone at depth appears as a fold or 
a flexure within the overlying sedimentary layers. 

Fault-fold systems have been modeled by using several 
different methods. One common approach is kinematic 
analysis, for which the balanced cross section is the best 
known representative. This technique was developed to 
analyze large-scale deformation by assuming that rock 
volume (area in two-dimensional profiles) is conserved 
during deformation (Dahlstrom, 1969). Using this ap- 
proach, the initial configuration and even the deformation 
path can sometimes be reconstructed from the geometry 
of the final deformed structure. The kinematic approach, 
however, has some severe limitations: Rock rheology is 
omitted, rock layers are merely lines drawn on profiles 
without mechanical properties, and the mechanical differ- 
ences between layers are ignored. Therefore, although the 
kinematic analysis maintains geometric compatibility, it 
could violate known dynamic principles. 

Another approach is the modeling of upper-crustal de- 
formation by dislocations within a linear, elastic half-space. 
This modeling has been extensively used in the inversion 
of long-term geodetic data, as well as for seismic and 
postseismic displacements. Although half-space models 
can provide impressive fits to geodetic data (Lisowski 
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and others, 1990), they do not incorporate the layering of 
crustal rocks and are limited to small deformation. For 
example, King and others (1988) extended such models 
by considering a thick, linear elastic layer over a viscous 
half-space; they modeled the development of crustal flex- 
ures by many repeating earthquakes, incorporating seis- 
mic slip, viscous-isostatic relaxation, erosion, and 
sedimentation, One surprising result of their analysis is 
that the calculated elastic thickness of the crust is only 2 
to 4 km. 

A different approach assumes that slip along deep-seated 
faults is accommodated within the overlying rocks by flex- 
ing, faulting, and tilting, which form such fault-fold sys- 
tems as monoclines or asymmetric folds (Reches, 1978). 
Reches and Johnson (1978) derived a general model for 
the development of a fault-fold system and analyzed the 
mechanics of draping, buckling, and kinking within the 
sedimentary sequence. Because crustal rocks commonly 
display mechanical layering rather then uniform rheology, 
we believe that relevant models must incorporate this prop- 
erty. 

The 1989 Loma Prieta earthquake resulted in several 
features that resemble the deformational features of earth- 
quakes associated with deep-seated reverse faults: the types 
of surface deformation and ground breakage, the after- 
shock distribution, and the large amount of subsurface 
reverse slip deduced from inversion of geodetic (Lisowski 
and others, 1990) and strong-ground-motion data (Beroza, 
1991). To explore the deformational style in the Loma 
Prieta region, we have derived a model for a layered rock 
sequence above a deep-seated fault. The analysis is for 
horizontal, incompressible, elastic layers subjected to fault- 
related displacement along the base of the sequence. Our 
model attempts to reproduce the location and style of sur- 
face deformation and aftershock distribution of the earth- 
quake. We compare the results of this layered model with 
those from the uniform-rheology model. 

ANALYSIS OF A FAULT-FOLD SYSTEM 

APPROACH 

We derive here an analytical solution for a fault-fold 
system that includes a sequence of layers overlying a base- 
ment (fig. 1). The basement is idealized as an elastic half- 
space that can deform by slip along planar faults; the 
layered sequence above the fault is idealized as horizontal 
layers with nonuniform moduli that are either bonded to 
each other or free to slip along their contacts. In theory, 
these layers can deform elastically or viscously; the analy- 
sis below is for linear, incompressible, elastic layers un- 
der plane-strain conditions. Details of the analytical 
procedure are presented below in the appendix (see Reches 
and Johnson, 1978). 

The computations provide the displacement, stress, and 
strain fields within the layered sequence. By using a Fou- 
rier series of stepped waveforms, the solutions can handle 
the combination of continuous, periodic folding processes 
in the layers and discontinuous fault displacements in the 
basement. 

DEFORMATION ABOVE A FAULTED RIGID 
BASEMENT 

We first present the solutions for a simple fault-fold 
system that is common in regions of moderate tectonic 
deformation, such as the Colorado Plateaus, the Rocky 
Mountains, and the Middle East (Prucha and others, 1965; 
Reches, 1978; Stearns, 1978; Reches and others, 1981). 
This simple fault-fold system is a zone of flexed, bent, 
and tilted layers of sedimentary rocks above basement 
faults (fig. 2). In these structures, the layers are deformed 

Layered 
Y sequence 

$/Faulted,  elastic 
%Q half-space 

Figure 1.-Idealized geometry of a faulted basement overlain by a lay- 
ered sequence. 

Figure 2.-Simple fault-fold system, showing a profile of the Palisades 
monocline, Grand Canyon, Ariz. Crosses, Precambrian units; dots, Pa- 
leozoic formations. Modified from Reches and Johnson (1978). 
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and tilted near the fault and almost undeformed and es- 
sentially flat away from the fault. The local deformation 
of the layers reflects the response of the layered sequence 
in part to the deep-seated faulting (Stearns, 1978) and in 
part to tectonic stresses within the layers (Reches and 
Johnson, 1978). 

We restrict our analysis to fault-fold systems with small 
displacements of a few tens to a few hundreds of meters 
of fault slip. Following King and others (1988), we as- 
sume that such systems develop in cycles of seismic events 
alternating with long periods of interseismic elastic defor- 
mation. It is further assumed that in such systems, the 
interseismic elastic deformation in the basement is re- 
laxed during seismic events, and so the basement may be 
regarded as rigid. A rigid basement implies that its top on 
both sides of the fault remains fairly planar and close to 
horizontal (fig. 2). In contrast, the overlying layers de- 
form permanently by flexing and tilting. In systems with 
large displacements (>l km), the basement may not be 
regarded as rigid because it deflects, owing to isostatic 
relaxation, erosion, sedimentation, or a combination of 
these processes (King and others, 1988). 

REVERSE BASEMENT FAWT VERSUS NORMAL 
BASEMENT FAULT 

We now present solutions for two idealized fault-fold 
systems, one with a reverse fault in the basement and the 
other with a normal fault in the basement (fig. 3). The 
two systems include six horizontal layers that are bonded 
to each other along their contacts. Each layer is 200 m 
thick, and the shear moduli alternate between 6 and 20 

1 p=20 GPa 11 
I 
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Figure 3.-Analytical solution for deformation of a sequence of six 
layers above a rigid basement. A, Model configuration: Layers are elas- 
tic, incompressible, with bonded contacts, 0.2 km thick; shear modulus 
alternates between 6 GPa in layers 1 (top), 3, and 5 and 20 GPa in layers 
2, 4, and 6 (basal layer). B, Normal fault dipping 60Â to right. C, Re- 
verse fault dipping 60' to left. In figures 3B and 3C, fault tip is at 0-m 
distance (center); 180 wavelengths were used in Fourier series. Continu- 
ous curved lines, displacements of contacts between layers (short lines 
connect initial and final positions); shoa heavy bars, orientations of csl 
axes. Gray tones (1-10 scale on right side) indicate intensity of change 
in normalized shear stress  AT^ (see appendix, eq. 12). 

GPa (fig. 3A). In line with field observations (fig. 2) and 
the arguments in the preceding subsection, the top of the 
basement is maintained horizontal and planar during the 
deformation (which is linear in the two-dimensional ap- 
proximation used). 

The results for a normal fault that dips 60' to the right 
(fig. 3B) and for a reverse fault that dips 60' to the left 
(fig. 3 0  are shown in figure 3; both systems have 1 m of 
vertical displacement of the basement. Each solution shows 
the displacement of the layers, the change in the local 
shear stress  AT^ (see eq. 121, and the orientations of the 
maximum compressive stress induced by slip along the 
deep-seated fault. 
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The most conspicuous feature in these solutions is the 
appearance of a zone of increasing shear stress  AT^ above 
the fault (figs. 3B, 3C). The width of this zone varies 
significantly: It is a few hundred meters wide in the basal 
layer, about 1 km wide in the central part of the sequence, 
and a few kilometers wide close to the top (figs. 3B, 3 0 .  
Local increases in shear stress and the width of the zone 
occur within the layers of large shear modulus, layers 2, 
4, and 6. This increase reflects the rule of thumb that the 
stiffer components in nonuniform materials-layered se- 
quences or a medium with inclusions-concentrate the 
stresses. The stressed zone appears as a continuation of 
the basement fault: It dips generally to the right for the 
normal fault (fig. 3B), and to the left for the reverse fault 
(fig. 3 0 .  

Another significant feature of the solutions shown in 
figure 3 are the orientations of the principal stresses within 
the stressed zone. To simplify the variations in the in- 
duced stress, we refer to three stress orientations: regions 
of layer-normal compression, in which the axes of maxi- 
mum compression are inclined 60' or more to the 
subhorizontal layering; regions of layer-parallel compres- 
sion, in which the axes of maximum compression are in- 
clined 30' or less; and regions of layer-parallel shear, in 
which the axes of maximum compression are inclined 3O0- 
60'. In the normal-fault system, most regions, particularly 
those with a relative increase in shear stress, are of the 
layer-normal compression type (fig. 3B). A region of layer- 
parallel compression appears to the right of the center, 
within the synclinal zone of the surface flexure. In the 
reverse-fault system, the situation is generally inverted, 
and most regions of shear stress increase with layer-paral- 
lel compression (fig. 3C). 

These patterns of stress orientations could profoundly 
affect the structural development. The layer-parallel com- 
pression in the reverse-fault system could invoke two 
deformational modes: propagation of the basement reverse 
fault, or buckling and flexing of the layered sequence 
(Reches and Johnson, 1978). Buckling and flexing will 
prevail if the layers are thin, if considerable differences in 
elastic moduli exists between the layers, and if the fric- 
tion along the bedding surfaces is relatively low. Under 
such conditions, the basement fault will be transformed 
into a monoclinal flexure in the layered sequence, and a 
fault-fold system would develop (Reches, 1978). This pro- 
cess of flexure above a fault may explain the absence of 
surface rupture above some active reverse faults. 

The situation is different for the normal-fault system 
because layered sequences do not buckle under the effect 
of layer-normal compression. The stresses within the lay- 
ers above a basement normal fault (fig. 3B) would en- 
hance normal faulting and the propagation of the basement 
fault into the layered sequence. This process is further 
enhanced because rocks are significantly stronger under 

compression than under extension and the layers above 
the normal fault are more likely to yield by faulting rather 
than by folding. 

THE 1989 LOMA PRIETA EARTHQUAKE 

FEATURES OF THE EARTHQUAKE 

The 1989 Loma Prieta earthquake occurred within the 
San Andreas fault system in the Santa Cruz Mountains, 
Calif. The hypocenter of the event was about 17 km deep, 
relatively deep for the San Andreas fault system. The fo- 
cal-plane solution of the main shock (Oppenheimer, 1990) 
and the distribution of aftershocks (Dietz and Ellsworth, 
1990) indicate that seismic slip occurred along a fault that 
dips about 70' SW., with mixed reverse and right-lateral 
slip. This sense was confirmed by inversion of the geo- 
detic measurements, with a best fit of observations to 
1.6k0.3 m of right-lateral strike slip and 1.2k0.4 m of 
vertical reverse displacement (Lisowski and others, 1990). 
The slip in this earthquake was apparently heterogeneous, 
as demonstrated by inversion of the strong-ground-mo- 
tion data (Beroza, 1991). This analysis indicates that the 
slip can be divided into two separate segments, a northern 
segment with almost pure reverse slip and a southern seg- 
ment with almost pure right-lateral slip; for both compo- 
nents, the peak local slip amplitude is 2.8 m (Beroza, 
1991). Marshall and others (1991) analyzed the leveling 
data and considered solutions for two coplanar segments. 
Their best signal-to-noise ratio was obtained for a two- 
segment fault, dipping 62', with a rake of 116' (almost 
pure reverse slip) in the northern segment and a rake of 
163' (almost pure strike slip) in the southern segment. 

Surface fractures of apparent tectonic origin were ob- 
served in three main zones. The first zone is an area of 
extensional features along Summit Road, west of Loma 
Prieta (vertical-lined area, fig. 4; Ponti and Wells, 1991). 
This zone is about 6 km long and 1 to 1.5 km wide; it is 
subparallel to the San Andreas fault and 1 to 2 km from 
its southwest side (the Pacific block). Most of the frac- 
tures display mixed displacement: extension normal to the 
fractures with either left- or right-lateral slip. The maxi- 
mum measured displacement was 92 cm, with a left-lat- 
era1 component of 42 cm (Ponti and Wells, 1991). Many 
of the observed fractures within this zone coincide in po- 
sition and trend with those mapped by Sarna-Wojcicki 
and others (1975) and were also active during the 1906 
San Francisco earthquake. Several investigators attributed 
this fracture zone to gravitational sliding, in part relating 
localization of the fractures to the topographic elevation 
(Ponti and Wells, 1991). 

A second zone is situated along the northeastern foot- 
hills of the Santa Cruz Mountains, about 3 to 6 km north- 
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east of the San Andreas fault (areas C, fig. 4). The domi- 
nant features here are fractures with reverse motion and 
small buckles mostly within manmade structures, such as 
roads or sidewalks (Plafker and Galloway, 1989). 

The third zone includes surface fractures along the main 
trace of the San Andreas fault, southeast of Loma Prieta. 
Aydin and others (1992) mapped in detail the fractures 
here and found primarily fractures with right-lateral mo- 
tion (max 30 cm) and reverse slip. 

MODELING THE EARTHQUAKE AS A FAULT- 
FOLD SYSTEM 

Some of the above-listed observations suggest that the 
1989 Loma Prieta earthquake is similar to earthquakes 
along deep-seated reverse faults. The most relevant obser- 
vations are the patterns of surface rupture, the occurrence 
of extensional features in the Pacific block and compres- 
sional features in the North American block, and the mixed 
reverse and right-lateral slip at great depth, with almost 
pure reverse slip along the northern part of the slipping 
fault segment. For these reasons, we analyze the deforma- 
tion associated with slip along the northern part of the 
Loma Prieta rupture zone as a deep-seated reverse fault. 
The analyzed models were restricted to a vertical profile 
trending N. 40' E. (line AB, fig. 4), perpendicular to the 

Figure 4.-Area of 1989 Loma Prieta earthquake (modified from Plafker 
and Gallowayl 1989). Star? main-shock epicenter; shaded area? after- 
shock zone; vertical-lined area, zone of surface rupture with predomi- 
nantly extensional fractures; horizontal-lined areas, zones of surface 
rupture with predominantly compressive features; line AB, profile in N. 
40' E. direction for present model (see fig. 5); dashed rectangle, area of 
aftershocks used in present analysis (see fig. 5). 

slip surface determined by Dietz and Ellsworth (1990) 
and Oppenheimer (1 990). 

MECHANICAL LAYERING 

The Loma Prieta region reveals a complex structure 
composed of major strike-slip faults, reverse faults, and 
large folds, which are generally subparallel to the San 
Andreas fault (McLaughlin and others, 1988; Clark and 
others, 1989). The exposed rocks along the Loma Prieta 
rupture zone are marine and nonmarine clastic units of 
Tertiary age that occupy at least the upper 1 km northeast 
of the San Andreas fault and 2 km or more on the south- 
west side. Basement rocks are exposed either southwest 
of the Zayante fault or northeast of the Berrocal fault 
(McLaughlin and others, 1988; Clark and others, 1989). 
The sedimentary rocks are intensely deformed by tight 
and isoclinal folds and faults (mostly reverse). The block 
between the San Andreas and Sargent faults seems to be 
more intensely faulted by reverse faults than the block 
southwest of the San Andreas fault. The layering in the 
Loma Prieta region has most likely facilitated the regional 
folding and flexing during the past few million years. 
However, because the available folding analyses are re- 
stricted to inclinations gentler than lo0-15' (Johnson, 
19771, it is practically impossible to quantitatively ana- 
lyze the deformation of the intensely deformed sequence 
of Loma Prieta in its present structure. 

Another layered structure is reflected in seismic pro- 
files of the region. Seismic-velocity models of the Loma 
Prieta region reveal a low-velocity (3.3-5.8 kmls) wedge 
between the Zayante and San Andreas faults that extends 
to depths of more then 8 km (fig. 5B; Eberhart-Phillips 
and others, 1990). This wedge was interpreted as marine 
sedimentary rocks of Tertiary age (Eberhart-Phillips and 
others, 1990). A high-velocity zone (6.4-6.7 k d s )  that 
appears between the San Andreas and Sargent faults was 
interpreted as mafic intrusive rocks (fig. 5B). 

The upper 3 to 5 km of the crust in the study area 
displays relatively simple, subhorizontal velocity layering 
(fig. 5A), with a gradual increase in P-wave velocity 
from 3.3 kmls at the surface to about 6 kmls at 5-km 
depth (fig. 5). This simple velocity layering is apparently 
unrelated to the complex folded structure of the sedimen- 
tary layers. The seismic velocity cannot be correlated with 
clear lithologic or stratigraphic units, and so the increase 
in velocity with depth is interpreted as reflecting the com- 
paction and cementation of Tertiary clastic sedimentary 
rocks. 

Following this interpretation of depth-controlled hard- 
ening, we consider the profile of seismic velocity (fig, 5) 
as reflecting mechanical layering in the upper 5 km of the 
crust. Accordingly, we used a ratio of 0.25 between the 
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shear modulus of the top layer to the shear modulus of the 
basal layer, in general agreement with the "0.5 ratio of 
P-wave velocities in the top layer to those in the basal 
layer (fig. 5). 

MODEL PARAMETERS 

We calculated solutions with layered sequences con- 
sisting of one to nine layers and total thicknesses of 3, 5, 
and 7 krn under plane-strain conditions. We examined 
layers that were either free to slip along their contacts or 
bonded to each other. The shear moduli of the layers were 
selected to show (1) a downward increase in modulus, 
from 4 G P ~  at the top to 16 GPa at the base; (2) a down- 
ward decrease in modulus, from 16 GPa at the top to 4 
GPa at the base; or (3) a uniform modulus for the layers 
free to slip along their contacts. Depth variations of shear 
moduli were in equal steps according to the number of 
layers. As the basal displacements are specified (see ap- 
pendix), the mechanical properties of the basement do not 
affect the solution. The basal displacement was calculated 
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Figure 5.-Seismic velocity structure along southwest-northeast profiles 
20 km northwest of main shock epicenter (A) and across main shock (B) 
(after Eberhart-Phillips and others, 1990). 

with the computer program DIS3D for a reverse slip of 1 
m along a 70'-dipping reverse fault (see appendix). 

A few groups of solutions were rejected in the early 
stages of the calculations for the following reasons. First, 
we correlated zones of increase in shear stress in the solu- 
tion with zones of high density of aftershocks. Aftershocks 
of the earthquake were concentrated within a 2- to 3-km- 
wide zone that extends from 18- to about 1-km depth 
(Oppenheimer, 1990). The zones of shear-stress increase 
in an acceptable model should approximately coincide with 
the zone of high density of aftershocks, and so we re- 
jected models that clearly do not conform to this correla- 
tion. In models with free-slip contacts, the upper layers 
are detached from the displacement at the basement, lead- 
ing to shear-stress increase within a wide region of the 
basal layer, with no increase of the shear stresses in the 
upper layers. Second, models with shear moduli decreas- 
ing downward generated shear stress fields that contra- 
dicted the aftershock distribution. Furthermore, these 
models do not conform to the velocity profiles shown in 
figure 5. Similar contradictions appeared for single-layer 
solutions with a uniform shear modulus. Therefore, mod- 
els with free slip between layers, with downward-decreas- 
ing moduli, and with uniform shear modulus (fig. 7) were 
all rejected in early stages of the calculations. 

RESULTS 

We found that models with five layers, downward-in- 
creasing shear moduli, and bonded contacts fit better the 
relevant field observations. The results of these models 
are displayed at different horizontal and vertical scales in 
figures 6A through 6C, which show the displacement of 
the layers, the change of the local shear stress Aig (eq. 
12), and the orientations of the maximum compressive 
stress. 

SHEAR ZONES 

One conspicuous feature of our models is the appear- 
ance of two distinct zones of intensive increase in shear 
stress. The first zone is a subvertical region above the 
basement fault and slightly to the northeast (fig. 6). This 
zone reflects the increase in shear stress within the stiffer 
lower layers, owing to the deformation localized above 
the fault. The zone is 4 to 5 km wide at the base and 
narrows to about 1 krn wide at 1- to 2-km depth. The 
orientation of q, the axis of maximum compression, var- 
ies spatially within the zone. 

The second zone of shear-stress increase is a horizon- 
tal, 10- to 12-km-wide region in the upper layer (fig. 65); 
the intense stresses here are restricted to the upper 200 to 
300 m (fig. 6 0 .  This second zone largely reflects the low 
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lithostatic load at shallow depths because AtE  is the change 
in shear stress normalized by the lithostatic stress (see 
appendix, eq. 12). This zone is separable into two re- 
gions: a region of horizontal (5i on the northeast side and 
a region of vertical o1 on the southwest side; the posi- 
tions of maximum shear-stress increase in these two re- 
gions are 6 to 7 km apart (fig. 65). These regions correlate 
in position with the anticlinal and synclinal bends of the 
flexure of the top layer. The two regions of increased 
stresses within the subhorizontal zone (fig. 6B) correlate 
with the two regions of tectonic surface rupture mentioned 
above (fig. 4): the Summit Road zone with dominantly 
extensional fractures and the northeastern foothills of the 
Santa Cruz Mountains with compressional features. The 
projection of these two zones onto a N. 40' E. vertical 
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section near California Highway 17 reveals a distance of 
6 to 7 km along the profile, in good agreement with the 
model calculations (fig. 6). We calculated that the exten- 
sion normal to the fault across a 4-km-wide zone, cen- 
tered 2 krn west of the San Andreas fault is about 7.5 cm. 

Ponti and Wells (1991) noted that many of the major 
cracks in the Summit Road zone correlate with the local 
slope direction and are associated with landslides and bed- 
ding-plane slippage. They found that the cumulative, fault- 
normal extension across the fracture zone ranges from 65 
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Figure 6.-Analytical solutions at different scales for deformation associated with an earthquake. A, Configuration of preferred model: a sequence of 
five elastic, incompressible layers, each 1 km thick and bonded to each other. Shear modulus (p) of top layer is 4 GPa, increasing in equal steps to 16 
GPa in basal layer. Basal displacements were calculated for 1 m of reverse slip along a 70'-dipping reverse fault within an elastic basement (see 
appendix for details). Displacement is transformed in a Fourier series with 160 wavelengths. B, Five-layer sequence. Fault is in center of base. C, 
Expanded view of figure 6B. D, Upper layer (layer 1). In figures 6 5  through 60, fault tip is at 0-m distance (center). Dots, 215 aftershocks for period 
October 18-31, 1989 (after Dietz and Ellsworth, 1990), with hypocenters projected horizontally to section profile (see text). Continuous curved lines, 
displacements of contacts between layers (short lines connect initial and final positions); short heavy bars, orientations of o, axes. Gray tones (1-10 
scale on right side of fig. 6B) indicate intensity of change in normalized shear stress Ate (see appendix, eq. 12). 
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to 104 cm (8 to 14 times the extension calculated in the 
present model). They proposed that the extension is due 
to ridgetop spreading rather than tectonic deformation. 

Our interpretation is that the extension in the Summit 
Road zone is due to slip during the earthquake which was 
amplified by local topographic features. Horizontal exten- 
sion is a common feature associated with the anticlinal 
bend above a deep-seated normal (fig. 3A) or reverse (fig. 
3 0  fault. Anticlinal extensional zones were recognized 
by Sanford (1959), and Reches and Johnson (1978), who 
applied these zones to analyze the mechanisms of mono- 
cline development. The compressional zone in the syncli- 
nal bend is the complement to the extensional zone in the 
anticlinal bend (figs. 3, 6). 

We note, however, that the extension-compression pair 
reflects the local stress field associated with slip along 
the fault; the total stresses are the sum of these local 
stresses and the remote stresses (see appendix). If, for 
example, the remote stresses are compressional, they would 
enhance the compressional zone in the synclinal bend and 
diminish the extensional zone in the anticlinal bend 
(Reches and Johnson, 1978). 

AFTERSHOCK DISTRIBUTION 

Another result of our modeling is a prediction of the 
locations of shallow aftershocks. The locations of after- 
shocks for the period October 18-3 1, 1989, are plotted in 
figure 7. From the list of 1,173 best constrained hypo- 
centers, we selected all 215 events with hypocenters that 
are no more than 5 km deep and with epicenters inside a 
frame 20 by 30 km on both sides of our modeling profile 
(fig. 4). These hypocenters are projected horizontally onto 
the N. 40' E.-S. 40' W. vertical surface and plotted on 
the derived solutions. 

These aftershocks are well confined to the subvertical 
zone o f  shear-stress increase above the fault (figs. 6A, 
6B). We examine whether this correlation between the 
aftershock pattern and the predicted zone of shear-stress 
increase depends on the layering in the model by calculat- 
ing a solution for a single layer of uniform rheology (fig. 
7); other parameters are the same as in figure 6. It is 
apparent that the single-layer solution in figure 7 displays 
a poor correlation between the intensity of the shear-stress 
increase and the aftershock distribution. The difference 
between the two solutions reflects the rheologic differ- 
ence between the models: The lower layers of figure 6 
have a high stiffness, and so they tend to be more highly 
stressed than the less stiff layers above them, whereas in 
the single-layer solution the shear-stress increase is con- 
centrated at the surface, owing to the effect of the low 
normal stress (see appendix). 

CONCLUSION: LAYERED VERSUS 
UNIFORM MEDIUM 

The deformation associated with earthquakes is com- 
monly calculated for one or more dislocations embedded 
within a uniform elastic half-space. The analytical solu- 
tion presented here allows the shear modulus to vary be- 
tween horizontal layers (fig. 1). By using these solutions, 
simple, but more, realistic (nonuniform), rheologic models 
can be explored. The models presented here for the Loma 
Prieta region describe a sequence of layers in which the 
shear moduli vary by a ratio of 1:4 (fig. 6), in accordance 

A -8,000 0 8,000 
DISTANCE, m 
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Figure 7.-Analytical solution for deformation of a single elastic layer, 
5 km thick. Same basal displacement as in figure 6. A, Profile of entire 
layer. B, Details of upper 1.25 km. Same symbols as in figure 6. 
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with the P-wave-velocity ratio (=1:2); (fig. 5). The present 
solutions seem to provide better predictions of the after- 
shock distribution than the uniform model (compare figs. 
6, 7). Both models provide similar explanations for the 
two zones of surface deformation (extension in the Sum- 
mit Road zone and compression in the foothill zone; figs. 
4, 6B, 7). The present solution indicates that the after- 
shock zone should be centered between the regions of 
surface extensional deformation (Summit Road) and sur- 
face compressional deformation (foothills) (fig. 6). 

We also compared the expected vertical displacement 
at the ground surface for the layered-medium model and 
for the uniform-layer model. Figure 8 shows that the ver- 
tical displacements in these two models deviate by only 2 
to 5 percent from each other. This small difference sug- 
gests that leveling data are insensitive to rheologic varia- 
tions with depth and the existence of layered media. 

The present analysis provides a method to study the 
deformation in a layered medium above a faulted base- 
ment. Even the simple geometry of the basic model pre- 
sented here (fig. 1) may generate a wide variety of stresses 
and displacements (figs. 3, 6) possibly related to the wide 
variety of focal-plane mechanisms of the aftershocks. We 
consider it an important result that the layering used in 
our preferred model for the 1989 Loma Prieta earthquake 
is consistent with the mechanical layering revealed by the 
seismic-velocity structure and that the calculated stresses 
and displacements agree well with the observed surface 
deformation and aftershock locations. 

0.4 T Applied] 
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Figure 8.-Vertical displacements associated with a basement reverse 
fault, dipping 70' to left with 1 m of reverse slip (same conditions as in 
figs. 6, 7). Total thickness, 5 km; basal layer is 100 times stiffer than 
upper layer (dotted curve). 

ACKNOWLEDGMENTS 

This research was supported in part by U.S. Geological 
Survey grant 14080001-G-1853 to Stanford University. 
We thank Lynn Dietz of the U.S. Geological Survey for 
providing the aftershocks listing. Discussions with Paul 
Segall, Ross Stein, Bill Ellsworth, Dave Oppenheimer, 
Dan Ponti, Mike Lisowski, and Jim Dieterich are greatly 
appreciated. The reviews and comments by Ross Stein, 
Bob Simpson, Joe Andrews, and Paul Spudich contrib- 
uted significantly to the manuscript. 

REFERENCES CITED 

Aydin, A., Johnson, A.M., and Fleming, R.W., 1992, Right-lateralhe- 
verse surface rupturing along the San Andreas and Sargent fault 
zones during the October 17, 1989,Loma Prieta, California, earth- 
quake: Geology, v. 20, p. 1063-1067. 

Beroza, G.C., 1991, Near-source modeling of the Loma Prieta earth- 
quake; evidence for heterogeneous slip and implications for earth- 
quake hazard: Seismological Society of America Bulletin, v. 81, 
no. 5, p. 1603-1621. 

Brace; W.F., and Kohlstedt, D.L., 1980, Limits on lithospheric stress 
imposed by laboratory experiments: Journal of Geophysical Re- 
search, v. 85, no. B l l ,  p. 6248-6252. 

Clark, J.C., Brabb, E.E., and McLaughlin, R.J., 1989, Geologic map and 
structure sections of the Laurel 7 x' Quadrangle, Santa Clara and 
Santa Cruz counties, California: U.S. Geological Survey Open-File 
Report 89-676, 31 p., scale 1:24,000, 2 sheets. 

Dahlstrom, D.C.A., 1969, Balanced cross sections: Canadian Journal of 
Earth Sciences, v. 6, no. 4, pt. 1, p. 743-757. 

Dietz, L.D., and Ellsworth, W.L., 1990, The October 17, 1989, Loma 
Prieta, California, earthquake and its aftershocks; geometry of the 
sequence from high-resolution locations: Geophysical Research Let- 
ters, v. 17, no. 9, p. 1417-1420. 

Eberhart-Phillips, D.M., Labson, V.F., Stanley, W.D., Michael, A.J., 
and Rodriguez, B.D., 1990, Preliminary velocity and resistivity 
models of the Loma Prieta earthquake region: Geophysical Re- 
search Letters, v. 17, no. 8, p. 1235-1238. 

Erickson, L., 1987, User's manual for DIS3D. a three-dimensional dis- 
location program with application to faulting in the earth: Stanford, 
Calif., Stanford University, Department of Applied Earth Sciences, 
167 p. 

Johnson, A.M., 1977, Styles of folding; mechanics and mechanisms of 
folding of natural elastic materials: New York, Elsevier, 406 p. 

King, G.C.P., Stein, R.S., and Rundle, J.B., 1988, The growth of geo- 
logical structures by repeated earthquakes, 1. Conceptual frame- 
work: Journal of Geophysical Research, v. 93, no. B l l ,  p. 13307- 
13318. 

Lisowski, Michael, Prescott, W.H., Savage, J.C., and Johnson, M.J.S., 
1990, Geodetic estimate of coseisrnic slip during the 1989 Loma 
Prieta, California, earthquake: Geophysical Research Letters, v. 17, 
no. 9, p. 1437-1440. 

Marshall, G.A., Stein, R.S., and Thatcher, Wayne, 1991, Faulting geom- 
etry and slip from co-seismic elevation changes: the 18 October 
1989 Loma Prieta, California, earthquake: Seismological Society of 
America Bulletin, v. 81, no. 5, p. 1660-1693. 

McLaughlin, R.J., Clark, J.C. and Brabb, E.E., 1988, Geologic map and 
structure sections of the Loma Prieta 7 V y  ' quadrangle, Santa Clara 
and Santa Cruz counties, California: U.S. Geological Survey Open- 



A192 MAIN-SHOCK CHARACTERISTICS 

File Report 88-752, 32 p., scale 1:24,000, 2 sheets. 
Oppenheimer, D.H., 1990, Aftershock slip behavior of the 1989 Loma 

Prieta, California earthquake: Geophysical Research Letters, v. 17, 
no. 8, p. 1199-1202. 

Oppenheimer, D.H., Reasenberg, P.A., and Simpson, R.W., 1988, Fault 
plane solutions for the 1984 Morgan Hill, California, earthquake 
sequence; evidence for the state of stress on the Calaveras Fault: 
Journal of Geophysical Research, v. 93, no. B8, p. 9007- 9026. 

Plafker, George, and Galloway, J.P., eds., 1989, Lessons learned from 
the Loma Prieta, California, earthquake of October 17, 1989: U.S. 
Geological Survey Circular 1045, 48 p. 

Ponti, D.J., and Wells, R.E., 1991, Off-fault ground ruptures in the 
Santa Cruz Mountains, California; ridge-top spreading versus tec- 
tonic extension during the 1989 Loma Prieta earthquake: Seismo- 
logical Society of America Bulletin, v. 8 1, no. 5, p. 1480-1 510. 

Prucha, J.J., Graham, J.A., and Nickelsen, R.P., 1965, Basement-con- 
trolled deformation in Wyoming province of Rocky Mountains 
foreland: American Association of Petroleum Geologists Bulletin, 
v. 49, no. 7, p. 966-992. 

Reches, Ze'ev, 1978, Development of monoclines; part I. Structure of 
the Palisades Creek branch of the East Kaibab monocline, Grand 
Canyon, Arizona, in Matthews, Vincent, 111, ed., Laramide folding 
associated with basement block faulting in the western United States: 
Geological Society of America Memoir 151, p. 235-271. 

Reches, Ze'ev, and Johnson, A.M., 1978, Development of monoclines; 
part 11. Theoretical analysis of monoclines, in Matthews, Vincent, 
111, ed., Lararnide folding associated with basement block faulting 
in the western United States: Geological Society of America Mem- 
oir 151, p. 273-31 1. 

Reches, Ze'ev, Hoexter, D.F. and Hirsch, Francis, 1981, The structure 
of a monocline in the Syrian Arc system, Middle East; surface and 
subsurface analysis: Journal of Petroleum Geology, v. 3, no. 3, p. 
413-425. 

Sanford, A.R., 1959, Analytical and experimental study of simple geo- 
logic structures: Geological Society of America Bulletin, v. 70, no. 
1, p. 19-52. 

Sarna-Wojcicki, A.M., Pampeyan, E.H., and Hall, N.T., 1975, Map show- 
ing recent active breaks along the San Andreas fault between cen- 
tral Santa Cruz Mountains and the northern Gabilan Range, Cali- 
fornia: U.S. Geological Survey Miscellaneous Field Studies Map 
MF-650, scale 1:24,000, 2 sheets. 

S t ems ,  D.W., 1978, Faulting and forced folding in the Rocky Moun- 
tains foreland, in Matthews, Vincent, 111, ed., Laramide folding 
associated with basement block faulting in the western United States: 
Geological Society of America Memoir 151, p. 1-37. 

Stein, R.S., and King, G.C.P., 1984, Seismic potential revealed by sur- 
face folding; 1983 Coalinga, California, earthquake: Science, v. 
224, no. 4651, p. 869-872. 

APPENDIX: ANALYTICAL PROCEDURE 

The mechanical deformation within a fault-fold system 
is derived here for the deformation of incompressible elas- 
tic or viscous layers overlying a faulted basement; the 
deformation is plane strain, restricted to the x-y plane 
(fig. 1). According to Reches and Johnson (1978, app. 1, 
eq. lo), the stress-strain relations, equilibrium equations, 
and compatibility equations are satisfied if the stress func- 
tion Y satisfies the biharmonic equation 

The general solution for 'V is 

L is the longest wavelength, n is an integer indicating 
higher harmonic (n=l.. .N),  and a, b, c, and d are con- 
stants to be determined from the boundary conditions. 
The formulas for the stresses, displacements and strains 
in the layers are derived from equations 2 (Reches and 
Johnson, 1978, app. 1). To generate the step geometry of 
the basement faulting we superposed as many as 180 wave- 
lengths, as described below (also see Reches and Johnson 
(1978, app. 2). 

The normal and shear stresses written for the ith layer 
and the nth wavelength are given by 

Off = 

2@{[a, + b, (Xy - I)] exp(^) + [c, + d, (Ay + I)] exp(-Xy)} (3a) 

sin (Ax) - py 

OYY = 

-2pk{[a, + b,{\y + I)] exp(Xy) + [c, + d, (Xy - I)] exp(-Xy )} (3b) 

sin (Ax) - py 

0 = 2@[(a, + b&y) exp(Xy) - (c, + d,Xy) exp(-Xy)] 
( 3 0  

cos (q 

the horizontal displacement u and vertical displacement v 
by 

u = [(a, + b,Ay) exp(Xy) + (c, + d,Xy) exp(-Xy )] cos(h)  (4a) 

= [('i + b, ('Y - '))I e x ~ ( X ~ )  - [c, + ('Y + I)] e x p ( - ~ ) }  (4b) 

sin (h) 
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and the normal and shear strains by 

= ̂ Â¥[(a + biky) exp(ky) + (c, + diky) exp(-ky)] 
( 5 4  

sin (Ax) 

E, = ->.[(ai + b i q  exp(Ly) + (ci + di>.y) exp(-ky)] 
( 5 ~ )  

cos( Ax) 

where p is the shear modulus, n is an integer indicating 
the wavelength (n=l ...N), L is the longest wavelength 
considered, and a,, b,, e,, and d, are constants of the ith 
layer that depend on the geometry, properties, and bound- 
ary conditions of the problem. 

The above equations indicate that the stresses, displace- 
ments, and strains in the ith layer are completely speci- 
fied by four constants a,, bi, e,, and d,. Thus, four boundary 
conditions are needed for each layer to solve for the de- 
formation. The boundary conditions are specified at the 
contacts between layers and are based on the continuity 
of stresses and displacements. For bonded contacts, the 
conditions at the contacts are 

and for free-to-slip contacts, the conditions at the contacts 
are 

The boundary conditions at the top of the model that is a 
stress-free surface are 

The boundary conditions at the base of the layered se- 
quence are presented in the next section (eqs. 9). 

It can be shown that these boundary conditions gener- 
ate 4K linear equations where K is the number of layers. 
This system is solved simultaneously to obtain the con- 
stants a,, b,, e,, and d, for all layers. These constants are 
then substituted into the stress and displacement equa- 
tions to calculate the required deformation parameter, as 
follows. 

CALCULATION AND PRESENTATION 
PROCEDURES 

A set of dedicated computer programs based on the 
above analytical solutions were written in QuickBasic for 
the IBM PC. The programs are interactive, and their re- 
sults are graphically presented on the screen. The pro- 
grams includes five main steps as follows. 

In the first step, the sequence of layers is selected. The 
number of layers ranges from 1 to 10, the thickness of the 
layers is unrestricted, and the contacts between them may 
be either bonded or free to slip. 

In the second step, the basal displacement, which is the 
displacement of the base of the layered sequence, is cal- 
culated. This displacement reflects the slip along the fault 
(reverse or normal and inclination) and the deformation 
of the basement. We solve here for two classes of basal 
displacements. In the first class, the basement is approxi- 
mated by perfectly rigid blocks with no internal deforma- 
tion, separated by a weak fault. This approximation is 
based on field observations that indicate the planar geom- 
etry of basement blocks (Reches and Johnson, 1978; see 
section above entitled "Analysis of a Fold-Fault System"). 
The vertical displacement V and the horizontal displace- 
ment U at the base of the layered sequence are deter- 
mined by the following Fourier series for a step: 

where k=27in 1 L, (n=l ,2  ,..... N) 
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L is the longest wavelength considered (typically, 160 km 
in the present modeling), N is the maximum number of 
Fourier components considered (N=100-200), and Vo and 
Uo are the maximum vertical and horizontal displacements, 
respectively. Uo=O indicates slip along a vertical fault, 
Uo=Vo indicates slip along a 45'-dipping reverse fault, 
and Uo=-Vo indicates slip along a 45'-dipping normal fault. 

The second class of basal displacement, for a single 
earthquake, combines fault slip and the elastic deforma- 
tion of the basement. To calculate this combined defor- 
mation, we used the computer program DIS3D (Erickson, 
1987), which calculates the displacements, strains, and 
stresses in an elastic half-space due to slip along one or 
more dislocations. The selected fault slip and fault incli- 
nation were substituted into the program, and the dis- 
placements were calculated for plane-strain conditions. The 
basal displacements along a horizontal surface that is at 
the depth of the base of the layered sequence (generally, 
5-km depth) are then transformed into a Fourier series in 
which the vertical component is the sine series and the 
horizontal component is the cosine series. We used 100 to 
200 waves to obtain a good approximation of the dis- 
placement. The results of this transformation are substi- 
tuted into the analytical solution of the layered sequence 
as the basal-displacement boundary condition. In so do- 
ing, we assume that the displacements at the top of the 
basement (that is, the base of the layers) due to slip along 
a fault embedded within it are only slightly affected by 
the layering above the basement. 

The third step is the main computation stage. The stress 
and displacement equations (eqs. 3, 4) are substituted into 
the boundary conditions between the layers (eq. 6 or 7), at 
the top (eq. 8), and at the base (eq. 9). The 4K linear 
equations for each wavelength are solved simultaneously 
to determine the set of unknown constants ai, b,, ci, and 
di. These process is repeated for all N wavelengths. Now, 
the stresses and displacement (eqs. 3, 4) can be calculated 
for every point within the layered sequence by summation 
of the N waves' contributions. The results are presented 
in cross sections that include the displacements and the 
orientation of the maximum-compressive-stress axes and 
the intensity of the shear stress (figs. 3, 6, 7). 

The distribution and mode of aftershocks could serve 
as indicators for the slip during the earthquake and 
preearthquake stresses (Oppenheimer and others, 1988). 
The aftershocks of the Loma Prieta earthquake display a 
rather-confusing distribution of focal-plane solutions, with 
focal solutions of reverse faulting side by side with nor- 
mal faulting or strike-slip events (Michael, 1991). Be- 
cause this disorganized pattern persists also in the upper 5 
km, we disregard here the focal solutions of the after- 
shocks and use their spatial distribution . This distribution 
is correlated with the intensity of the calculated shear 
stresses (see subsection above entitled "Aftershock Distri- 
bution"). 

The intensity of the shear stress is evaluated by the 
procedure of Brace and Kohlstedt (1980), who assumed 
that upper-crustal rocks yield by frictional slip according 
to Coulomb criteria, with the coefficients of Byerlee's 
law. Their equation 3 indicates that at a depth of a few 
kilometers, yielding occurs when 

where ol and 0 3  are the magnitudes of the maximum and 
minimum compressive stresses (assuming that p=0.85). 
Because the lithostatic load strongly affects frictional slid- 
ing T is divided by the lithostatic pressure to obtained the 
normalized shear stress, 

where p is the mean rock density, g is the acceleration 
due to gravity, and Y is the local depth. tE can be related 
to field conditions if the principal stresses are assumed to 
be horizontal and (or) vertical, in which case it can be 
shown that 

= oH > oh > o = o3 for thrusting, 

o1 = ou > o > oh = 9 for strike-slip conditions, 

and ol = o > oH > oh = 03 for normal faulting, 

where oH and oh are the maximum and minimum hori- 
zontal stresses and oV=pgY is the vertical stress. Substi- 
tuting equation 10 and the conditions of the last three 
equations into equation 11 reveals that ~ ~ 2 2  for thrusting, 
TE>l for strike-slip conditions, and ~ ~ 2 0 . 4  for normal fault- 
ing. 

The above equations are for the total stresses, which 
include the unknown preearthquake stress; this stress is 
modified because of the slip during the earthquake. 
Oppenheimer and others (1988) selected various 
preearthquake stresses to calculate their failure parameter 
F (which is equivalent to the present parameter T ~ ) .  Be- 
cause the preearthquake stresses for the Loma Prieta re- 
gion are unknown, we consider here only changes in the 
shear stresses. We anticipates that an increase in the shear 
stress would increase the tendency for local aftershocks. 
From equation 11, the change in the shear stress during 
the earthquake is defined as 

which is equivalent to the parameter A F  of Oppenheimer 
and others (1988). 

In the calculations presented here, we consider shear- 
stress changes to be significant if A T ~ > O . O ~ T ~  (see 
Oppenheimer and others, 1988, p. 9020-9021). Rock den- 
sity is assumed to be uniformly equal to 2,650 kg/m3. 
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ABSTRACT 

We have inverted strong-motion waveform data from 
the 1989 Loma Prieta earthquake to determine the spatial 
and temporal distribution of slip during the rupture pro- 
cess. The best-fitting solution determined by matching 
numerically computed waveforms with the observed data 
is bimodal, with large slip amplitudes north and south of 
the hypocenter. South of the hypocenter, the slip is pre- 
dominantly strike slip; north of the hypocenter, the slip is 
predominantly dip slip. This slip occurs between 7- and 
19-km depth. These two regions both have at least 1.0 m 
of slip, and some interior localized areas have 3.0 to 4.0 
m of slip. This heterogeneous distribution of slip pro- 
duces a static-strain field that can be compared with the 
coseismic geodetic observations. The strain field deter- 
mined from the strong-motion inversion (independent of 
the geodetic data) predicts many, but not all, of the geo- 
detic measurements. We present forward calculations of 
the static-strain field and examine the source of misfit to 
the observations by comparing observed with calculated 
line-length changes. We compare the use of homogeneous 
velocity models with that of vertically heterogeneous ve- 
locity models in calculating the strain field. The geodetic 
monument on Loma Prieta peak is located in a nodal po- 

l Contribution No. 0095-13EQ, Institute for Crustal Studies, University 
of California, Santa Barbara, CA 93106. 

sition with respect to the inferred fault surface. This loca- 
tion makes the observations at Loma Prieta difficult to 
match by using a fault surface located along the after- 
shock distribution, When the Loma Prieta monument is 
removed from the data set, faulting models offset from 
the aftershock distribution fit the rest of the data no sig- 
nificantly better than do faulting models located along the 
aftershock distribution. 

INTRODUCTION 

The 1989 Loma Prieta earthquake provided one of the 
most complete sets of near-source strong-motion data ever 
recorded. In addition, it occurred within a region where 
surface displacements have been monitored frequently, us- 
ing electronic distance measurement (EDM), the Global 
Positioning System (GPS), and very long baseline inter- 
ferometry (VLBI). This paper compares the static-strain 
field calculated by using the slip model determined from 
the acceleration records (Steidl and others, 1991) with 
these geodetic measurements. 

Complex spatial distributions of slip have been demon- 
strated for many earthquakes (for example, Aki, 1968; 
Trifunac, 1974; Heaton and Helmberger, 1979; Archuleta 
and Day, 1980; Bouchon, 1982; Olson and Apsel, 1982; 
Hartzell and Heaton, 1983, 1986; Archuleta, 1984; 
Fukuyama and Irikura, 1986; Beroza and Spudich, 1988; 
Hartzell, 1989; Mendoza and Hartzell, 1989; Hartzell and 
Iida, 1990; Beroza, 1991; Hartzell and Mendoza, 1991; 
Hartzell and others, 1991; Steidl and others, 199 1; Wald 
and others, 1991). Determination of the static-slip distri- 
bution is important because this distribution sets the stage 
for future events. Under the seismic-gap hypothesis, re- 
gions of high slip would have a lower probability of pro- 
ducing another event in the near future. The Loma Prieta 
rupture failed to reach the surface, leaving no direct mea- 
surements of the slip. The determination of slip is there- 
fore left to be examined by an analysis of seismologic and 
geodetic data sets. 

Our understanding of the rupture process and energy 
release during dynamic rupture cannot be examined by 
using- geodetic measurements. Most geodetic modeling 
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Table 1 .-Strong-motion stations 

[APEEL, Andreas Peninsula Earthquake Engineering Laboratory; SAGO, San Andreas Geophysical Observatory; SLAC, 
Stanford Linear Accelerator Center; UC, University of California; VA, Veterans' Administration. Station owners: C, Cali- 
fornia Division of Mines and Geology; U, U.S. Geological Survey] , 

Station Owner 
Latitude Longitude Epicentral 

ON. OW. distance Components 

Code Name (km) No. 

COR 
WAT 
CAP 
ucs 
GOF 
GGC 
GI 1 
GI2 
GI3 
GI4 
GI6 
GI7 
S AR 
HOL 
ASH 
FRS 
ADL 
ADD 
SUN 
HOA 
PAH 
SLA 
HCH 
SPG 
MPH 
FRE 
RED 
LEX 
CLD 
CL A 
HVL 
SAG 
SAL 
MCH 
WFS 
css 
CSP 
FMS 

Corralitos 12 ----------------------------....-....-..--. 
Watsonville2 -------------------.---------------------- 
Capitola' ................................................ 
UC Santa Cmzl ..................................... 
Gilroy, Historical Building2------------- 
Gilroy, Gavilan Colle el ---------------- 
Gilroy array station 1 f 2  ------------------ 
Gilroy array station 22 .................... 
Gilroy array station 32 .................... 
Gilroy array station 42 .................... 
Gilroy array station 61'2 ------------------ 
Gilroy array station 71 .................... 
Saratogal ................................... 
Hollister (South and Pine s t ~ . ) ~  -------- 
Agnews State Hospital2------------------ 
Foster City, Redwood Shores2 --------- 
Anderson Dam, abutment'--------------- 
Anderson Dam, downstream1v2------------- 
sunnyvale2 ................................ 
Hollister Airport2 ......................... 
Palo Alto VA Hospital .................... 
Stanford, SLAC2 ......................... 
Hollister City Hall2 ....................... 
Stanford parking garage ------------------ 
Men10 Park VA Hospital----------------- 
Fremont, Emerson Court1 --------------- 
Redwood City, APEEL station 2 ------- 
Lexington Dam, abutment2 ------------- 
Coyote Lake Dam, d ~ w n s t r e a m ~ , ~  ----- 
Coyote Lake Dam, abutment2 ----------- 
Halls Valley, Grant Parkl.2-------------- 
SAGO South, Hollisterl.2 ..................... 
salinas 12 ----.....-..-..----------------------------.... 
Monterey City Hal11,2 .................... 
Woodside Fire Station' ------------------ 
Crystal Springs Reservoir, Skyline]------ 
Crystal Springs Reservoir, P u l g a ~ ~ ? ~  -- 
Fremont, Mission San Jose1v2 ---------- 

'Station used in model 14 of Steidl and others (1991). 
Station with absolute time. 

this study are low uniform slip and a constant rupture 
velocity of 3.0 krnls. The slip-rate function used is an 
isosceles triangle with a pulse width of 1.0 s (model 14 of 
Steidl and others, 1991, table 3). Subfault synthetic seis- 
mograms for strike-slip (180' rake) and dip-slip (90' rake) 
mechanisms are generated from each of the 152 subfaults, 
for all components, at every station. These subfault syn- 
thetic seismograms are summed to produce a total station 
synthetic seismogram. Slip-amplitude and rupture-veloc- 
ity perturbations are determined simultaneously for each 
subfault at each iteration by solving an overdetermined 
system of linear equations that relates the synthetic to the 
observed time histories. The model is updated, and new 
synthetic seismograms are calculated, using the new per- 
turbed model. This procedure is done iteratively until fur- 
ther iterations fail to provide a significant reduction in the 
rms residual error (Euclidean norm between observed and 
synthetic seismograms). The strike-slip component is con- 
strained to be right lateral, and the dip-slip component is 

separately constrained to be reverse slip or thrusting. Both 
components have minimization and smoothing constraints, 
as used by Hartzell and Iida (1990). 

GEODETIC MODELING 

The method described above calculates the ground ve- 
locity at a particular location due to traction on the fault. 
This response includes zero frequency. Thus, we can use 
this technique to do a forward calculation of the static 
displacement at a particular location due to a specified 
rupture model. This method allows us to model the static 
displacements at geodetic stations, using a layered elastic 
half-space. We first use a three-dimensional-dislocation 
computer program, DIS3D (Erickson, 1986), to calculate 
the displacements for all models that use a homogeneous 
half-space. The elastic field equations in the program 
DIS3D are similar in form to those of Mansinha and oth- 
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SAN ANDREAS FAULT 

Figure 1 .-Loma Prieta region, Calif., showing locations of strong-motion stations used in this study (tri- 
angles) and surface projection of inferred rupture zone (shaded area). Star, epicenter of 1989 earthquake. See 
table 1 for station names and codes. 

0 4 8 12 16 19 22 26 30 34 38 

DISTANCE ALONG STRIKE, IN KILOMETERS 

Figure 2.-Cross section of model fault used in this study, comprising a total of 152 subfaults with equal 
dimensions (2 by 2.125 km). Enlarged subfault shows inversion parameters. 
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Table 2.-One-dimensional velocity structure 

ers (1971). We then apply our method to the case of the 
layered elastic half-space listed in table 2 (Dietz and 
Ellsworth, 1990). 

The parameters we vary in the geodetic forward calcu- 
lation are the strike, the slip distribution, the fault loca- 
tionlgeometry, and the medium properties. We examined 
strikes of 126' and 136'. We looked at the difference 
between using a single fault with uniform slip and using a 
nonuniform slip distribution with the fault parametriza- 
tion shown in figure 2. We used two locations for the 
fault: (1) along the aftershock distribution, as mentioned 
in the fault parametrization of the strong-motion inver- 
sion; and (2) in the same place as Lisowski and others 
(1990), offset from the aftershock distribution. The various 
fault geometries used in this study are listed in table 3. 
We use either a homogeneous, isotropic elastic half-space 
or a vertically layered elastic half-space for the medium 
properties. 

Our objective is to see how consistent the rupture mod- 
els determined from the strong-motion data (independent 
from the geodetic data) are with the observed ground dis- 
placements. We are also interested in the difference be- 
tween modeling the geodetic measurements with a uniform 
half-space (as most geodetic modeling has been done in 
the past) with a layered half-space. We did not, however, 
try to search the parameter space for a best fit to the 
geodetic data, but only examined end-member models. 

We determine the error for all our models from the 
equation 

where the rms residuals, Rl, are the absolute value of the 
observed minus calculated line-length changes. Each rms 
residual is weighted by the standard deviation of the mea- 

sured line-length change (or); the total error, W m ,  for 
each model is the square root of the sum of the squares of 
these weighted rrns residuals divided by the number of 
station pairs ( N p ) .  The results of our geodetic forward 
modeling are summarized in table 4. 

RESULTS 

STRONG-MOTION MODELING 

The slip distribution presented here is the best-fitting 
solution using horizontal and vertical records for 20 sta- 
tions (fig. 1; table I), as described by Steidl and others 
(1 99 1). Other nonuniform-slip models have been proposed 
by Beroza and others (1991), Hartzell and others (1991), 
and Wald and others (1991). Contours of the slip distribu- 
tion, projected onto the fault plane, are shown in figure 3. 
The bimodal distribution of slip, characteristic of all non- 
uniform-slip models for this event, is clearly visible in 
figure 3. Strike slip is dominant south of the hypocenter 
(fig. 3A; table 5), whereas dip slip is dominant north of 
the hypocenter (fig. 3B; table 6). The rake vector for the 
south and north halves of the fault clearly shows rotation 
in all the models presented by Steidl and others (1991). In 
figure 3, the average rake on the south half of the fault is 
156O, whereas the average rake of the north half of the 
fault is 115'. We use the convention of Aki and Richards 
(1980) here in defining the rake angle. The average rake 
over the whole fault is 137O, comparable to the 135'&10Â 
found in teleseismic and longer period studies (Choy and 
Boatwright, 1990; Kanamori and Satake, 1990; 
Romanowicz and Lyon-Caen, 1990; Zhang and Lay, 1990; 
Wallace and others, 1991). Far-field studies seem to show 
an average rake for the bimodal slip distribution in figure 
3. 

The slip in this model occurs between 7- and 19-km 
depth. Both the northern and southern fault patches have 
at least 1.0 m of slip, and some interior localized areas 
have 3.0 to 4.0 m of slip. The rupture front propagates 
outward from the hypocenter bilaterally at an average ve- 
locity of 3.0 krnls, and the main moment release, 3 . 3 5 ~ 1 0 ~ ~  
dyne-cm, is complete within 7.0 s. The unusually small 
amount of slip at the hypocenter agrees with the idea that 
the main shock began as a smaller event which then trig- 
gered the larger rupture. Ellsworth (1991, 1992) and Wald 
and others (1991) discussed evidence for this foreshock. 

GEODETIC MODELING 

The results of forward modeling of the geodetic data 
are summarized in table 4, where the column labeled "E1" 
contains the Wrms error using all line-length changes. 
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Table 3.-Fault geometry 

Location of Depth 
Depth upper northwest corner to upper 

Geometry interval 
(km) 

northwest Strike Dip 
(km) corner 

Lat N. Long W. (km) 

Table 4.-Geodetic forward-modeling results 

Model Dislocation type Slip Geometry Percentage of El 
from station LP 

1 1 dislocation surface---- Lisowski and others (1990) A 3.01 29 2.76 
2 1 dislocation surface---- do. B 4.16 5 3 3.10 
3 1 dislocation surface---- NL 14 (average) C 3.87 3 0 3.49 

'4 152 dislocations--------- NL 14 C 5.56 75 3.08 
'5 152 dislocations--------- NL 14 D 5.04 75 2.76 

'One-dimensional layered half-space (see table 2). 

Model 1, which has the lowest W error (El) and could 
be considered the best-fitting model for the complete data 
set, is the model of Lisowski and others (1990), with 1.19 
m of dip slip and 1.66 m of strike slip. The fault geometry 
and location used in model 1 (fig. 4; geometry A, table 3) 
are identical to those of Lisowski and others. Model 1 is 
the control model for this study. We compare the error 
from models 2 through 5 with that from model 1 (table 4) 
for comparison with the preferred geodetic model of 
Lisowski and others. This difference does not become sta- 
tistically significant (F test, 95-percent-confidence level) 
until the ratio of the W error (model Nlmodel 1, where 
N=2-5) exceeds 1.47. Therefore, the difference between 
models 1, 2, and 3 is not statistically significant (table 4). 
Models 4 and 5, however, which use a nonuniform slip 
distribution (fig. 3) and the one-dimensional layered half- 
space (table 2), fit the data significantly worse (table 4). 

Station LP is located in a nodal position with respect to 
a fault surface defined by the distribution of aftershocks. 
This location makes the observed large displacements at 
station LP anomalous. Approximately 20 percent of the 
line-length measurements are tied to station LP. We now 
investigate the anomalously large displacements observed 
at station LP as a possible source for the misfit in the 
models. The contribution to the Wrms error from only the 
line-length changes tied to station LP ("percentage of El  
from station LP") and the error from all line-length mea- 
surements except station LP ("E2") are listed in table 4. 

We compare the fit to the line-length changes of mod- 
els 1 and 2 to examine why the geodetic measurements 

prefer the fault-plane offset from the aftershock distribu- 
tion. Model 2 uses a fault with the same dimensions, ori- 
entation, and slip as model 1 but with a location moved 
onto the aftershock distribution (fig. 5; geometry B, table 
3). Model 2 has 53 percent of the error due to station LP, 
whereas model 1 has 29 percent of the error due to station 
LP. The geodetic modeling of Lisowski and others (1990) 
prefers a fault plane offset from the aftershock distribu- 
tion to better fit the line-length changes at station LP and 
reduce the overall error. The overall error ( E l )  and the 
error excluding the data tied to station LP (E2) are slightly 
larger, but not significantly different, for model 2 than for 
model 1 (table 4). 

Next, we examine how well the average slip determined 
in the strong-motion model of Steidl and others (1991) 
can predict the geodetic measurements. Model 3 uses ge- 
ometry C (table 3) and the average slip amplitudes from 
the nonuniform slip distribution shown in figures 3A and 
3B (1.02 m of dip slip and 1.13 m of strike slip), adjusted 
for use in a homogeneous half-space. The fault geometry 
and location in model 3 are identical to that used in the 
strong-motion model. We find that the error due to station 
LP in model 3 is 30 percent, close to that in model 1. The 
overall error (El) and the error excluding the data tied to 
station LP (E2) are slightly larger, but not significantly 
different, for model 3 than for model 1 (table 4). 

Models 4 and 5 test the use of a vertically heteroge- 
neous medium (table 2) and a nonuniform slip distribu- 
tion (fig. 3) when calculating the displacements. Using a 
more complex (realistic) velocity structure and slip distri- 
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bution, intuition suggests that we should be better able to 
predict the geodetic measurements. Contrary to intuition, 
however, table 4 shows that the overall error (El) is sig- 
nificantly larger after making these changes to more real- 
istic models. Initial interpretation of these results suggests 
that the geodetic measurements are inconsistent with the 
rupture model determined from the strong-motion data. 
Closer examination of the source of error in these models 
allows for reinterpretation of these results. 

The geometry of models 4 and 5 is listed in table 3 
(geometries C and D, respectively). The only difference 
between models 4 and 5 is the strike of the fault. The 
overall error is less for a fault that strikes 136O, suggest- 
ing that the geodetic measurements prefer this strike, al- 
though the error does not differ significantly from that for 
a fault which strikes 126'. Models 4 and 5 have 75 per- 
cent of their error from station LP. When we remove sta- 
tion LP from the data set ("E2", table 4), the errors decrease 

NW SE 
DISTANCE ALONG STRIKE, IN KILOMETERS 

0 8 16 24 32 40 

NW SE 
DISTANCE ALONG STRIKE, IN KILOMETERS 

0 8 16 24 32 40 

NW SE 
DISTANCE ALONG STRIKE, IN KILOMETERS 

0 8 16 24 32 40 

SLIP 
AMPLITUDE, IN 
CENTIMETERS 

SLIP 
AMPLITUDE, IN 
CENTIMETERS 

SLIP 
AMPLITUDE, IN 
CENTIMETERS 

Figure 3.-Fault slip determined by inverting 40 horizontal and 20 vertical time histories (20.0 s) of ground 
velocity (model 14 of Steidl and others, 1991). Cross section of fault surface with depth is oriented perpen- 
dicular to fault from southwest; that is, variables are plotted on footwall. A, Strike-slip motion. B, Dip-slip 
motion. C, Total slip. 
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Table 5.-Strike-slip displacements in strong-motion inversion for model 14 of Steidl and others (1991) 

[All values in centimeters at center of each subfault; positive values correspond to a rake of 180'. Distance along strike is 
from northwest end to center of each subfault] 

Depth to center of subfault (krn) 

Distance along 
strike (km) I 6 8 10 12 14 16 18 

Table 6 .  -Dip-slip displacements in strong-motion inversion for model 14 of Steidl and others (1991) 

[All values in centimeters at the center of each subfault; positive values correspond to a rake of 90'. Distance along strike 
is from northwest end to center of each subfault] 

Distance along 
strike (km) 

Depth to center of subfault (km) 
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to a level that is statistically indistinguishable from that in 
the other models, suggesting that the geodetic measure- 
ments are consistent with the strong-motion model except 
at one station, LP. 

The calculated displacements (dashed vectors with tail 
located at station) for models 3 and 5 are plotted on top of 
the observed displacements (solid vectors) in figures 4 
and 5, respectively. The observed displacements were cal- 
culated by using the "model coordinate" solution of Segall 
and Matthews (1988). The vertical surface projections of 
the four fault geometries used in this study are also shown 
in figures 4 and 5. 

DISCUSSION 

The results presented in the preceding section show 
that in modeling the geodetic measurements, the results 

can be strongly influenced by a single station. Station LP 
is used for many of the geodetic measurements; its loca- 
tion, almost directly updip from the buried fault surface, 
is nearly nodal in our theoretical fault geometry. With so 
many of the geodetic measurements tied to only one sta- 
tion, LP, modeling the horizontal deformation is strongly 
controlled by the fit to this station. The GPS and 
trilateration measurements at station LP show relatively 
large displacements, a result inconsistent with its nodal 
location. This seems to be the reason why geodetic mod- 
eling of the horizontal deformation has to force the loca- 
tion of the nodal plane to the southwest, either by moving 
the entire fault surface southwestward (Lisowski and oth- 
ers, 1990) or by placing a kink in the fault and projecting 
the upper half of the fault vertically upward to the surface 
(Snay and others, 199 1). Unless evidence exists as to why 
the aftershocks and main-shock hypocenter would occur 

of Figure 5B \ \ 

FAULT 

Figure 4.-Loma Prieta region, Calif., showing observed geodetic-station displacements (solid vectors) and 
displacements calculated by using slip distribution of model 3 (dashed vectors) (see table 4). Large clear 
rectangle, surface projection of fault geometry used in this model, with epicenter (star) located at bottom 
edge, midway along strike (geometry C, table 3); shaded rectangle, surface projection of fault geometry used 
in model 1 (geometry A, table 3). Small clear rectangles show areas of smaller networks in figures 5B and 5C. 
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systematically offset from the fault surface, we argue that 
better fits to the geodetic measurements must come from 
more realistic models of the local velocity structure and 
of the slip distribution, not from repositioning the fault. 

Three-dimensional velocity models of the Loma Prieta 
region show large variations in the velocity structure from 
the simple one-dimensional model used in this study 
(Eberhart-Phillips and others, 1990a, b; Lees, 1990; 
Michael and Eberhart-Phillips, 199 1 ; Eberhart-Phillips and 
Stuart, 1992; Lees and Shalev, in press). These variations 
affect the calculated surface deformations. The large ve- 
locity gradient from the hanging wall to the footwall (low 
to high velocity) in the vicinity of station LP has the 
effect of shifting the nodal plane of the surface displace- 
ments and increasing their amplitudes (Eberhart-Phillips 
and Stuart, 1992). This effect would account for the 
underprediction of the displacement at station LP when 

using simple homogeneous or vertically heterogeneous 
velocity models and a fault surface located along the af- 
tershock distribution (figs. 4, 5). 

The average seismic moment calculated from the strong- 
motion inversions, 3 . 5 ~  1 026 dyne-crn (Steidl and others, 
1991), is comparable to the seismic moment determined 
from the geodetic data, 3 . 0 ~ 1 0 ~ ~  dyne-cm (Lisowski and 
others, 1990). Increasing the slip amplitude to match the 
underprediction of the displacement at station LP would 
produce a seismic moment inconsistent with the accepted 
range of values for the earthquake, as well as destroy the 
fit to the amplitude of particle velocities in the strong- 
motion data. Owing to the band limitation of the strong- 
motion data, a long-duration, low-amplitude tail in the 
slip-rate function is unresolvable. We could add this tail 
to our slip-rate function without destroying the fit to the 
strong-motion data, and simultaneously increase the static 

Figure 5.-Loma Prieta region, Calif. (A), showing observed geodetic-station displacements (solid vectors) 
and displacements calculated by using slip distribution of model 5 (dashed vectors) (table 4). Large open 
rectangle, surface projection of fault geometry used in this model, with epicenter (star) located at bottom 
edge, midway along strike (geometry D, table 3); shaded rectangle, surface projection of fault geometry used 
in model 2 (geometry B, table 3). B, Black Mountain network. C, Southern network. 
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displacements measured at the geodetic monuments, but 
not without increasing the seismic moment to values in- 
consistent with geodetic and far-field studies. 

The fact that the strong-motion modeling produces the 
same seismic moment as do the longer period studies sug- 
gests that the slip is completely recovered by the strong- 
motion inversion. If local movements on faults in the 
vicinity of station LP had occurred aseismically immedi- 
ately after the coseismic faulting, these movements could 
explain the anomalous displacement at this station. We 
choose to account for the underprediction of the displace- 
ment at station LP by invoking some local site condition 

(for example, lateral heterogeneities or aseismic move- 
ment on faults in the vicinity), not an absence of seismic 
moment in our model. 

Apparently, we have run into the same limitations when 
modeling the geodetic measurements as when fitting the 
strong-motion data. We fail to take into account the 
inhomogeneities from the source to each specific receiver 
and therefore are unable to reproduce the response at each 
site exactly. In modeling the geodetic measurements from 
the earthquake, we chose not to relocate the fault surface 
offset from the aftershock distribution but to accept the 
misfit to the data as inherent to the simplification in our 

Figure 5.-Continued 
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model. This study clearly shows that we need to focus our 
research efforts in the direction of gaining a better under- 
standing of path and site effects. Two- and three-dimen- 
sional finite element modeling of wave propagation 
through a heterogeneous medium should further this aim. 

CONCLUSIONS 

With our better understanding of how the observations 
at a single geodetic monument, station LP, can affect the 
results, we conclude that the rupture models are indeed 
consistent with geodetic measurements. The overall error 
for models that have a fault surface located along the 
aftershock distribution is strongly controlled by this one 
station. The nodal position of station LP relative to the 
faulting geometry defined by the aftershocks makes the 
large displacement observed at station LP anomalous. We 
suggest that the underprediction of the displacement at 
station LP is due either to inaccurate representation of the 
local elastic properties of the Earth or to local aseismic 
movements in the vicinity of this station. When station 
LP is removed from the data set, faulting models offset 
from the aftershock distribution fit the rest of the data no 
significantly better than do faulting models located along 
the aftershock distribution. Although moving the fault 
plane to account for more complex elastic properties of 
the Earth can improve the fit to the complete data set, we 
chose not to take this approach. Once agreement is 
achieved as to the location of the fault surface, improve- 
ment in fit to the complete data set must come from either 
a more complex velocity structure or a more complex 
model fault (for example, nonplanar). 
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CONTENTS INTRODUCTION 

ABSTRACT 

The 1989 Loma Prieta earthquake produced a high-qual- 
ity data set of global digital, long-period seismic record- 
ings. Given the social and scientific importance of this 
earthquake, we display here many of the three-component 
long-period recordings from stations in the Global Seis- 
mic Network (GSN), International Deployment of Accel- 
erometers (IDA), and GEOSCOPE (Institut National des 
Sciences de 19Univers, France), In combination, these sta- 
tions provide azimuthally dense coverage that has enabled 
unprecedented high-resolution analysis of the long-period 
source process in several studies. Although the data pre- 
sented here have been the most widely distributed and 
extensively analyzed, our compilation is not comprehen- 
sive, and additional high-quality records are available from 
international stations and arrays, Many direct Rayleigh- 
and Love-wave arrivals propagating along the short arc 
from the source to the station were recorded onscale and 
are particularly useful for studying the source process. 
The standardization of data-exchange format, with the 
major networks all adopting the Standard for the Exchange 
of Earthquake Data (SEED) format, has greatly simplified 
data retrieval and analysis procedures. 

Contribution No, 161, Charles F. Richter Seismological Laboratory 
and Institute of Tectonics, University of California, Santa Cruz, CA 
95064. 

Current affiliation: Science Applications International Corporation, 
San Diego, CA 92121. 

Determination of the complexity involved in an earth- 
quake rupture requires extensive ground-motion record- 
ings. The 1989 Loma Prieta earthquake produced 
high-quality ground-motion data, ranging from *ear-field 
accelerations to teleseismic body waves, surface waves, 
and free oscillations. Both the location and timing of the 
earthquake were propitious in this regard because the Santa 
Cruz Mountains is a densely instrumented area, with many 
accelerometers, regional seismic array stations, and geo- 
detic bench marks, and because 1989 was preceded by 15 
years of development and deployment of global digital 
seismologic instrumentation and development of advanced 
data-analysis procedures. The completeness of the various 
data sets has allowed many detailed analyses of the earth- 
quake rupture process, as described by other papers in 
this chapter. The long-period and broadband seismograms 
from global seismic networks in particular provide an ex- 
cellent demonstration of the progress made during the 
1980's in broadband, large-dynamic-range instrumenta- 
tion, digital-recording capacity, and calibration technol- 
ogy. In this paper, we display many of the high-quality 
long-period observations for the 1989 earthquake. 

GLOBAL LONG-PERIOD SEISMIC DATA 

Although many seismic networks were operational at 
the time of the earthquake, we focus here on a subset of 
long-period global data that was readily available after 
the event. The data considered here are from long-period 
(LH) channels of three-component recordings from the 
Global Seismic Network (GSN; Incorporated Research 
Institution for Seismology, 19891, the very long period 
LaCoste-Romberg accelerometer recordings from the In- 
ternational Deployment of Accelerometers (IDA; Agnew 
and others, 1976) network, and very long period (VLP) 
channels of the three-component recordings from the 
broadband GEOSCOPE network (Institut National des 
Sciences de 19Univers, France; Romanowicz and others, 
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1984, 1991). The collective long-period data for the earth- the event were in the former Soviet Union (IDAIIRIS), 
quake from these three networks have extensive surface Japan, Germany, Canada, Great Britain, and China. These 
coverage (fig, 1A). Additional digital stations that recorded data, which are also of high quality, in the future will be 

Figure 1.-The world. A, Distribution of long-period stations (triangles) in Global Seismic Network (GSN), GEOSCOPE 
(Institut National des Sciences de l'univers, France), and International Deployment of Accelerometers/Incorporated Research 
Institution for Seismology (IDNIRIS) seismic networks. B, Great-circle paths of minor- and major-arc surface-wave arrivals 
at these stations. Note excellent azimuthal coverage attainable for 1989 Loma Prieta earthquake. 
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Table 1 .-Long-period suvace-wave data quality for the earthquake for Seismology, 1989). The GEOSCOPE network was rela- 
[Channels: LH, long period; VLP, very long period. Data quality of arrivals: C, tively uniform in 1989. The data centers that distribute 
clipped; g, glitches; m, missing; 0, clear; x, noisy; - -, no horizontal components1 these data-the IRIS Data Management Center (IRIS/ 

DMC; Ahern, 1989), IDA (Agnew and others, 19761, 
Station channel Azimuth Distance R2 G2 Project GEOSCOPE (Romanowicz and others, 1991), and 
(fig. 1) (O) (O) the ORPHEUS data-management center-all provide com- 

Global Seismic Network (GSN) plete digital recordings and instrument-re~ponse informa- 
tion for the recorded signals. In this paper, we utilize the 

AFI LH 232.77 069.14 o o 0 x long-period or very long period channels from each sta- 
ANMO LH 094.91 012.66 o x o o 
ANTO LH 019.46 099.83 m m m m tion. 
BCAO LH 050.3 I 124.60 o o o o 
BJI LH 319.37 086.47 o o c o The azimuthal coverage of minor- and major-arc sur- 
CMB LH 049.68 001.55 
COL LH 339.34 031.81 face waves recorded by the combined GSN, GEOSCOPE, 
CTAO 
G U M 0  
HI A 
HON 
HRV 
mv 
KMI 
KONO 
LON 
LZH 
MAJO 
MDJ 
NWAO 
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TAU 
TOL 
WMQ 

x o o o  
0 0 0 0  
0 0 0 0  
c x c x  
0 0 0 0  
o x o x  
0 0 0 0  
O X 0 0  
c x c x  
0 0 0 0  
O X 0 0  
0 0 0 0  
0 0 0 0  
0 0 0 0  
c o c x  
x x x x  
x x o o  
o o o x  
0 0 0 0  

and IDA networks is excellent (fig. 1B) and superior to 
the coverage by any one network alone. Owing to varia- 
tions in the dynamic range of the recording systems, not 
all stations recorded useful long-period Rayleigh- and 
Love-wave arrivals. Those stations with long-period or 
very long period channels from the three seismic networks 
that we collected, and the quality of the primary Rayleigh- 
wave (Rl,  R2) and Love-wave (GI, G2) great-circle ar- 
rivals, are listed in table 1. All the GEOSCOPE recordings 
provided onscale R l  and G l  arrivals. Upgraded GSN and 
IDA stations recorded onscale minor-arc arrivals; some of 

GEOSCOPE (Institut National des Sciences de l'univers, Fmnce) 
the older GSN and IDA stations with lower-dynamic-range 
recorders clipped on the vertical and (or) horizontal com- 

BNG VLP 050.30 124.60 o o - - - - ponents of the minor-arc arrivals (Rl,  GI), or had low 
CAN VLP 240.45 109.68 o o o x 
CAY VLP 098.41 070.76 signal-to-noise ratios for various reasons, as indicated in 
HYB VLP 336.85 122.38 o o - -  - - 
KIP  VLP 253.72 034.90 table 1. Despite these data dropouts, the overall data qual- ---- -- 

PPT VLP 
RER VLP 210.74 007.93 060*39 164.01 z z ity is quite high, and many useful long-period recordings 
SSB VLP 034.69 084.73 o o o o can be retrieved. 
TAM VLP 048.52 102.45 o o o o 
WFM VLP 065.60 038.59 o x o x To provide a visual appraisal of the long-period signal 

International Deployment of Accelerometers (IDA) 

BDF 
B JT 
CMO 
GUA 
HAL 
KMY 
NNA 
PFO 
SJG 
SUR 
TWO 

quality, we constructed seismogram profiles of edited sub- 
sets of the higher quality observations. The profiles of 
three-component seismograms, bandpass filtered between 
125 and 500 s, are shown in figure 2. Multiple Rayleigh- 
wave (Rl, R2, R3) arrivals can be identified on the verti- 
cal-component seismograms (fig. 2A). The signal-to-noise 
ratio varies between traces, owing to both site conditions 
and the azimuthal radiation pattern of the Rayleigh waves. 
These seismograms show high signal-to-noise ratios for 
R l  and R2 arrivals, but R3 arrivals tend to be noisier. The 
low signal-to-noise ratio for R3 arrivals is due to the rela- 

readily available from various data centers. We do not tively small seismic moment of the earthquake, which 
discuss here these additional recordings or the historical places a great value on the high-dynamic-range systems 
development and instrumentation of any of the various that record R l  arrivals onscale, because the R l  arrivals 
international seismic arrays; for comprehensive informa- are more reliable for source analysis. 
tion on instrumentation, the reader should contact the data The horizontal ground motions transverse to the great- 
centers for each network directly. Our purpose here is to circle paths connecting the source and receivers are shown 
demonstrate only the general characteristics of the long- in figure 2B. The strong Love-wave (GI, G2, G3) arrivals 
period waves excited by the earthquake. have high signal-to-noise ratios except at stations near 

The GSN and IDA networks were in a transitional state radiation nodes (for example, sta. SLR, fig. IA). These 
at the time of the earthquake; various instrumentation as- traces show a few isolated glitches that produce spurious 
sociated with earlier networks was being upgraded to very pulses in the filtered records wliich must be eliminated 
broad band three-component recording, and new stations manually before any full waveform or spectral analysis. 
were being deployed (Incorporated Research Institution These glitches tend to be a larger problem on the less 
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stable horizontal components than on the vertical compo- 
nents. 

The horizontal longitudinal components of motion along 
great-circle paths are shown in figure 2C. The fundamen- 
tal-mode Rayleigh-wave (Rl,  R2, R3) arrivals have lower 
signal-to-noise ratios than on the vertical components, as 
expected, but the Rayleigh-wave overtones (Xl,  X2, X3, 
X4) have higher amplitudes than on the verticals, particu- 
larly for shorter period passbands from 50 to 100 s. Note 
that several signals appear to have substantial Love-wave 
contamination on the longitudinal components (for example, 
stas. NWAO, TAU, ANMO, fig. 1). Although these sig- 
nals tend to be from stations that recorded large-amplitude 
Love waves and small-amplitude Rayleigh wave;, most of 
this contamination appears to stem from path deflections 
from a great circle, rather than from errors in relative gains 
of the horizontal-component recordings. Ultraprecise analy- 

sis of surface-wave polarization and phase, however, prob- 
ably requires critical examination of the instrument re- 
sponses of the horizontal components, rather than simple 
utilization of the nominal instrument-response curves given 
for each trace. 

The 1989 Loma Prieta earthquake was sufficiently large 
that stable long-period signals were recorded globally, and 
so this data set has received much attention from many 
investigators in analyzing the long-period characteristics 
of the source process (see Velasco and others, this chap- 
ter). Accessing these data was more straightforward than 
ever for several reasons. First, there was the ongoing de- 
velopment of seismologic data centers that distribute the 
data in response to user requests, including the IRISDMC 
and the ORPHEUS data center, which distributes data col- 
lected in Europe. These centers assist in resolving instru- 
ment-response issues as well, and numerous questions 
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Figure 2.-Seismic profiles of bandpass-filtered (125-500 s) seismograms for long-period channels from three global seismic 
networks (Global Seismic Network, GEOSCOPE, International Deployment of Accelerometers). A, Vertical-component seis- 
mograms showing minor-arc (Rl, R3) and major-arc (R2) great-circle Rayleigh waves. Data have fairly high signal-to-noise 
ratios except for some R3 arrivals. Amplitude of each trace is normalized, and so some varying noise levels reflect radiation- 
pattern variations of Rayleigh waves. Most traces with onscale R 1 phases are from stations operating with high-dynamic-range 
systems, whereas nonlinear signals at other stations have been cut out. B, Transversely polarized horizontal-component 
seismograms for stations with clear great-circle Love-wave arrivals (GI, G2, G3). Rotation is with respect to great-circle 
paths. A few stations have minor glitches that produce spurious pulses. C, Longitudinally polarized horizontal-component 
seismograms showing great-circle Rayleigh-wave arrivals (Rl, R2, R3), as well as multiple Rayleigh-wave overtone arrivals 
(Xl, X2, X3, X4). R l  and R2 arrivals have high signal-to-noise ratios, whereas R3 arrivals are noisy. Multiple-overtone 
arrivals also are noisy over this period range. 
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arose about the new broadband responses of some sys- 
tems soon after the earthquake. Second, a major develop- 
ment in the analysis of long-period data is the adoption by 
the major seismic networks of the Standard for the Ex- 
change of Earthquake Data (SEED) format (Federation of 
Digital Seismographic Networks, 19901, which greatly fa- 
cilitates computation of instrument responses and data- 
retrieval processes. With future efforts by the seismologic 
networks to fully conform to the SEED format for station 
information and data format, analysis of the data should 
become even easier. 

CONCLUSION 

The 1989 Loma Prieta earthquake occurred during a 
time when the global digital seismic network was exten- 
sive. The long-period data have excellent onscale Rayleigh- 
and Love-wave arrivals, with high signal-to-noise ratios, 
extensive azimuthal coverage, and reliable instrument cali- 
bration. Enough stations were available to record large- 
amplitude minor-arc arrivals, which are critical to a 
detailed analysis of the long~period source process. 
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ABSTRACT 

We have performed simultaneous seismic-moment ten- 
sor inversions of long-period (157-288 s) fundamental- 
mode Rayleigh and Love waves from the 1989 Loma Prieta 
earthquake to determine the long-period source process of 
the earthquake. Utilizing a two-step spectral-inversion tech- 
nique, we explore the model dependence and centroid- 
location sensitivity of the surface-wave analysis to assess 
the confidence bounds of the inversion results, We find 
that estimates of the source duration and depth depend 
heavily on the choice of propagation, attenuation, and 
source-velocity-structure models. Including centroid-loca- 
tion parameters in the inversion stabilizes the moment- 
tensor estimates but yields a biased location away from 
the epicenter, owing to model inaccuracies. Our source- 
duration estimate is 1 lk5  s, using a recent velocity model, 
with the centroid time of 6 s significantly less than in 
earlier surface-wave studies (10-22 s) and thus more com- 
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and Institute of Tectonics, University of California, Santa Cruz, CA 
95064. 

Current affiliation: Science Applications International Corp., San 
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patible with estimates of both body-wave and strong-mo- 
tion durations. An unconstrained moment-tensor inversion 
at the optimum centroid location yields a stable major- 
double-couple solution (strike, 124Ok6O; dip, 67Oh6O; rake, 
l26Ok7O) and a seismic-moment estimate ((3 .0k0 .2)~  1 0l9 
N-m; Mw=6.9) similar to those of earlier long-period stud- 
ies and to body-wave and geodetic results. The surface- 
wave centroid-depth estimate is 22kl l  km, which overlaps 
the body-wave estimates (13h5 km). Thus, surface-wave 
source parameters for the earthquake, allowing for plau- 
sible model dependence, are fully compatible with body- 
wave determinations, and there is no evidence for any 
anomalous coseismic long-period source process. 

The 1989 Loma Prieta earthquake may be the best in- 
strumentally recorded earthquake to date, with high-qual- 
ity ground-motion data ranging from short-period strong 
ground motions (10-Hz signals) to static offsets (ground 
deformation).   his unusually complete data set allows a 
detailed analysis of the earthquake rupture process by us- 
ing the various signals, each of which has a different sen- 
sitivity to the source process. These data, in turn, provide 
an excellent opportunity to explore the compatibility and 
resolution of the different data sets and the associated 
seismic-inversion techniques. Ideally, earthquake source 
models should be independent of data type, frequency, or 
inversion technique; thus, strong-ground-motion results 
should be consistent with geodetic models. For many large 
earthquakes, however, results obtained by using short-pe- 
riod waves differ from those obtained by using long-pe- 
riod waves or geodetic measurements, and similar 
discrepancies have been reported for the 1989 Loma Prieta 
earthquake (Wallace and others, 199 1). 

The focal mechanisms from first motions and teleseismic 
body- and surface-wave studies, as summarized in figure 
1, are virtually identical, suggesting negligible frequency 
dependence or faulting complexity. Furthermore, estimates 
of seismic moment, centroid depth, and rupture duration 
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obtained from local, regional, and teleseismic body-wave 
studies are generally consistent with each other (Wallace 
and others, 199 1). Long-period-surface-wave results, how- 
ever, generally give larger seismic moments, deeper cen- 
troid depths, and longer rupture durations than do 
body-wave studies. These systematic discrepancies sug- 
gest a complex source phenomenon, such as deep, slow 
rupture propagating into the mantle (Wallace and others, 
1991). Before accepting the possibility of such a complex 
source process, the reliability of the long-period results 
must be tested, and this study will demonstrate that no 
anomalous long-period source process occurred during the 
earthquake. 

The various investigations of long-period seismic waves 
for the earthquake have yielded consistent focal mecha- 
nisms and seismic-moment estimates, as listed in table 1. 
Owing to the limited resolution of long-period waves, how- 
ever, several studies have necessarily constrained some 
parameters of the inversions or used only limited surface- 

Figure 1.-Loma Prieta region, Calif., showing epicentral location (dot) 
from National Earthquake Information Center, locations of major faults 
(irregular thin lines), and approximate location of rupture area (for ex- 
ample, Wald and others, 1991) of 1989 earthquake. Major double-couple 
focal mechanisms from P-wave first motions (Oppenheimer, 1990), av- 
erage teleseismic body-wave solutions (Barker and Salzberg, 1990; Choy 
and Boatwright, 1990; Kanamori and Satake, 1990; Langston and oth- 
ers, 1990; NfibGlek, 1990; Romanowicz and Lyon-Caen, 1990; Ruff and 
Tichelaar, 1990; Wallace and Lay, 1990; Wallace and others, 1991), 
average surface-wave solutions (Dziewonski and others, 1990; Kanamori 
and Satake, 1990; Romanowicz and Lyon-Caen, 1990; Zhang and Lay, 
1990b; Wallace and others, 1991), and centroid-moment-tensor (CMT) 
solution show nearly identical strike, dip, and rake. "P" on focal mecha- 
nisms denotes compressional axis. CMT solution has a centroid location 
east of epicenter (asterisk). 

wave data sets. Romanowicz and Lyon-Caen (1990) and 
Zhang and Lay (1990b) used only Rayleigh-wave (Rl, R2) 
arrivals from 15 and 25 stations, respectively, in spectral 
inversions for the source parameters (duration, depth, mo- 
ment tensor). The only significant difference in the results 
of these two studies is the source-duration estimate, mod- 
eled in terms of a boxcar or trapezoidal time function 
(table I), for which Romanowicz and Lyon-Caen calcu- 
lated a total duration of 36 to 44 s, whereas Zhang and 
Lay (1990b) estimated a duration of 20 to 22 s. The dif- 
ference is mainly due to the choice of phase-velocity model 
used to correct for propagation-phase delay; Romanowicz 
and Lyon-Caen (1990) preferred the PREM model (Dz- 
iewonski and Anderson, 198 I), whereas Zhang and Lay 
(1990b) preferred the aspheric M84C model (Woodhouse 
and Dziewonski, 1984). This difference indicates the model 
dependence of the long-period-source-parameter determi- 
nations and raises questions about the true uncertainties 
of the estimates. 

Kanamori and Satake (1990) applied both centroid-mo- 
ment-tensor (CMT) and spectral-inversion methods to a 
small set of Rayleigh-wave (Rl) and Love-wave (GI) ar- 
rivals from 10 stations. They constrained the source depth 
and rupture duration in their inversions, as well as the 
fault dip in the spectral inversion, which used only data at 
a period of 256 s. Their results (table 1) are similar to 
those from other long-period investigations, although they 
calculated the largest (most strike slip) rake (137'-144') 
and among the smallest seismic-moment estimates ((2.5- 
2.8)xl0l9 N-m) of the published values. Dziewonski and 
others (1990) performed a CMT inversion of long-period 
body waves and surface waves with a more extensive data 
set, including the effects of the aspheric M84C model, 
and calculated a lower rake (128') than Kanamori and 
Satake but a comparable moment (2.7x10lg N-m) (table 1). 

Wallace and others (1991) inverted a very large data 
set of fundamental-mode Rayleigh-wave (Rl, R2) and 
Love-wave (GI, G2) arrivals for the moment tensor, using 
a spectral technique for periods from 150 to 300 s. Their 
surface-wave data were from 31 globally distributed sta- 
tions in the Global Seismic Network (GSN, long period 
three component) and networks of the International De- 
ployment of Accelerometers (IDA, very long period verti- 
cal component) and GEOSCOPE (Institut de Physique du 
Globe de Paris, France, very long period three compo- 
nent). In the moment-tensor inversion, h.owever, Wallace 
and others did not use the Love-wave estimate of the Myz 
term of the moment tensor, owing to instability of the 
inversion relative to the Rayleigh-wave Myz determina- 
tion. They also did not use Love waves in solving for 
centroid depth, because the excitation functions calculated 
for various source structures varied little with depth and 
the uncertainties in the source-velocity structure cause 
problems in simultaneous modeling of Rayleigh- and Love- 
wave excitation. 
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Table 1 .-Major double-couple source parameters for the earthquake from suflace waves and free oscillations 

[References: D, Dziewonski and others (1990); J, Jordan (1991); K, Kanamori and Satake (1990); R, Romanowicz and Lyon-Caen (1990); T, this 
study; W, Wallace and others (1991); Z, Zhang and Lay (1990b). Comments: CMT, centroid moment tensor; FO, free oscillations; G, Love 
waves; R, Rayleigh waves] 

Strike Dip Rake Depth Mo 
(O) (O) (O) (h) (1 019 N-m) 

Reference Commcnt 
6 )  

R, G 
R, G 
CMT 
CMT 
R, G 

R 
R 

FO 

Iconstrained in inversion. 

Jordan (1991) analyzed free oscillations with periods 
from 67 to 400 s from nine vertical-component IDA 
accelerograms to determine a centroid time of 12.6k2.8 s, 
and a characteristic duration T~ of 2&11 s. For a boxcar 
source-time function, this T~ value corresponds to a source 
duration of about 35 s, whereas the centroid time would 
suggest 25 s. Jordan did not report results for the source 
depth or focal mechanism but estimated a seismic mo- 
ment of ( 3 . 2k0 .4 )~10~~  N-m. In his analysis, Jordan found 
no evidence for any statistically significant precursory 
long-period radiation from the source. 

The small differences in the results of long-period analy- 
ses of the earthquake are largely attributable to different 
model assumptions. Wallace and others (1991) explicitly 
explored the model dependence of surface-wave spectral 
inversions to assess the resolution of the source param- 
eters and to determine whether they could resolve any 
anomalous long-period source process. They found that 
the choice of propagation model, global-attenuation model, 
and source-velocity structure directly affects the determi- 
nations of depth, moment, and duration. By comparing 
their body- and surface-wave results, Wallace and others 
suggested that deep, slow slip may have occurred during 
the earthquake. The long-period-surface-wave inversions, 
however, were shown to have sufficient model depen- 
dence that this hypothesis could not be confirmed, and 
Wallace and others speculated that improved model cor- 
rections may eliminate any evidence for anomalous radia- 
tion. 

In this paper, we further explore the model dependence 
of the long-period inversions by using various attenua- 
tion, phase-velocity, and source-velocity models. The in- 
troduction of new surface-wave-propagation models that 
have better resolution of Earth structure is a continuing 
process, and we apply one of the latest models that was 
not considered by Wallace and others (1991). We also 

investigate the sensitivity of long-period spectral inver- 
sions to the source-centroid location, which has not been 
done previously for very long period analyses. This in- 
vestigation is motivated by the work of Zhang and Lay 
(1990a), who demonstrated the effects of incorrect source 
location on such inversions, and by the parametrization of 
the CMT inversion, which allows for a pseudosource 10- 
cation in the form of an optimal centroid location. Fi- 
nally, we compare the result of our long-period source 
models to those of previous investigations, to assess the 
existence of any anomalous long-period radiation from 
the earthquake. 

DATA 

The long-period data for the 1989 Lorna Prieta earth- 
quake are of high quality, allowing a complete investiga- 
tion of long-period source-parameter determinations. Some 
of these data, with well-defined Rayleigh-wave (Rl, R 

2' R3) arrivals observed at stations in three global seismic 
networks (GSN, IDA, GEOSCOPE), are plotted in figure 
2, The Rl and R2 arrivals haye a high signal-to-noise ra- 
tio. With the ongoing global deployment of very broad 
band stations during the late l98O9s, numerous onscale Rl 
arrivals were recorded that were unavailable for many 
previous events in such quantity. These onscale Rl arriv- 
als are desirable because the effect of inaccuracies in propa- 
gation models increases with the distance traveled by the 
waves. The 1989 Loma Prieta earthquake was a bit too 
small to generate high-quality recordings of long-period 
waves traveling more than one orbit on the surface; thus, 
the signal-to-noise ratio decreases significantly for R3 ar- 
rivals. Zhang and Lay (1990b) found that existing propa- 
gation models have too much uncertainty to reliably 
estimate the short source duration of the earthquake from 
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R3 arrivals, and so R3 and G3 arrivals are not used in our 
analysis. 

Our data set, which is moderately increased over that 
used by Wallace and others (1991), comprises a total of 
38 stations with 88 separate arrivals; the phases used are 
listed in table 2. Given the high signal-to-noise ratio and 
the good azimuthal coverage, these signals compose an 
excellent long-period data set for constraining the source 
parameters. 

METHOD 

We analyze long-period (157-288 s) Rayleigh and Love 
waves, utilizing the moment-tensor spectral-inversion 
method of Kanamori and Given (1981), modified to a 
two-step procedure that separates source-finiteness effects 
from determination of the centroid depth and moment ten- 

sor (Romanowicz and Guillemant, 1984). The simulta- 
neous Rayleigh- and Love-wave inversion procedure was 
further described by Zhang and Kanamori (1988a). The 
complex source spectrum of surface waves excited by a 
point source is a linear function of the frequency-indepen- 
dent moment tensor (Mn, Myy, Mzz, Mq, Myz, Mxz). Our 
linear-inversion method uses the complex spectra of mul- 
tiple surface-wave arrivals at several discrete periods. We 
use a group-velocity window for each fundamental-mode 
Rayleigh-wave (Rl, R2) and Love-wave (GI, G2) arrival, 
and calculate the amplitude and phase spectra, from which 
we choose seven different periods (157, 175, 200, 225, 
256, 275, 288 s) for our analysis. The observed surface- 
wave spectra must be corrected for instrument response, 
propagation effects, and source-finiteness effects, and these 
corrections affect the estimates of duration, depth, and 
moment tensor. 
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Figure 2.-Filtered (125-500 s) vertical-component velocity seismograms for long-period channels at stations in three seismic networks (GSN, IDA, 
GEOSCOPE). Amplitudes for all traces are scaled equally. Multiple great-circle Rayleigh waves ( R l ,  R2) show high signal-to-noise ratios. Many 
broadband instruments recorded onscale Rl  phases from earthquake; however, owing to moderate magnitude of main shock, R 3  arrivals are noisy and 
so were not used in our analysis. 
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Table 2.-Stations and phases used in this study 

[Networks: GEO, GEOSCOPE (Institut de Physique du Globe de Paris, France); 
GSN, Global Seismic Network (U.S. Geological Surveyflncorporated Research 
Institution for Seismology); IDA, International Deployment of Accelerometers (IDA/ 
Incorporated Research Institution for Seismology)] 

Phase 

AFI 
BCAO 
BJI 
COL 
CTAO 
G U M 0  
HIA 
HRV 
KEV 
KMI 
KONO 
LZH 
MAJO 
M D J 
NWAO 
SCP 
TAU 
TOL 

2EQ 
CAN 
CAY 
HYB 
KIP 
PPT 
RER 
SSB 
T A M  
WFM 
BDF 
CMO 
HAL 
KMY 
NNA 
RPN 
S JG 
TWO 

GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GSN 
GEO 
GEO 
GEO 
GEO 
GEO 
GEO 
GEO 
GEO 
GEO 
GEO 
IDA 
IDA 
IDA 
IDA 
IDA 
IDA 
IDA 
IDA 

Before the source-duration determination, we must cor- 
rect the phase for propagation delay, assuming a phase- 
velocity model. We assume great-circle paths in calculating 
the phase-propagation corrections and neglect focusing and 
defocusing because these factors have been shown to have 
only second-order effects on waves for our period range 
for existing smooth-Earth models (Schwartz and Lay, 
1988). 

In the first-step inversion, we calculate the source-fi- 
niteness correction (eq. 9 of Zhang and Kanamori, 1988b) 
for a range of trapezoidal source durations. The source is 
assumed to be a point source because none of the previ- 
ous analyses has resolved any source directivity affecting 
the long-period signals. A trapezoidal source model is 
used for convenience because the long-wavelength sig- 
nals studied cannot resolve any fine structure in the short 
source-time function. Because the rise time appears to be 
approximately 10 percent of the observed rupture time for 
many earthquakes (Kanamori and Anderson, 1975), we 
assume a trapezoidal rise time equal to 10 percent of the 

source duration. We measure the misfit between the ob- 
served and theoretical source phase by using a weighted 
rms error, o (Zhang and Lay, 1989); the duration that 
yields a minimum o value is our estimate. The weighted 
rms error is a function of the source-process time and the 
propagation corrections, making the duration dependent 
on the propagation model used for correcting the phase 
back to the source. 

In the second-step inversion, we determine the point- 
source depth and moment tensor, where the moment-ten- 
sor solution depends on the surface-wave-excitation 
functions used in the inversion. To proceed, we must ac- 
count for attenuation of the surface-wave arrivals when 
correcting the observed spectral amplitudes back to the 
source. Thus, we must assume a global attenuation, or Q, 
model. The excitation functions, as given by Kanamori 
and Stewart (19761, depend on the elastic properties of 
the source region and the source depth, making the mo- 
ment-tensor solution dependent on the assumed source 
structure. The global Q and source-velocity structure thus 
affect the moment-tensor and depth estimates. For a range 
of trial depths, using the optimal source-finiteness correc- 
tions obtained from the first step, we measure the misfit 
between the observed and synthetic spectra by using a 
weighted rms error, p, for this second step (Zhang and 
Lay, 1989). The depth at which we obtain a minimum p 
value gives the best depth and moment-tensor estimates. 

The decision to use the spectral method is largely based 
on the ease with which various models can be used in 
correcting for propagation effects, in contrast to normal- 
mode-based spectral or time-domain procedures, such as 
the CMT inversion. However, we lose the advantage of 
including information from overtones or long-period body 
waves, which become a source of noise in this fundamen- 
tal-mode analysis. Another advantage of the spectral-in- 
version technique is that it allows a separation of 
source-time-function determination from depth and mo- 
ment-tensor estimation, making it an ideal method for 
studying the effects of various models on the inversions, 

In performing a simultaneous inversion of Rayleigh and 
Love waves, we can either jointly estimate the moment- 
tensor terms from both data types, typically with some 
variance-based weighting functions, or separately estimate 
the combined moment-tensor terms for each data type and 
then merge the estimates. One advantage of determining 
the Rayleigh- and Love-wave moment-tensor elements 
separately is that inconsistencies can be easily identified. 
For example, an inconsistency between the M estimates 

J? for Rayleigh and Love waves for the Loma Prieta earth- 
quake prompted Wallace and others (1991) to not use the 
Myz estimate from Love waves (this procedure was more 
stable than any simple averaging strategy implicit in the 
joint-estimation approach). Wallace and others attributed 
the instability of the Love-wave M estimate to the shal- 

J'z. low depth of the earthquake, in combination with the noise 
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in the data, which generally is somewhat greater for Love 
waves than for Rayleigh waves. In general, the uncertain- 
ties in the Myz and M moment-tensor terms for both 
Rayleigh and Love waves are greatest for fundamental- 
mode surface waves from shallow events, making it nec- 
essary to identify such inconsistencies to assess the 
reliability of the solutions. Furthermore, the characteristic 
signal quality between Rayleigh and Love waves differs 
from event to event. Thus, we prefer to estimate moment- 
tensor terms separately for each data type and then com- 
bine the estimates. 

The assumed source location also affects the mornent- 
tensor inversion of long-period surface waves, as demon- 
strated by Zhang and Lay (1990a); this effect may be an 
alternative explanation for the M y  inconsistency reported 
by Wallace and others (1991). Wallace and others as- 
sumed the source location given by the National Earth- 
quake Information Center (NEIC) determination, forcing 
any residual phase anomalies into the moment-tensor in- 
version. Inaccuracies in the propagation models, particu- 
larly when anomalous relative results between Rayleigh 
and Love waves exist, may be reduced by determining an 
optimal centroid location, following the strategy of the 
CMT inversion. Zhang and Lay (1990a) found that an 
optimal centroid location determined by using Rayleigh 
waves alone may not give a good source model because 
of direct tradeoffs between location and source mecha- 
nism. Because Rayleigh and Love waves have different 
radiation patterns, a search for centroid location is more 
stable when simultaneously inverting both Rayleigh and 
Love waves, and most effective when including body- 
wave trains and overtones, as in the CMT inversion. We 
explore whether centroid-location optimization affects the 
source depth, duration, and moment-tensor solutions for 
the earthquake in the following analysis. 

SOURCE-DURATION ESTIMATION 

For the 1989 Loma Prieta earthquake, Wallace and oth- 
ers (1991) used a spectral-inversion method similar to ours 
and explored the model dependence of the duration esti- 
mate associated with phase velocities for two models, 
PREM (Dziewonski and Anderson, 1981) and M84C 
(Woodhouse and Dziewonski, 1984). We include a new 
model, MPA (Wong, 1989), which was derived by using 
far more data than were used in the development of the 
M84C model. The spatial patterns of phase velocities for 
Rayleigh and Love waves for the M84C and MPA models 
for periods near 220 s are compared in figure 3. The MPA 
model gives a somewhat more detailed picture of the Earth 
than does the M84C model, reflecting the truncation of 
the spherical-harmonic expansions of the heterogeneity at 
degrees 12 and 8, respectively. The MPA model appears 

to better match the expectations of global tectonics, with 
better definition of slow regions near active oceanic ridges, 
as well as in the tectonically active source region of the 
Western United States, and with fast regions beneath con- 
tinents more closely related to shields. Although these 
models are still of limited resolution, the MPA model 
represents progress since 1984 toward developing more 
accurate models for very long period surface waves, and 
we now assess whether that progress affects our source 
models for the earthquake. 

For a point source with the NEIC epicentral location 
and origin time, duration estimates for the PREM, M84C, 
and MPA propagation models demonstrate a substantial 
model dependence (fig. 4). To estimate duration, we plot 
the normalized, spectral-amplitude-weighted rms error, CT 

(Zhang and Lay, 1989), as a function of assumed trap- 
ezoidal source duration for Rayleigh and Love waves of a 
given period (157, 175, 200, 225, 256, 275, 288 s). The 
minimum of each curve is the best duration estimate from 
the corresponding period. The trapezoidal duration esti- 
mate (7) is parametrized to be period independent. Thus, 
some of the scatter between periods could reflect more 
complex phenomena, such as slow slip, for which longer 
periods should give longer durations. Although a fre- 
quency-dependent trend is weakly indicated for the MPA 
model ( ~ , ~ ~ = l 2  s; ~ ~ ~ ~ = 7  s; ~9 s; -9 s; ~ ~ ~ ~ = 1 7  s; 
~ ~ ~ ~ = 1 9  s; T288=.18 s), the scatter suggests uncertainties in 
the phase-velocity model rather than a source phenom- 
enon. The period range is rather small for confidently 
establishing any complex source model, but the greater 
range considered by Jordan (1 99 1) in a free-oscillation 
analysis also reveals no strong frequency dependence of 
the centroid time in the phase spectra. 

For each propagation model, we estimate the source 
duration (7) at the minimum G value calculated for the 
seven different periods. The PREM model has the highest 
G value and gives ~ = 3 0  s (fig. 4). The M84C model sig- 
nificantly reduces the overall variances for all periods and 
gives a shorter average duration (T=20 s). This uniform 
improvement of the fit strongly indicates the need for 
aspheric-propagation corrections for the earthquake, as 
noted by Romanowicz and Lyon-Caen (1990) and Zhang 
and Lay (1990b). The MPA model further reduces the T 
estimate to approximately 11 s, but the overall variance 
reduction is comparable to that for the M84C model. With 
both models, the G value is similar to that obtained using 
Rayleigh waves alone (Zhang and Lay, 1990b; Wallace 
and others, 1991), indicating that the Rayleigh and Love 
waves are generally compatible in terms of a systematic 
source-phase shift and that both wave types have compa- 
rable residual phase scatter after propagation correction. 
This result is not general, at least with the current genera- 
tion of aspheric models. In detail, we find that the shorter 
durations found for the MPA model relative to the M84C 
model reflect small shifts of the average phase velocities 
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at each period in the models, rather than systematic im- and is most likely due to the inadequacies of the models. 
provement in path-specific corrections. The scatter be- Although both the M84C and MPA models reduce the 
tween duration estimates at different periods is not reduced normalized error relative to the PREM model and thus 

L O N G I T U D E ,  IN DEGREES 

Figure 3.-Aspheric phase-velocity models used for phase-propagation corrections. A, M84C Rayleigh-wave model (degree 8) at 225 s (Woodhouse 
and Dziewonski, 1984). B, MPA Rayleigh-wave model (degree 12) at 220 s (Wong, 1989). C, M84C Love-wave model at 225 s. D, MPA Love-wave 
model at 220 s. Path anomalies calculated by integrating along great circle from source to receivers. 

DURATION, IN SECONDS 

PERIOD, 
IN SECONDS 

Figure 4.-Normalized error versus assumed trapezoidal source duration obtained in the first-step inversion, using PREM (A), M84C (B), and MPA 
(C) Earth models to make propagation corrections in combined inversion of Rayleigh and Love waves. Minimum of each curve is duration estimate 
from inversion of waves of that particular period. Estimates at each period are combined to determine optimal mean duration over period range. Mean 
duration estimates are 30, 20, and 11 s for PREM, M84C, and MPA models, respectively. 
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appear to give better estimates of the source duration, 
choosing between the two is difficult. The MPA model 
gives a source duration that is virtually identical to dura- 
tions estimated from shorter period studies, and additional 
evidence favoring this solution is described below. 

To test the propagation models further, we explored the 
effects of assuming different source locations in the first- 
step inversion. If systematic errors in the models can be 
mapped into a source relocation, this procedure can re- 
duce those errors and potentially may reduce any bias in 
the duration estimate. This process can be visualized as 
locating the effective source position with a "best" point- 
source trapezoidal source-time function. Surface waves 
alone are not generally used for source-location deterrni- 
nations, owing to the limited resolution of the long-wave- 
length signals, which lack sensitivity to small location 
perturbations. Because our data set is of unusually high 
quality, we proceed to search for the source location that 
minimizes the first-step error, using a 112- by 112-km 
grid centered at the NEIC location. The gridpoints have 
8-km spacing, and the spectra were corrected to each lo- 
cation by assuming that the NEIC origin time is unper- 
turbed. We then invert for duration, using the first-step 
inversion at each gridpoint. By contouring the normalized 
rms error, a ,  given by the average residual error for a 
given source duration for the seven different periods, we 
identify the optimal source location consistent with the 
corresponding propagation model and a trapezoidal repre- 
sentation of the source-time function. 

The contours of a over the grid obtained by using the 
PREM, M84C, and MPA models are shown in figures 5A, 
5B and 5C, respectively. The contoured surfaces have well- 
defined minimums with a value a i ,  which are reason- 
ably concentrated spatially. For the PREM model (fig. 
SA), omi=0.483, larger than for the other models, and the 
minimum is located approximately 35 km northeast of the 
epicenter. This result should not be confused with a cen- 
troid location because we are not finding a best moment 
tensor in this search. Instead, we are determining how 
compatible the propagation models are with the observed 
traveltimes from the actual source location to the set of 
stations. The overall error reduction is only 15 percent 
over the grid for the PREM model. For the M84C model 
(fig. 5B), omin-0.325, the smallest value of the three 
models, and the apparent source location is just north of 
the epicenter. The area with a values within 4 percent of 
a i  encompasses the epicentral region. The variance re- 
duction for the M84C model as a function of position 
over the grid is 30 percent, twice as large as for the PREM 
model. The results for the MPA model (fig. 5C) give 
amin=0.340, and the spatial-variance reduction in the grid 
is also 30 percent. The MPA model, however, locates the 
optimal source position directly on the actual epicenter, a 
remarkable demonstration of the consistency of the propa- 
gation corrections with the independently known source 

location. This result leads us to place additional confi- 
dence in the duration estimate using the MPA model, 
complementing the consistency with the body-wave analy- 
ses. For all three models, the actual duration estimate var- 
ies by only a few seconds over the grid (from 10 to 13 s 
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for the MPA model), and the variations are less than 1 s 
within the region of the lowest contour that includes the 
minimum. This result is important for the second-step in- 
version, in which we specify the source duration and then 
invert for the depth and moment tensor. It is thus reason- 
able to use a single value for the duration associated with 
a given propagation model when searching over the same 
grid for an optimal centroid location that yields the best 
moment-tensor fit to the data. 

MOMENT TENSOR, CENTROID 
LOCATION, AND DEPTH ESTIMATION 

The second-step inversion depends on the choice of Q 
model and source-velocity structure. Zhang and Lay 
(1990b) and Wallace and others (1991) explored the ef- 
fect of a global Q model on source-depth determination, 
using the three models shown in figure 6, which are those 
of Masters and Gilbert (1983), Dziewonski and Steim 
(1982), Dziewonski and Anderson (1981) (subsequently 
referred to as the MG, DS, and PREM models, respec- 
tively). Depth determinations varied by 10 km for the 
1989 Loma Prieta earthquake, depending on which model 
was assumed. We use the same global Q models in the 
present analysis because they represent a reasonable range 
of one-dimensional models. Although a new generation 
of aspheric Q models is presently emerging, correct utili- 
zation of these models requires simultaneously account- 
ing for complex focusing and defocusing effects, owing 
to the velocity inhomogeneity. Such analysis is being un- 
dertaken but is not discussed further here. 

The source-velocity structure used for calculating the 
excitation functions may be the least constrained set of 
model parameters required for the second-step inversion, 
given the complex tectonic history of the source region. 
Wallace and others (1991) used the four source-velocity 
models shown in figure 7, including the average- and 
young-ocean models of Regan and Anderson (1984), the 
average PREM model structure, and a case-specific model 
called LOMA, composed of the crustal P-wave-velocity 
model of Walter and Mooney (1982), the mantle P-wave- 

Figure 5.-Loma Prieta region, Calif., showing contours of residual rms 
error in first-step inversion using PREM (A), M84C (B), and MPA (C) 
propagation models for different assumed source locations. 112- by 112- 
km grid of assumed epicentral locations, consisting of 225 points (tri- 
angles), was constructed around epicenter. Spectra were corrected back 
to each source location, with origin time held fixed at National Earth- 
quake Information Center origin time. Minimum error gives optimal 
epicentral location for a point source. For PREM model, minimum error 
is located northeast of actual epicenter; for M84C model, minimum 
error is located slightly north of epicenter; and for MPA model, mini- 
mum error is located directly on epicenter. Duration estimates vary by 
only a few seconds over grid for each model. 

velocity model for the Western United States (GCA) of 
Walck (1985), and the mantle 5-wave-velocity model for 
tectonic North America (TNA) of Grand and Helmberger 
(1985) (subsequently referred to as the RA, RA-yo, PREM, 
and LOMA models, respectively). Although these models 
span a reasonable range of upper-mantle structures ex- 
pected for the tectonically active source region, a local- 
ized lithospheric model specific to the area is unavailable. 
Thus, an intrinsic uncertainty exists in all the source in- 
versions. Because we have no new information regarding 
the appropriate structure, we utilize the same four models. 
Wallace and others found that the centroid depth varied 
by about 10 km, depending on the choice of source-exci- 
tation structure, but that other parameters are only weakly 
affected. 

MOMENT TENSOR AND CENTROID LOCATION 

The source location affects the moment tensor through 
both its effects on the phase and minor amplitude effects 
due to propagation and attenuation, as demonstrated by 
Zhang and Lay (1990a). We proceed to use both Rayleigh- 
and Love-wave spectra to find the centroid location, depth, 
and moment tensor by searching over the same 112- by 
112-km grid as used in the duration determination. Set- 
ting the source duration at the optimum for each propaga- 
tion model, we performed numerous inversions to 
determine the moment tensor and depth at each gridpoint 
for the suite of global Q models (MG, DS, PREM), source- 
velocity models (RA, RA-yo, PREM, LOMA), and propa- 
gation models (PREM, M84C, MPA). The p values for 
each gridpoint were then contoured over the grid; the mini- 
mum p value gave an optimal centroid location because p 
is a measure of how well the data are fitted by the associ- 
ated moment tensor for that source position. We found 

0 200 250 300 
PERIOD, IN SECONDS 

Figure 6.-Rayleigh-wave global Q models MG (short-dashed curve; 
Masters and Gilbert, 1983), PREM (long-dashed curve; Dziewonski and 
Anderson, 1981), and DS (solid curve, Dziewonski and Steim, 1982). 
Frequency-dependent variations trade off with excitation functions for a 
given source-velocity model, resulting in uncertainty in source depth. 
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that for each gridpoint the depth-resolution curves are rela- 
tively flat; however, the p values vary substantially over 
the grid, providing a fair estimate of the centroid location. 

We first explore the effect of the propagation models 
on the second-step inversion by specifying the excitation 

DENSITY, I N  G R A M S  PER 
CUBIC  CENTIMETER 

LOMA 
- - RA-YO 

RA 
- - - - - - -  PREM 

P - W A V E  VELOCITY, I N  
KILOMETERS PER S E C O N D  

structure to be the RA-yo model and the global Q model 
to be the MG model, and then inverting for depth and 
moment tensor at every gridpoint for the PREM, M84C, 
and MPA models. The resulting contours of p are shown 
in figure 8, where the duration is fixed at 30 s for the 

5 -WAVE VELOCITY,  IN 
KILOMETERS PER S E C O N D  

LOMA 
- - RA-YO 

RA 
- - - - - - -  PREM 

DENSITY, 5 -WAVE VELOCITY, 
A N D  P-WAVE VELOCITY 

Figure 7.-Source-region velocity structures used in computation of excitation functions for surface-wave analysis. A, Density. 
B, P-wave velocity. C, 5-wave velocity, D, Combined density, P-wave velocity, and 5-wave velocity. LOMA model has P- 
wave-velocity crustal structure of Walter and Mooney (1982), with mantle-velocity structures from Walck (1985) and Grand 
and Helmberger (1985). RA and RA-yo models of Regan and Anderson (1984) are for average and young oceans, respec- 
tively. PREM model is from Dziewonski and Anderson (1981). Although significant uncertainty exists in correct structure to 
use for depths of 100 to 200 km, this suite of models spans plausible range of upper-mantle models for tectonically active 
source region of earthquake. 
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PREM model, 20 s for the M84C model, and 11 s for the 
MPA model. In the moment-tensor inversion, the spectra 
at each period are inversely weighted by the correspond- 
ing residual rrns errors for the first-step inversion to ac- 
commodate the scatter in phase indicated in figure 4. 
Because significant differences in p i  exist between the 
phase-velocity models, the contour plots have been sepa- 
rately normalized to their pmin value, with the scale show- 
ing a range in p values from 1.0 to 1.5. For the PREM 
model (fig. 8A), the error reduction over the grid is only 
about 30 percent, and the minimum encompasses a broad 
region centered just north of the epicenter. The smallest p 
value (pmin=O.lOO) is about 30 percent higher than that 
for the M84C (pmin-0.0773, fig. 85) and the MPA 
(pmin=0.0724, fig. 8C) models. For the M84C model (fig. 
SB), the variation in p over the grid is approximately 50 
percent, and the contours show a steep-sided well with a 
flat bottom encompassing the epicenter. The results for 
the MPA model (fig. 8C) are comparable to those for the 
M84C model, although pmin is slightly lower for the MPA 
model. 

For the different propagation models, the location of 
p i  varies little. For the PREM, M84C, and MPA mod- 
els, the centroid location is shifted just offshore about 24 
km west of the epicenter. However, using the PREM propa- 
gation and excitation models shifts p i  24 km northeast 
of the epicenter (fig. 8A). These shifts are comparable to 
those found for the CMT solution (fig. I), which is heavily 
influenced by long-period body-wave trains in the records 
rather than fundamental-mode arrivals. Thus, the choice 
of propagation model affects not only the residual vari- 
ance in the second-step inversion but also the centroid 
location. 

The next model sensitivity that we test is the influence 
of the excitation structure, using the RA-yo, PREM, and 
LOMA models, where we specify the propagation model 
(MPA) and the global Q model (MG). The resulting con- 
tours of p as a function of point-source location in the 
source grid are shown in figure 9. The contours are scaled 
over a 40-percent variation in p to accentuate any pos- 
sible differences. The LOMA model has a broad mini- 
mum (fig. 9A), with pmin=0.0985, whereas the PREM 
model (fig. 95) has a lower pmin=0.0872. The result for 
the RA-yo model shown in figure 9C involves the same 
combination of models as in figure 8C but is plotted on a 
slightly different scale for comparison. This model has 
pmin=0.0724, the smallest value for the three excitation 
structures considered. Although a baseline shift occurs in 
the p i  estimates, depending on the excitation structure 
used, the pmin value on each surface does not vary and is 
located 24 km west of the epicenter. This result is ob- 
tained for various propagation models in combination with 
the different excitation structures. Thus, the centroid loca- 
tion is not affected significantly by the choice of source- 
velocity structure. 

Our final sensitivity test is with respect to the global Q 
model used in the inversion. We specify the propagation 
model (MPA) and the excitation model (RA-yo), and then 
invert for the centroid depth and moment tensor, using the 
three global Q models (PREM, DS, MG). The centroid 
location results for the PREM, DS, and MG Q models are 
shown in figures 10A, 105, and 10C, respectively. The 
choice of global Q model does not affect our centroid 
location or the shape of the minimum, and the p i  values 
are all virtually identical. Thus, the choice of global Q 
model strongly influences the centroid-depth and moment- 

Figure 8.-Loma Prieta region, Calif., showing contours of residual rms error in second-step inversion for full moment tensor as a function of point- 
source location (triangles) for PREM (A), M84C (B), and MPA (C)  propagation models. Second-step inversion is affected by choice of propagation 
models for a given excitation model (in this case, RA-yo young-ocean model of Regan and Anderson, 1984) and of global Q model (in this case, MG 
model of Masters and Gilbert, 1983). For PREM, M84C, and MPA models, centroid location (square) is shifted just offshore about 24 km west of 
epicenter (triangle). Minimum second-step error (pmin), which gives optimal centroid location for a particular combination of models, is 0.100, 
0.0773, and 0.0724 for PREM, M84C, and MPA models, respectively. Using PREM propagation and excitation models results in a 20-km shift of 
centroid northeast of epicenter (fig. 8A). In each figure, minimums are broad and flat, and epicenter is encompassed by lowest contour level. 
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tensor estimates but not the centroid location. This result 
may change, however, with the advent of new aspheric 
global Q models that are currently under development. 

The estimated optimal centroid locations are shifted from 
the epicenter, as in the CMT solution, but this location 
brings the Rayleigh- and Love-wave estimates of the Myz 
moment-tensor element into better agreement for the MPA 
and M84C propagation models, yielding unconstrained mo- 
ment-tensor inversions that are consistent with body-wave 
studies. The location bias is most likely due to errors in 
the models because the source does not have a significant 
spatial finiteness. Although the p value at the epicenter is 
within a few percent of that at the optimal centroid loca- 
tion for any of the model combinations, we found that the 
results generally are significantly more stable if we use 
the centroid location. Even a difference of a few percent 
in variance reduction can destabilize the inversion for such 

poorly constrained terms as M and M y .  Inversions at 
the epicenter generally give strikes and rakes that are 10' 
lower than the centroid results, which are less consistent 
with the body waves. Thus, centroid optimization gives 
improved results over those of Wallace and others (1991), 
who considered only sources at the epicenter. 

The stability of the moment-tensor inversions around 
the centroid location is illustrated in figure 11 for the 
particular combination of the MPA, RA-yo, and MG mod- 
els, where the best double-couple solutions for each mo- 
ment-tensor inversion are shown at nine source positions 
around the optimum centroid, as well as at the epicenter. 
Because the nine source locations are within the region 
where p is minimized (for example, fig. 1 0 0 ,  the mecha- 
nisms vary only slightly ( 4  in strike, 4 in dip, 6 in 
rake). At the epicenter, which is slightly farther from the 
minimum, the rake and strike vary by as much as lo0, and 

Figure 9.-Loma Prieta region, Calif., showing contours of residual rms error in second-step inversion for full moment tensor as a function of point- 
source location (triangles) for LOMA (A), PREM (B), and RA-yo (0 excitation models. Propagation model is MPA, and global Q model is MG. 
Centroid location (square) does not depend on the choice of excitation model, although RA-yo model has lowest absolute error and most spatially 
concentrated minimum. 

Figure 10.-Loma Prieta region, Calif., showing contours of residual rms error in second-step inversion for full moment tensor as a function of point- 
source location (open triangles) for PREM (A), DS (B), and MG (C) global Q models. Propagation model is MPA, and excitation model is RA-yo. 
Centroid location (square) does not depend on choice of global Q model. 
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the variations increase with distance from the optimum 
centroid. The results shown here are comparable to those 
obtained by using the RA-yo and MG models in combi- 
nation with the M84C model, whereas using the PREM 
model with these models gives greater stability, with a 
difference of only a few degrees in mechanisms at the 
centroid and the epicenter. Using the PREM model alone, 
however, for propagation and excitation does not yield 
good results. 

It is by no means obvious that using an effective source 
location which gives the best variance reduction for the 
moment tensor will necessarily give the best moment- 
tensor estimate. This consideration also holds for the CMT 
procedure. We find the encouraging result that no matter 
what the choice of phase velocity and attenuation model 
and for most reasonable source-excitation structures, the 
solutions for the simultaneous Rayleigh- and Love-wave 
inversion are essentially identical when performed at the 
optimal centroid location for the particular model combi- 
nation. This stability suggests that the primary differences 
in the spectra corrected for the different models are small, 
slowly varying phase and amplitude patterns, as is appar- 
ent in the significant differences between moment-tensor 
inversions for different model combinations when the epi- 
center location (or any other common source location) is 

Figure 11.-Loma Prieta region, Calif., showing sensitivity to point- 
source location (triangles) for simultaneous Rayleigh- and Love-wave 
focal mechanism determinations for MPA phase-velocity, MG global Q, 
and RA-yo excitation models. Major double-couple solutions are plot- 
ted for centroid locations at trial source locations (asterisks). Dot, solu- 
tion at actual epicenter; square, solution at optimum centroid location as 
defined by minimum error (p) of second-step inversion. Strike, dip, and 
rake vary little around minimum and are approximately 123O&4O, 71Â°&40 
and 124O&6O, respectively. 

assumed. The centroid-location procedure projects most 
of these small, low-degree azimuthal patterns into the 
source relocation, finding in each case a comparable mo- 
ment-tensor fit to the Rayleigh- and Love-wave spectra. 
This fit is stable only because of the significant differ- 
ences in radiation pattern for these spectra, and the cen- 
troid optimization may not converge to the correct solution 
if only Rayleigh waves are used, as noted by Zhang and 
Lay (1990a). The CMT inversion is similarly stabilized 
by the differences in radiation pattern of the body- and 
surfaces-wave arrivals in the wave trains that are inverted. 
Because the centroid optimization somewhat reduces the 
dependence on the model parameters, we can establish 
realistic confidence bounds on our source-parameter esti- 
mates by comparing the suite of results for different model 
combinations. 

DEPTH 

Associated with the moment-tensor inversions is a search 
over point-source depth at each source location. Depth- 
resolution curves generally have fairly well defined mini- 
mums for inversions that use only Rayleigh waves, whereas 
simultaneous only Rayleigh- and Love-wave inversions 
give flattened depth curves (fig. 12), as noted by Wallace 
and others (1991), owing largely to the absence of depth 
dependence of the Love-wave-excitation functions but also 
reflecting some source-model incompatibility with the joint 
Rayleigh- and Love-wave data. For example, results us- 
ing different excitation structures, the MPA phase-veloc- 
ity model, and the MG global Q model are plotted in 
figures 12A and 12C for the Rayleigh-wave and the si- 
multaneous Rayleigh- and Love-wave inversions, respec- 
tively. In both figures, the RA-yo model significantly 
reduces the overall variance and gives shallower depth 
estimates relative to the other source structures. The si- 
multaneous inversions show greater sensitivity to the ex- 
citation models, and the case-specific LOMA model 
apparently does not fit the Love-wave data particularly 
well relative to the other models, accounting for some of 
the unstable solutions found using this model. 

The choice of global Q model also affects the depth 
estimate, as shown in figures 125 and 12D; shallower 
depths are obtained when using the MG model, which 
gives a slightly lower residual variance for the Rayleigh- 
wave inversion (fig. 125) but no significant difference for 
the simultaneous inversions (fig. 12D). Clearly, a sub- 
stantial uncertainty exists in the depth estimates, given 
both the flatness of these curves and our ignorance of 
which source-velocity structure is most appropriate. (The 
LOMA model is probably inadequate.) Thus, we assign 
large uncertainties to our depth estimate. Taking into ac- 
count the variation in depth determinations for the differ- 
ent global Q models and source-velocity structures, our 
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final depth estimate is 225-1 1 km. For the models with 
water layers (PREM, RA-yo) the depth into the solid crust 
is 5 km less, giving a centroid depth in the crust of about 
175-11 lun; however, changing the crustal structure from 
oceanic to continental has little effect on the depth esti- 
mate (Zhang and Lay, 1990b). 

global Q model to demonstrate the fit to the data. In fig- 
ure 13, the azimuthal patterns of observed amplitude (dots) 
and phase (squares) spectra are compared with the theo- 
retical moment tensor (solid curves) found in the simulta- 
neous inversion of Rayleigh and Love waves for six of 
the seven periods used in the inversion. (The 288-s data 
are not shown, but they closely resemble the 275s  data.) 
Each point is an observed spectral measurement of ampli- 
tude or phase for Rayleigh-wave (R,, R2) or Love-wave 
(GI, G2) arrivals. The high signal-to-noise ratio apparent 
in the time domain in figure 2 results in high-quality spec- 
tral measurements with very little scatter. Amplitude scat- 

PREFERRED SOLUTION 

In our final inversion, we use the MPA phase-velocity 
model, the RA-yo source-structure model, and the MG 

Rayleigh Waves Rayleigh and Love Waves 
EXPLANATION I 

G 
s 
REV 

. . 

DEPTH, IN KILOMETERS 

Figure 12.-Residual rms error versus depth for various combinations of excitation and global Q models at 
optimal centroid location, using MPA model for propagation corrections. A, Rayleigh-wave results using 
MG global Q model for RA-yo, PREM, and LOMA excitation models. B, Rayleigh-wave results using RA- 
yo excitation model for MG, DS, and PREM global Q models. C, Simultaneous-inversion Rayleigh- and 
Love-wave results using MG global Q model for RA-yo, PREM, and LOMA excitation models. D, Simulta- 
neous-inversion Rayleigh- and Love-wave results using RA-yo excitation model for MG, DS, and PREM 
global Q models. Inclusion of Love waves in inversion flattens normalized error curve for second-step 
inversion, giving poor depth resolution. Overall depth estimate is 22Â±1 km for our preferred choices of 
source model (RA-yo) and global Q model (DS or MG). 
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ter increases for shorter periods, but the data generally are are listed in table 3, along with those for the CMT solu- 
very well behaved and clearly exhibit coherent radiation tion of Dziewonski and others (1990); these results are 
patterns. The moment-tensor terms for this final solution generally quite compatible. 

rA 

Raylcigh Waves Rayleigh Waves 

4 "* 4 '  0 :  / *  & 

l . o L -  . 1 '  

Rayleigh Waves 1 .o 
Rayleigh Waves 

AZIMUTH. IN DEGREES 

Figure 13.-Moment-tensor-inversion results from simultaneous inversions of Rayleigh and Love waves at periods of (A) 157, 
( B )  175, (0 200, (D) 225, (E) 256, and (F) 275 s. Curves are theoretical fits determined from solution using RA-yo excitation, 
MG global Q, and MPA phase-velocity models. Dots, amplitude data; squares, phase data. Note excellent fit to observed 
spectra over period range investigated. 
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Table 3.-Moment-tensor solutions for the earthquake 

[All values in 1019 N-m. CMT, centroid moment tensor] 

This study Resulting terms CMT 

It is encouraging to note that the new phase-velocity 
model, MPA, yields a stable solution consistent with those 
of previous studies, without employing any constraints on 
the inversions. The duration estimate of 11 s and the con- 
sistency of the phase with the epicentral location for the 
MPA model provides evidence that this model gives the 
most reliable results. We find, however, that for the si- 
multaneous inversion of Rayleigh and Love waves, it is 
still important to determine an optimal centroid location 
to ensure a stable solution. On the basis of our preference 
for the MPA model, along with our consideration of the 
uncertainty in the source structure and global Q model, 
our final duration is ~ = l  lk5  s, and our depth estimate is 
22k11 km. 

Taking into account the slight changes in mechanism 
due to uncertainties in choosing a preferred Earth-model 
combination, our preferred major double-couple represen- 
tation for the earthquake has a mechanism with a strike of 
124Ok6', a dip of 67'&6', and a rake of 126'k7', where 
the stated uncertainties include our assessment of the model 
dependence. Seismic-moment estimates vary little in the 
vicinity of the centroid, and for all model combinations 
that give reasonable solutions (some of the inversions with 
the LOMA model excitation functions do not), we obtain 
a moment Mo of ( 3 . 0 k 0 . 2 ) ~ 1 0 ~ ~  N-m. The non-double- 
couple component varies by 5 to 30 percent, depending 
on the source location, global Q model, and source-veloc- 
ity model; solutions near the centroid have about 10 per- 
cent minor double couples, which we deem to be noise 
effects. Comparison of these final parameters with the 
other long-period results listed in table 1 indicates a good 
consistency, particularly with the CMT solution of Dz- 
iewonski and others (1990). 

DISCUSSION 

We now compare our results with those of other inves- 
tigations of the Loma Prieta source, with an emphasis on 
assessing any systematic frequency-dependent differences. 
Understanding any discrepancies between short- and long- 

period source models is essential for understanding the 
rupture processes of large earthquakes. One physical ex- 
planation for the frequency dependence of source proper- 
ties may be a variation in energy release along a fault 
surface, with "patches" of large displacement that fail with 
rapid rupture, producing high-frequency body-wave ra- 
diation, while the surrounding regions slip slowly, with a 
predominantly long period signature. Both teleseismic and 
strong-motion investigations of the earthquake suggest 
some nonuniform slip on the fault, which would be 
unresolvable by our surface-wave analysis but could give 
rise to some frequency dependence of the source param- 
eters. Another possible cause of a discrepancy could be 
slow coseismic slip in the lower crust or uppermost mantle 
at the base of the aftershock zone. High strain rates dur- 
ing the main-shock rupture may induce coseismic failure 
on the downdip extension of the fault, where grain size 
and thermal conditions may cause differences in rupture 
or particle velocities affecting the spectrum of seismic 
radiation (for example, Das, 1982). 

All the available source-parameter determinations for 
the 1989 Loma Prieta earthquake are summarized in fig- 
ure 14. Wallace and others (1991), in discussing the dif- 
ferences between their body- and surface-wave results, 
observed that the surface-wave rupture-duration and depth 
estimates were both larger than the body-wave estimates, 

Figure 14.-Summary of (A) moment, (B) depth, and (Q duration esti- 
mates from this study and previous body-wave studies by ( 1 )  Wallace 
and others (1991), (2 ,  3 )  Kanarnori and Satake (1990), (4) Choy and 
Boatwright (1990), (5) Ruff and Tichelaar (1990), (6) Romanowicz and 
Lyon-Caen (1990), (7, 8) Langston and others (1990), ( 9 )  Barker and 
Salzberg (1990), (10) Wallace and Lay (1990), (11)  NAbelek (1990), 
(12)  Ammon (1991), and (13)  Wald and others (1991); long-period sur- 
face-wave studies of (14)  this study, (15)  Wallace and others (1991), 
(16) Dziewonski and others (1990), (17, 18) Kanamori and Satake (1990), 
(19)  Romanowicz and Lyon-Caen (1990), (20)  Zhang and Lay (1990b); 
and free-oscillation study of (21)  Jordan (1991). Our moment and depth 
estimates overlap with those of other investigations. Duration results for 
our preferred propagation model (MPA) are consistent with those of 
body-wave studies. 
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whereas the seismic moment at long periods was margin- 
ally larger than at least some body-wave results, suggest- 
ing that deep, slow slip may have occurred during the 
earthquake. With our further surface-wave analysis, our 
seismic-moment estimate is slightly reduced to 
( 3 . 0 Â ± 0 . 2 ) ~ 1 0 ~  N-m; other surface-wave and free-oscilla- 
tion results give estimates of 2.5x1019 to 3 . 4 ~ 1 0 ~ ~  N-m. 

. ~ d e e  oscillations i i ig! *19 1 i 

^ l i l f j j  15 I A surface Waves t :  A .  1 

1 1.5 2 2.5 3 3.5 4 
SEISMIC MOMENT, IN 1019 NEWTON-METERS 

DEPTH, IN KILOMETERS 

- - 

DURATION, IN SECONDS 

The body-wave results (fig. 14) for seismic moment range 
from 1.7x1019 to 3 . 0 ~ 1 0 ~ ~  N-m, and the most complete 
body-wave studies (for example, Wald and others, 1991) 
yield the larger values. If these body-wave results are not 
biased by the renormalization procedure used in scaling 
up poorly matched strong-motion waveforms to fit peak 
amplitudes, then we can conclude that there is no discrep- 
ancy in the moment estimates, suggesting a fairly high 
corner frequency for the source. Comparing depth esti- 
mates (fig. 14), we note that our depth estimate has a 
larger uncertainty than other long-period estimates. This 
larger uncertainty in part reflects our inversion of both 
Rayleigh and Love waves, which increases the sensitivity 
of our estimate to poorly known source structure but in- 
cludes our awareness of the strong model dependence. 
Thus, our error bars overlap with the results of previous 
body-wave studies, as well as of surface-wave and free- 
oscillation studies (fig. 14). Therefore, at present, no re- 
solvable discrepancy appears to exist between long- and 
short-period depth estimates. 

Finally, our results for source duration range from 11 s 
for the MPA model to 30 s for the PREM model. We 
prefer the results from the MPA model, for the reasons 
stated above. Thus, the centroid time of the moment re- 
lease is 6.1 s after the onset of rupture. The surface waves 
we use are more sensitive to the centroid time than to the 
shape of the source function. To compare this result with 
the body-wave results, we must ensure a common origin 
time for reference. Wald and others (1991) discovered a 
1.6-s precursor to the main rupture, which cannot be seen 
teleseismically but appears to correspond to the origin 
time of the local-array trigger, as reported by Dietz and 
Ellsworth (1990). Because we use this origin time 
(0004:15.21 G.m.t. Oct. 18, 1989) in our analysis, our 
time function must be shifted slightly from those obtained 
from teleseismic body-wave results (fig. 15). The source- 
time function from our study and that from teleseismic 
broadband body-wave deconvolutions (Wallace and oth- 
ers, 1991) have highly consistent centroid times. Given 
our preference for the results from the MPA model, we 
find no duration discrepancy. Thus, we see no evidence 
supporting the hypothesis of a significant frequency de- 
pendence of the source parameters, and thus no evidence 
for deep, slow slip or other anomalous long-period radia- 
tion. 

Although our procedure provides an optimal centroid 
location for each model combination, we attach no sig- 
nificance to this location because it is probably a manifes- 
tation of model inadequacies. Comparing our centroid 
location from the second-step inversions to the CMT so- 
lution (fig. l) ,  we find that our centroid location is shifted 
to the west, whereas the CMT inversion shifts the cen- 
troid to the east, of the epicenter. This difference prob- 
ably results from the different types of data used. If we 
use the CMT centroid location in the surface-wave inver- 
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sion, we obtain unacceptable results, suggesting that the 
CMT inversion and centroid location primarily fit the body- 
wave part of the seismograms. We have demonstrated that 
global Q and source-velocity models have little effect on 
the centroid location. Furthermore, we note that the phase- 
velocity-propagation models affect the centroid location 
in the second-step inversion, despite our use of optimal 
source durations for the different models. This effect indi- 
cates that residual phase anomalies from the first-stage 
inversion can be suppressed in the second-stage inver- 
sion, which uses a complex-number representation of the 
spectra. We find that by minimizing the second-stage er- 

I I surface-wave source-time function 

Body-wave source-time function 

I Local broadband (SAO Z) 

TIME. IN SECONDS 

Figure 15.-Comparisons of our surface-wave source-time function, a 
deconvolved body-wave source-time function (Wallace and others, 1991), 
with local and teleseisrnic data (after Wald and others, 1991) for 1989 
Loma Prieta earthquake. BSR Z, TOL Z, SAR Z, and SAO Z are verti- 
cal-component displacement seismograms recorded at local or teleseismic 
distances. Labels 1, 2, and 3 on TOL Z seismogram denote identified 
pulses of energy corresponding to subevents. A 1.6-s time shift of strong 
motions and teleseismic signals relative to local-array-triggering arrival, 
caused by a small precursory radiation, was identified by Wald and 
others (1991). Note consistency in centroid time of moment release 
between surface- and body-wave source-time functions. 

ror, p, we can stabilize the estimation of source param- 
eters, regardless of which propagation model is utilized, 
as long as the excitation and Q structures are compatible 
with the data. 

CONCLUSIONS 

In this study, we have extended the analysis of long- 
period fundamental-mode Rayleigh and Love waves for 
periods ranging from 157 to 288 s for the 1989 Loma 
Prieta earthquake, and further explored the stability of the 
estimates of focal mechanism, seismic moment, centroid 
depth, source duration, and centroid location. Source du- 
ration and centroid location are both influenced by the 
choice of propagation model. By including a recent spheri- 
cal-harmonic degree 12 phase-velocity model, MPA, the 
long-period analysis gives a source duration and source 
location consistent with those from other studies. Attenu- 
ation and source-velocity-structure models mainly affect 
centroid-depth and moment-tensor estimates. We intro- 
duce a procedure for searching for an optimal centroid 
location that appears to significantly stabilize focal-mecha- 
nism determinations for simultaneous inversions of 
Rayleigh and Love waves. Although significant model 
uncertainty increases the confidence bounds on our source- 
parameter estimates, we find no significant discrepancies 
in the long-period parameters relative to the results for 
shorter period waves. Thus, we conclude that no evidence 
exists for anomalous long-period radiation from the main 
shock. Better resolution of frequency-dependent source 
phenomena will require improved propagation and attenu- 
ation models, many of which are currently being devel- 
oped. Future application of these new models to the 
excellent Loma Prieta data is well justified, given the large 
confidence bounds in the present work and the value of 
this event for calibrating methodologies. 
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ABSTRACT 

We have used broadband records from 18 teleseismic 
stations and three-component records from 16 local strong- 
motion stations in a formal inversion to determine the 
temporal and spatial distribution of slip during the earth- 
quake. Separate inversions of the teleseismic (periods, 3- 

Contribution No. 4935, Division of Geological and Planetary 
Sciences, California Institute of Technology, Pasadena, CA 91 125. 

30 s) and strong-motion (periods, 1-5 s) data sets result in 
similar source models. The data require bilateral rupture, 
with relatively little slip in the region directly updip from 
the hypocenter. Slip is concentrated in two patches: one 
centered 6 km northwest of the hypocenter at 12-km depth 
with an average slip amplitude of 250 cm, and the other 
centered about 5 km southeast of the hypocenter at 16-km 
depth with an average slip amplitude of 180 cm. This 
bilateral rupture results in large-amplitude ground mo- 
tions at sites both to the northwest and southeast along 
the fault strike. The northwestern patch, however, has a 
larger seismic moment and overall stress drop and thus is 
the source of the highest ground-motion velocities, a re- 
sult consistent with observations. The bilateral rupture also 
results in relatively moderate ground motion directly updip 
from the hypocenter, in agreement with the ground mo- 
tions observed at Corralitos, Calif. Furthermore, there is 
clear evidence of a foreshock (M-4.5-5.0) or slow rup- 
ture nucleation about 2 s before the main rupture; the 
origin time implied by strong-motion trigger times is sys- 
tematically nearly 2 s later than that predicted from the 
high-gain regional-network data. The seismic moment ob- 
tained from either or both data sets is about 3 . 0 ~ 1 0 ~ ~  
dyne-cm, and the seismic potency is 0.95 km3. Our analy- 
sis indicates that the rupture model determined from the 
teleseismic data set alone, independent of the strong-mo- 
tion data set, is adequate to predict many characteristics 
of the local-strong-motion recordings. 

INTRODUCTION 

In this study, we use a least-squares linear inversion of 
strong-motion and teleseismic data to solve for the spatial 
and temporal distribution of slip during the 1989 Loma 
Prieta earthquake (Me7.1). Although the geometry of the 
fault plane is fixed in the inversion, we chose it to be 
compatible with the teleseismic waveforms and the after- 
shock distribution. Our estimates of the spatial and tem- 

A235 
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poral distribution of slip should enhance studies of fault 
segmentation and earthquake recurrence (Working Group 
on California Earthquake Probabilities, 1988; King and 
others, 1990), which depend on reliable estimates of the 
rupture dimensions and slip amplitude. Furthermore, the 
variation in rake angle as a function of position along 
strike and downdip on the fault plane is critical to analy- 
ses of the complex fault interactions within the Sargent- 
San Andreas fault system (Dietz and Ellsworth, 1990; 
Olson, 1990; Schwartz and others, 1990; Seeber and 
Armbruster, 1990). 

We use the method of Hartzell and Heaton (1983), which 
has been shown to provide valuable insight into the rup- 
ture history of other California earthquakes (Hartzell and 
Heaton, 1986; Mendoza and Hartzell, 1988; Wald and 
others, 1990), as have other finite-fault approaches (Olson 
and Apsel, 1982; Archuleta, 1984; Beroza and Spudich, 
1988). In addition to providing an estimate of the rupture 
history for individual earthquakes, these studies also give 
new insight into the general characteristics of the rupture 
process that are common to many events. After studying 
slip models for several earthquakes, Mendoza and Hartzell 
(1988) suggested that large gaps in aftershock patterns 
commonly coincide with regions of relatively high slip. 
From the distribution of slip, we can also constrain the 
location and depth extent of significant energy release 
and characterize the distribution of stress changes on the 
fault. These results provide a starting point for calculating 
ground motions in future events comparable in size to the 
1989 Loma Prieta earthquake. Such ground-motion calcu- 
lations are important for augmenting the sparse data base 
of near-source strong-motion recordings of Af>7 crustal 
earthquakes. 

The 1989 Loma Prieta earthquake was well recorded at 
both local-strong-motion and teleseismic broadband sta- 
tions. The strong-motion velocity recordings used here 
are dominated by energy in the range 1-5 s, whereas the 
broadband teleseismic recordings show energy in the range 
3-30 s. This wealth of data provides an opportunity to 
compare rupture models that are derived independently 
from either strong-motion or teleseismic data sets with 
those derived from combined data sets and over a wide 
range of frequencies. Our results give insight into the limi- 
tations of previous studies that used less extensive data 
sets. 

DATA 

Ground motions from the 1989 Loma Prieta earthquake 
were recorded over a wide range of frequencies and dis- 
tances, from high-frequency waveforms observed on local 
accelerometers and regional seismic networks to very low 
frequency waveforms observed in teleseismic surface 

waves and geodetic line-length changes. Deterministic 
waveform inversion of high-frequency (>3 Hz) motion, 
however, requires an accurate and detailed knowledge of 
the wave propagation in the geologically complex struc- 
ture of the Loma Prieta region. Furthermore, inversion of 
high-frequency waveforms requires a proliferation of free 
variables that significantly increases computation time and 
decreases the stability of the inversion process. Therefore, 
we chose to concentrate our study on the lower-frequency 
part of the rupture history. Near-source, low-pass-filtered 
strong-motion and teleseismic body waves seem to be the 
most suitable data sets to study the general characteristics 
of the slip history. Although geodetic data can also pro- 
vide important constraints on an earthquake slip-distribu- 
tion model, they can be overly sensitive to the geometry 
of the inferred fault plane and so are not always suitable 
for determining detailed variations in slip. 

TELESEISMIC WAVEFORMS 

The teleseismic stations chosen for this study are listed 
in table 1. The data are digital recordings obtained from 
Chinese Digital Seismograph Network (CDSN), Institut 
National des Sciences de l'univers, France (GEOSCOPE), 
and Incorporated Research Institution for Seismology 
(IRIS) broadband components and Global Digital Seismo- 
graph Network (GDSN) intermediate-period components. 
These stations provide a uniform azimuthal coverage of 
the focal sphere and contain several near-nodal observa- 
tions for both P- and SH-wave source radiation (fig. 1). In 
this analysis, instrument responses were deconvolved from 
the original recordings to obtain true ground velocities. 

STRONG MOTION 

The distribution of near-source ground velocities used 
in this study is mapped in figure 2; station abbreviations, 
station geometries with respect to the epicenter, and trig- 
ger times (where available) are listed in table 2. The ve- 
locity waveforms were obtained by integrating corrected 
acceleration recordings provided by the California Divi- 
sion of Mines and Geology (CDMG) (Shakal and others, 
1989) and the U.S. Geological Survey (USGS) (Maley 
and others, 1989), and uncorrected recordings from the 
University of California, Santa Cruz (UCSC). The veloc- 
ity waveforms were bandpass filtered between 0.1 and 1.0 
Hz, using a zero-phase, third-order Butterworth filter. The 
horizontal components are rotated with respect to the epi- 
center to obtain "radial" and "tangential" components. 
Although this rotation is correct for energy originating 
near the epicenter, it is only approximate for source re- 
gions farther northwest and southeast along the fault. 



STRONG-MOTION AND BROADBAND TELESEISMIC ANALYSIS OF THE EARTHQUAKE FOR RUPTURE PROCESS A237 

Table 1 .-Teleseismic stations used in this study 

Station Distance Azimuth Backazimuth Phases 
(fig. 1) ( O )  (O) used 

A FI 
ARU 
CAY 
COL 
HIA 
HON 
HRV 
MDJ 
NNA 
OBN 
PPT 
RPN 
SCP 
SSB 
TOL 
WFM 

Two criteria were used to select stations for inclusion 
in the inversion: The observations should be both close to 
the aftershock zone and well distributed in azimuth. Within 
the epicentral region, peak ground motions are relatively 
independent of surface geology (Benuska, 1990). Care was 
also taken to avoid stations that seemed to have unusual 
site responses. For this reason, the CDMG station Agnew 
was not used, although it is at a similar distance and azi- 
muth to station LEX (fig. 2). UCSC stations BRN, LGP, 
UCS, and WAH were included to provide important sta- 

tion coverage to the west and southwest of the epicenter. 
These stations, however, did not record absolute time and 
required additional processing to remove a few random 
spikes in the raw acceleration data. Although the despiking 
process that we used may be inadequate at high frequen- 
cies, it provides useful velocity recordings at the frequen- 
cies of interest in this analysis (0.1-1 Hz). The station 
LGP acceleration recording exhibited a permanent step on 
the vertical component that does not carry through in our 
bandpassed data; the horizontal components were appar- 
ently unaffected. Station BRN was set for 0.5 g maximum 
amplitude, and because amplitude reached close to that 
value, the accuracy of the response is unknown. We ad- 
dress the issue of estimating absolute time for these sta- 
tions in the section below entitled "Inversion Method." 

FAULT-RUPTURE MODEL 

The fault parametrization and modeling procedure that 
we employ was described by Hartzell and Heaton (1983) 
in their study of the 1979 Imperial Valley, Calif., earth- 
quake. Faulting is represented as slip on a planar surface 
that is discretized into numerous subfaults. The ground 
motion at a given station can be represented as a linear 
sum of subfault contributions, each appropriately delayed 
in time to simulate fault rupture. Formal inversion proce- 
dures are then used to deduce the slip distribution on these 
subfaults that minimizes the difference between the ob- 
served and synthetic waveforms. 

EXPLANATION 

+ COMPRESSIONAL 
Â DILATIONAL Â DOWN 

s 0 NODAL s 0 NODAL 

Figure 1.-Focal spheres with plot of takeoff angles of P (A) and SH (B) waves from 1989 Loma Prieta earthquake, showing global distribution of 
broadband teleseisrnic stations used in this study. Radiation patterns are for a source mechanism with a strike of 128O, a dip of 70Â° and a rake of 138O. 
For SH waves, "up" refers to clockwise motion. 
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In this study, we represent the Loma Prieta rupture as a 
40-km-long plane striking N. 128' E. and dipping 70' 
SW. As a point of reference, the northernmost corner of 
our assumed fault plane in at lat 37.193' N., long 122.020' 
W. The fault extends from 1.5- to 20.3-km depth and has 
a downdip width of 20 km (fig. 3). 

We chose the overall dimensions of the fault to enclose 
the region of major aftershock activity (Dietz and 
Ellsworth, 1990); possible vertical strike-slip faulting on 
a second plane extending past the south end of our in- 
ferred rupture area is discussed below. The strike and dip 
of our fault plane (128' and 70Â° respectively) were cho- 
sen from the broadband-inversion results of Kanamori and 
Satake (1990). This fault plane is also consistent with the 
aftershock lineation (Dietz and Ellsworth, 1990), the fo- 
cal mechanism determined from first-motion data 
(Oppenheimer, 1990) and the P- and SH-wave teleseismic 
waveforms plotted in figure 4. Slight discrepancies in strike 
and dip would have little effect on our model results and 
conclusions. 

The fault-plane geometry chosen for this study differs 
somewhat from that used by Lisowski and others (1990) 

to model the geodetic data. Although they also used a dip 
of 70Â° they found that a strike of N. 136' E. (8' more 
northerly than ours) was needed to explain their data. Fur- 
thermore, their fault plane was shifted about 2 km to the 
west of our assumed plane, which was chosen to coincide 
with the aftershock distribution. In general, the geodetic 
data are more sensitive to fault geometry than are the 
waveform data, but they are not as powerful in resolving 
details of the slip distribution. Differences in the fault 
geometry inferred from static offsets, in comparison with 
waveform studies, may reflect complexities in the rupture 
process, such as a nonplanar fault surface or multiple- 
fault rupture. These complexities are not considered fur- 
ther in this study. 

Our fault plane is discretized into 12 subfaults along 
strike and 8 subfaults downdip, each 2.5 km long and 
3.33 km wide vertically (fig. 3). This subfault area is a 
compromise chosen to give sufficient freedom so as to 
allow the rupture variations needed to successfully model 
the ground motions and yet minimize computation time. 
The computation time for the inversion is proportional to 
the cube of the number of unknown parameters, in this 

- 
0 Sec 30 

u 

Figure 2.-Loma Prieta region, Calif., showing locations of strong-motion stations (triangles), epicenter of 1989 earthquake (star), and surface 
projection of model fault plane used in this study (shaded rectangle). Curves represent seismograms of radial (A)  and tangential (B) components of 
velocity recorded at each station; number to right of each curve is peak velocity (in centimeters per second). Irregular thin lines, faults (dashed where 
inferred), digitized from major Quaternary faults mapped by Jennings (1975). Crosses (fig. 2B), aftershocks. Dashed outline (fig. 2 0 ,  modified 
Mercalli intensity (MMI) contour separating regions of MMI VII and VIII (from Stover and others, 1990). 
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Table 2.-Strong-motion stations in the Loma Prieta region 

[Data sources: CDMG, California Division of Mines and Geology; UCSC, University of California, Santa Cruz; USGS, U.S. Geological Survey. Distance and azimuth 
measured from epicenter at lat 37'02.37' N., long 121'52.81' W. Station display adjusted to absolute time (see text). Trigger times measured from 0004:00.00 G.m.t. 
October 18, 1989; origin time measured from main shock at 0004:15.21 G.m.t. October 18, 19891 

Station 
(fig. 2) 

Station name Data Station Distance Azimuth Delay Trigger Origin 
source No. (km) ( O )  (s) time (s) time (s) 

AND 
BRN 
CAP 
CLD 
COR 
GGC 
GHB 
GL6 
HOL 
LEX 
LGP 
SAR 
SNJ 
ucs 
WAH 
WAT 

Anderson Dam, downstream 
Branciforte Drive 
Capitola Fire Station 
Coyote Lake Dam 
Corralitos 
Gavilan College 
Gilroy Historical Building 
Gilroy array station 6 
Hollister, Pine Street 
Lexington Dam 
Los Gatos Presentation Center 
Saratoga, Aloha Avenue 
San Jose, Santa Theresa 
University of California, Santa Cruz 
Walter's house 
Watsonville 

USGS 
ucsc 
CDMG 
CDMG 
CDMG 
CDMG 
CDMG 
CDMG 
CDMG 
CDMG 
ucsc 
CDMG 
CDMG 
ucsc 
ucsc 
CDMG 

'Accurately estimated from time at Gilroy array station 1. 
Digital instrument with memory before trigger time (P wave at 1.7 s). 

VELOCITY MODEL added a thin, lower-velocity layer to this model to better 
approximate elastic properties just beneath the strong-mo- 

The velocity model used to compute the DWFE Green's tion stations. 5-wave velocities were calculated by assum- 
functions is listed in table 3. P-wave velocities were cal- ing that the structure is a Poisson solid. 
culated by averaging the two velocity-depth profiles con- The velocity model used to compute the teleseismic 
structed by Dietz and Ellsworth (1990) for regions Green's functions (table 4) is a four-layer approximation 
northeast and southwest of the San Andreas fault. We to the local-velocity structure used in the strong-motion 

Point source 

DISTANCE ALONG STRIKE, IN KILOMETERS 

Figure 3.-Northwest-southeast cross section of fault-rupture model along fault plane, showing layout of subfaults (numbers 1-96) used in analysis. 
Enlargement shows distribution of point sources within each subfault. Largest circle radiating outward from hypocenter (star) represents position of 
rupture front after 5 s; smaller concentric circles delimit (slightly overlapping) fault regions slipping in time windows 1 (twl, shaded), 2 (tw2), and 3 
(tw3) (see fig. 18). 
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inversion (table 3). Heaton and Heaton (1989) discussed ample, the seismic velocities are nearly constant for both 
difficulties that arise when the seismic moments derived the teleseismic and strong-motion velocity models in the 
from different velocity models are compared. In this ex- depth range 7-18 km (the region of highest slip). This 

CAY 

1.40 

HON 4.13 

3.28 

NN A 

OBN 

PPT 

R P N  

NNA 

OBN 

PPT 

Figure 4.-Comparison of observed (upper curve) and synthetic (lower curve) seismograms recorded at broadband teleseismic stations (see fig. 1 for 
locations). First 16 stations are P waves, and last 8 stations are SH waves. Arrows denote arrivals detailed in figure 8. 
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Table 3.-Loma Prieta velocity structure for strong-motion data modeling 4-km depth. The position of the rupture front 5 s after the 
[V , P-wave velocity; V ,  5-wave velocity] 

V, Density Thickness Depth 
(k$s) ( k d s )  (g/cm3) (km) (km) 

Table 4.-Loma Prieta velocity structure for teleseismic data modeling 

[V , P-wave velocity; V,, 5-wave velocity] 

nucleation time is mapped in figure 3. 
Some flexibility in the rupture-velocity and slip-time 

history is achieved by introducing time windows (Hartzell 
and Heaton, 1983). In all inversions, each subfault is al- 
lowed to slip in any of three identical 0.7-s time windows 
after passage of the rupture front, thereby allowing for a 
possibly longer slip duration or a locally lower rupture 
velocity. Hartzell and Mendoza (1991) obtained nearly 
identical dislocation models for the 1978 Tabas, Iran, earth- 
quake (Mc=7.4) using both a linear inversion parametriz- 
ing slip with three time windows (as is done here) and a 
nonlinear iterative inversion that allows a single rupture 
at each point on the fault but a varying rupture velocity. 

In this study, each time window is separated by 0.6 s, 
allowing a small overlap in the 0.7-s-duration subfault 
source-time function. Thus, as mapped in figure 3, the 
region of the fault that is allowed to slip 5 s (for example) 
after rupture nucleation is within concentric bands occu- 
pied by the three time windows. We did not test for the 
possibility of a faster rupture velocity because initial indi- 
cations from our modeling showed that regions toward 
the northwest required slightly lower rupture velocities 
than 2.7 k d s ,  which can be approximated given the flex- 
ibility allowed for by the three time windows. 

INVERSION METHOD 

favorable coincidence means that a simple comparison of 
the seismic moments derived from teleseismic and strong- 
motion inversions is approximately valid. 

SOURCE-TIME FUNCTION AND RUPTURE 
VELOCITY 

The subfault synthetic seismograms are convolved with 
a dislocation-time history that we represent by the inte- 
gral of an isosceles triangle with a duration of 0.7 s. This 
slip function was chosen on the basis of comparison of 
the synthetic velocity-pulse width for a single subfault 
with the shortest velocity-pulse width observed, as well 
as from previous experience with this inversion method 
(Heaton, 1990). As Hartzell and Mendoza (199 1) pointed 
out, resolution of the slip function is difficult, although 
we are required by the strong-motion recordings to use a 
relatively short ( ~ 0 . 8  s) duration. 

The rupture velocity is assumed to be a constant 2.7 
k d s ,  or 75 percent of the shear-wave velocity in the main 
source region (table 3). Many observations, including the 
absence of tectonic surface slip (U.S. Geological Survey 
staff, 1990), indicate that little dislocation occurred above 

A constrained, damped, linear least-squares inversion 
was used to determine the subfault dislocations that give 
the best fit to the strong-motion velocity waveforms. The 
inversion is stabilized by requiring that the slip be every- 
where positive and that the difference in dislocation be- 
tween adjacent subfaults (during each time window), as 
well as the total seismic moment, be minimized, as dis- 
cussed by Hartzell and Heaton (1983). 

Smoothing, or minimizing the difference is slip between 
adjacent subfaults, is required to avoid instabilities, as 
well as downplay the role in the inversion played by start- 
ing and stopping phases associated with each subfault, If 
large variations in slip are allowed, such phases dominate, 
although they represent artifacts of the subfault 
discretization. Because numerous subfaults are required 
to resolve the spatial variations in slip, smoothing con- 
straints are needed. We expect the smoothing required for 
the teleseismic and strong-motion data to differ, in that 
the number of subfaults and their size remain fixed for 
each data set, although the dominant period of the energy 
varies. 

The teleseismic data can generally be fitted with some- 
what-isolated spikes of large slip, which would predict 
enormous (unphysical) localized slips and excessive high- 
frequency radiation. Thus, in practice, we increase the 
spatial-slip smoothing until the waveform fits begin to 
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degrade. Because the strong-motion inversion is more sen- 
sitive to higher-frequency radiation, the inversion auto- 
matically limits extreme variations in rupture, which 
produce excessive short-period radiation. Therefore, the 
strong-motion inversion needs minor additional smooth- 
ing. And in fact, substantial smoothing would degrade the 
strong-motion waveform fits. 

In essence then, the teleseismic rupture model may rep- 
resent a lower bound on the actual fault roughness and 
thus represents a lower limit to high-frequency radiation. 
Similarly, we might expect the strong-motion model, de- 
rived from velocity waveforms, to underestimate much- 
higher-frequency accelerations, but it may be adequate 
for frequencies slightly higher than used in the inversion, 
possibly as high as 5 Hz. 

Both the strong-motion observations and subfault syn- 
thetic seismograms were bandpass filtered from 0.1 to 1.0 
Hz with a zero-phase Butterworth filter and resampled at 
a uniform rate of 10 samples per second. The teleseismic 
data were similarly filtered from 0.02 to 1.0 Hz with a 
time step of 10 samples per second. The upper-frequency 
limit is imposed by the characteristics of the strong-mo- 
tion recordings. In general, more coherence is noticeable 
in the waveforms at periods above 1 s than at higher 
frequencies. Originally, the strong-motion data were low- 
pass filtered at 3 Hz, but we noticed significant complex- 
ity, apparently caused by local site responses. We modeled 
the first 25 s of the record for teleseismic data and be- 
tween 14 to 22 s of the strong-motion records (depending 
on the individual record). 

TIMING 

The initial alignment over time of the observed and 
synthetic seismograms is a critical issue in modeling wave- 
form data to determine the temporal and spatial distribu- 
tion of slip on the fault plane. In this type of study, two 
approaches are possible. One approach (commonly used 
for teleseismic-waveform inversions) is to time-shift the 
synthetic waveform from a point-source hypocenter until 
the first significant motion aligns with that of the ob- 
served recording. Later source contributions (from the de- 
veloping rupture process) can then be determined by 
modeling the remaining features of the record. This method 
is adequate when (1) the observed first arrival time is 
unambiguous and (2) the initial arrival is actually from 
the locally determined hypocenter (including the origin 
time). However, the first arrivals (observed on local seis- 
mic networks) for waves from the hypocenter may be too 
small to be seen teleseismically or on strong-motion re- 
cordings. These first arrivals are used to determine the 
hypocenter and origin time of the earthquake. Serious prob- 
lems arise if the first arrival on a teleseismic-waveform or 
strong-motion record is erroneously assumed to be from 

the hypocenter determined from local-seismic-network 
data. Hartzell and Heaton (1983) showed how serious this 
problem is when interpreting the 1979 Imperial Valley, 
Calif., earthquake. 

In the second approach, all correlations are done in 
absolute time, with appropriate time delays to accommo- 
date errors introduced by inadequacies of the assumed 
velocity model. At teleseismic distances, these delays can 
be substantial, and so master-event techniques must be 
used (for example, Hartzell and Heaton, 1983). For local- 
strong-motion data, the use of absolute time is preferable 
if it is known for most of the recordings. We use this 
second approach in our strong-motion-modeling study. 

When the trigger time on local strong-motion records is 
available (see table 2), both the observed and synthetic 
waveforms are aligned in absolute time. Slight adjust- 
ments are also made to allow for variations in traveltime 
not predicted by the assumed one-dimensional velocity 
structure (station delays, table 2). Although this proce- 
dure provides an approximate, static station delay, it does 
not eliminate timing errors introduced by lateral varia- 
tions due to subfault-to-station travelpaths that vary sig- 
nificantly along the fault. This issue can be addressed 
later with the analysis of aftershock recordings at strong- 
motion sites when these data are available. 

For strong-motion stations without absolute time, both 
the observed and synthetic waveforms will be aligned is 
we assume that the initial P wave triggers the instrument. 
The stations with timing are weighted heavily in the in- 
version, and those without timing are downweighted, ef- 
fectively removing them from the inversion. Using the 
preliminary inversion results, synthetic waveforms were 
calculated for those stations without timing, and new time 
estimates were obtained by comparing the observed with 
the synthetic waveforms. At some stations (UCS, WAH, 
fig. 2), the forward modeling was insufficient to estimate 
the timing, and so these stations were not given signifi- 
cant weighting in subsequent inversions. We did, how- 
ever, continue to compute waveforms for these stations 
for comparison with the observed waveforms and for later 
analysis. 

TELESEISMIC MODELING 

PRELIMINARY ANALYSIS 

Several broadband teleseismic studies of the 1989 Loma 
Prieta earthquake have been completed; their overall con- 
clusions were summarized by Wallace and others (1991). 
As pointed out by Choy and Boatwright (1990), three 
distinct arrivals are recognizable on most of the broad- 
band teleseismic velocity recordings (arrows, fig. 4). The 
first arrival is quite small but is visible on the P-wave 
records, about 1 s into the trace, at stations ARU, OBN, 
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and TOL (fig. 1). The first subevent is at the threshold of 
resolution for waveform modeling of teleseismic data. 

In general, previous teleseismic models describe the 
earthquake as a simple two-point-source combination rep- 
resenting two later, dominant subevents. The seismic mo- 
ments determined in these broadband studies range from 
2 . 0 ~ 1 0 ~ ~  to 3 . 0 ~ 1 0 ~ ~  dyne-cm and show a wide variation 
in the ratio of the seismic moments for the third subevent 
relative to the second subevent, depending on the assump- 
tions of the individual researcher. In addition, the esti- 
mate of the best point-source depths vary widely for the 
second and third subevents, or for a single estimate of the 
centroid location. This variation suggests that the rupture, 
though over a finite area, was not extensive enough to be 
easily resolved teleseismically (that is, S35 km), a result 
consistent with the limited extent of the rupture inferred 
from the aftershock distribution alone (Dietz and Ellsworth, 
1990). 

When teleseismic velocity waveforms are integrated into 
the displacements, arrivals become difficult to distinguish 
from individual subevents. In particular, the arrival from 
the second subevent appears as a subtle inflection in the 
large pulse from the third subevent. Although nearly iden- 
tical results were obtained by modeling the teleseismic 
displacement waveforms, we find it easier to compare ob- 
served and synthetic velocity waveforms. 

INVERSION RESULTS 

The spatial distribution of slip obtained from inversion 
of only the teleseismic-waveform data is plotted in figure 
5. We use a large contour interval (50 cm) to emphasize 
the robust features of our model; the dislocations shown 
represent the combined slip for the three time windows 
previously mentioned. 

Our teleseismic model has a seismic moment of 2 . 8 ~ 1 0 ~ ~  
dyne-cm. The observed teleseismic records (upper curves) 
are compared with the synthetic seismograms (lower 
curves) predicted by the teleseismic dislocation model in 
figure 4. The main features of this model are (1) a two- 
lobed bilateral rupture with a slightly higher slip to the 
northwest, (2) concentration of the highest slip at a depth 
of 11 krn for the northwestern patch and slightly deeper 
for the southeastern patch, and (3) low slip in the region 
updip from the hypocenter. 

Directivity controls the waveform and amplitude only 
when the rupture front propagates at a velocity compa- 
rable to that of the phase of interest. Thus, the teleseismic 
body waves, all with steep takeoff angles, are limited in 
their ability to resolve rupture directivity along strike but 
are quite sensitive to updip or downdip rupture propaga- 
tion. The absence of vertical directivity is apparent in our 
solution. Because the teleseismic-waveform data do not 
allow significant slip updip or downdip from the hypo- 

center, most slip must occur along strike from the hypo- 
center. Bilateral rupture is indicated by the timing of the 
second and third arrivals and by the absence of significant 
azimuthal arrival-time differences between the two domi- 
nant arrivals. As discussed in the next section, this model 
explains many of the features observed in the local-strong- 
motion data. 

STRONG-MOTION MODELING 

PRELIMINARY ANALYSIS 

PEAK MOTIONS 

Inspection of the pattern of near-source peak ground 
velocities (fig. 2) reveals that the largest motions occurred 
at stations located near the northwest (LEX, LGP, SAR) 

20 40 
DISTANCE ALONG STRIKE, IN KILOMETERS 

Figure 5.-Northwest-southeast cross section of model fault (fig. 3), 
showing contours of dislocation for strike slip (A), dip slip (B), and 
oblique slip (0 predicted from teleseismic inversion. Contour interval, 
50 cm. Star, hypocenter of 1989 Loma Prieta earthquake. 
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and southeast (HOL, WAT, GHB) ends of the aftershock 
zone. A tendency for large motions at both ends of the 
aftershock zone, particularly to the northwest, is evident 
in the modified Mercalli intensity (MMI) VII isoseismal 
map (fig. 2C), in contrast to the relatively small ampli- 
tudes recorded at station COR, directly updip from the 
hypocenter, where we expected to see a strong directivity 
from a rupture propagating updip. 

Additional evidence for bilateral rupture is the timing 
and similarity of the velocity recordings at stations GGC 
and SAR (fig. 6); these stations are symmetrically located 
about the fault plane and at nearly the same epicentral 
distance (fig. 2). Polarities for the radial and vertical com- 
ponents at station SAR are reversed to correct for the 
change in sign of the P- and SV-wave-radiation patterns 
and to enhance the comparison. Although absolute time 
unavailable for station SAR, the timing at this station was 
estimated by noting the similarity of the S waveform to 

that at station LEX (fig. 2) and then correcting for the 
additional shear-wave-propagation time from station LEX 
to station SAR. The timing and waveforms of the main 
arrivals at stations GGC and SAR are similar, although 
they are slightly earlier at station GGC than at station 
SAR; however, the peak amplitudes are considerably larger 
at station SAR (fig. 2). These observations demand a nearly 
symmetrical, bilateral rupture, with considerably more 1- 
Hz energy radiated northwestward. A single asperity cen- 
tered at or above the hypocenter could also explain the 
symmetry in timing and waveform at these stations, al- 
though it is inconsistent with the small amplitudes ob- 
served at stations located near the center of the aftershock 
region (BRN, CAP, COR, UCS, WAH, fig. 2) that should 
otherwise be enhanced by a slip concentration in the cen- 
ter of the fault. Furthermore, a central asperity cannot 
easily account for the larger amplitudes observed to the 
northwest and the lower amplitudes observed to the south- 

0 10 SECONDS - 
Figure 6.-Comparison of radial (left), tangential (middle), and vertical (right) components of velocity 
recorded at strong-motion stations GGC (A) and SAR (B) (see fig. 2 for locations), aligned vertically in 
absolute time, normalized to peak velocity, and shown at same scale. Polarities of components are reversed 
in figure 6 5  to enhance comparison. Obs., observed seismograms; syn., synthetic seismograms, with contri- 
butions from northwest (NW.) and southeast (SE.) halves of model fault. 
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east. These observations agree with the main features found 
from inversion of the teleseismic-waveform data. 

TRIGGER TIMES AND RUPTURE INITIATION 

We use the hypocentral parameters of Dietz and 
Ellsworth (1990), as listed in table 2. In figure 7, we 
compare the theoretical P-wave traveltimes at each sta- 
tion with the corresponding trigger times. Because strong- 
motion accelerometers are triggered only by vertical 
motions, they probably were triggered by P-wave arriv- 
als. The accelerometers, however, were actually triggered 
nearly 2 s later than the P-wave arrival time predicted 
from the hypocentral parameters of Dietz and Ellsworth 
(1990). At station COR, nearly directly above the hypo- 
center (fig. 2), the observed trigger time is about 1.8 s 
after the P-wave-arrival time predicted by using the ve- 
locity model listed in table 3. Other stations show similar 
delays. We examine this delay in figure 8 by plotting the 
waveforms and timing of data from various instrument 
types: the low- and high-gain vertical components at USGS 
station BSR, teleseismic station TOL, strong-motion sta- 
tion SAR, and station SAO (San Andreas Geophysical 
Observatory), a University of California, Berkeley, broad- 
band Streckeisen instrument. The waveforms for stations 
BSR and SAO are aligned on their first motions, and sta- 
tions TOL and SAR are aligned according to our interpre- 
tation of the rupture initiation. That is, the simplest 

@/ EXPLANTATION 

- Theoretical P times 
- - - - Theoretical S times 

Trigger time I 
o ~ f t " ' i ~ ' i ~ ' $ ~ " ~ i ' ~ ~ ~ i ' ~ ~ " ~ * 5 " ~ ~ ' ~ ~  

EPICENTRAL DISTANCE, IN KILOMETERS 

Figure 7.-Strong-motion trigger time versus epicentral distance for ve- 
locity model listed in table 3, based on origin time of main shock at 
0004:15.21 G.m.t. October 18, 1989. Dot at 7 km distance is COR, 
Corralitos strong-motion station (fig. 2). 

explanation for this 2-s delay is that a foreshock, too small 
(MS) to trigger the strong-motion instruments, occurred 
about 2 s before the main rupture; this foreshock was 
used to locate the hypocenter from the high-gain regional- 
network data. We suggest, however, that the initial 2 s 
represents the initial stage of rupture, possibly a smooth, 
slow growth episode (Wald and others, 1991). As plotted 
in figure 8, the initial stage of rupture clipped the nearby 
high-gain station BSR but shows a long-period character- 
istic in the low-gain component. This low-gain compo- 
nent clipped after about 1.6 s, after which (1) the first 
teleseismic energy becomes visible, (2) the strong-motion 
stations begin to trigger, and (3) the local broadband sta- 
tions change from a long-period one-sided waveform and 
dramatically clip. These observations can be interpreted 
as a slow rupture nucleation that generated insufficient 
long-period energy to be seen teleseismically and insuffi- 
cient high-frequency radiation to trigger the strong-mo- 
tion instruments. 

The observation that led to the discovery of this timing 
problem was the initial inversion of the strong-motion 
waveforms, using absolute time. The resulting slip-distri- 
bution model required a two-lobed pattern similar to that 
in the teleseismic-waveform data, but the centers of these 
lobes were forced toward the sides of the fault. This slip 
distribution was inconsistent with that derived from the 
teleseismic-waveform data and with the source region sug- 
gested by the aftershock pattern (Dietz and Ellsworth, 
1990). Furthermore, it generated inferior fits to the strong- 
motion data. 

Thus, the failure to account for this delay can seriously 
affect source models based on waveform inversion, using 
absolute timing. In particular, the modeled rupture front 
would already have progressed 5 km away from the hypo- 
center during this 2-s interval, when, in fact, probably 
very little rupture propagation occurred during this pe- 
riod. Owing to the initial weak 1.8 s of rupture, the strong- 
motion records appear to be delayed by 1.8 s with respect 
to Dietz and Ellsworth's (1990) origin time. We thus 
choose to ignore the foreshock or rupture initiation, and 
we begin modeling at the time of the first significant 
strong-ground motion. We assume that the main rupture 
began at or near Dietz and Ellsworth's (1990) hypocentral 
location 1.8 s after their origin time, and then allow the 
rupture to propagate outward from that location. This ap- 
proach is consistent with our analysis of the teleseismic- 
waveform data, which also begins with the first significant 
rupture, because the initial rupture or foreshock was too 
small to be recorded teleseismically. 

It is not uncommon for the hypocenter determined from 
high-gain regional-network data to represent a foreshock 
or an earlier stage of rupture not observed on other data 
sets. Wald and others (1990) discussed the rupture pro- 
cess of the 1987 Superstition Hills, Calif., earthquake and 
suggested that the network hypocenter represents an ear- 
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lier foreshock and not the main rupture initiation. There- 
fore, on the basis of the strong-motion and teleseismic 
data, that event began rupturing in a different location 
from the hypocentral coordinates determined from the re- 
gional-network data. 

INVERSION RESULTS 

The distribution of slip calculated from the inversion of 
only the strong-motion velocities is plotted in figure 9, 
and the observed (upper curve) and synthetic (lower curve) 
strong-motion velocities are compared in figure 10. The 
strong-motion rupture model is similar to that derived from 
the teleseismic inversion (fig. 5). Again, slip is concen- 
trated in two patches, one centered about 8 km northwest 
of the hypocenter at 12-km depth with a peak slip ampli- 
tude of 350 cm, and the other centered about 6 km south- 

east of the hypocenter at 16-km depth with a peak slip 
amplitude of 460 cm. These parameters are summarized 
in table 5. As for the teleseismic inversion, the largest 
localized slip concentrations are northwest of the hypo- 
center. 

The overall pattern of the strong-motion slip duration 
and waveform complexity is explainable by the relative 
positions of individual stations with respect to the two 
lobes of concentrated slip. The observed (first curve) and 
synthetic (second curve) velocities at selected strong-mo- 
tion stations are compared in figure 11, along with the 
surface projection of the fault plane and strong-motion 
slip distribution. To better understand our synthetic wave- 
forms, the synthetic seismograms that result from rupture 
on only the northwest (third curve) and southeast (bottom 
curve) halves of the fault are also compared in figure 11. 
A similar breakdown of the synthetic ground motions for 
all components at stations GGC and SAR (fig. 2)is shown 

Local Array (BSR V) 

I I Local Arrav Low Gain fBSR Z) 

I I 
I I 
1 I 
I I 
I I Local Broadband (SAO Z) 
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1 1 TIME, IN SECONDS 
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Figure 8.-Comparison of waveforms at broadband teleseismic stations (see fig. 1 for locations) indicating 
delay to main part of rupture, aligned in absolute time except for record at station TOL. Vertical dashed lines 
indicate times of 0.0 and 1.8 s. Z, vertical component of velocity. Numbers 1 through 3 on station TOL 
record refer to arrivals denoted by arrows in figure 4. 
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in figure 6. 
strike (LEX, 
the nearby sl 

Velocities at stations located nearly along 
SAR, GGC, GHB, fig. 2) are controlled by 
ip concentration and show little contribution 

from the farther lobe. This result is attributable to both 
the additional distance from the farther lobe of concen- 
trated slip and the favorable source directivity at stations 
in the direction of rupture. Thus, the waveforms at 
alongstrike stations are simple, large in amplitude, and 
short in duration. Stations in the central section of the 
fault (CAP, COR, fig. 2) show smaller amplitudes and 
more waveform complexity, resulting from the absence of 
rupture directivity and the interference of contributions 
from the northwest and southeast regions of high slip. We 
expect these waveforms to be the most difficult to model, 
because the synthetic seismograms are controlled by in- 
terference of the wavefields from two propagating rupture 
fronts that are diverging from one another. 

0 

10 

ran 
'"0 20 40 " 

DISTANCE ALONG STRIKE. IN KILOMETERS 

Figure 9.-Northwest-southeast cross section of model fault (fig. 3), 
showing contours of dislocation for strike slip (A), dip slip (B), and 
oblique slip (C) predicted from strong-motion inversion. Contour inter- 
val, 50 cm. Star, hypocenter of 1989 Loma Prieta earthquake; dots, 
aftershocks of m4.0 projected onto model fault plane. 

SENSITIVITY TO STATION COVERAGE 

Of concern when inverting waveform data for source 
rupture processes is the consideration of possible con- 
tamination from site effects and flawed data. John Vidale 
(oral commun., 199 1) suggested that the strong-motion 
instrument at station LGP (fig. 2) moved during the main 
shock, resulting in data of questionable reliability. Al- 
though we believe that the data from this station are well 
behaved on the basis of its waveform data, frequency con- 
tent, and amplitude similarities to the data from neighbor- 
ing stations LEX and SAR (see figs. 2B, 2 0 ,  we performed 
a test inversion excluding the data from station LGP to be 
certain of the role of that station in the final solution. The 
result indicated that removal of the data from station LGP 
has almost no effect on the source model. This result 
might have been anticipated because any single station 
has only a limited role in the total solution and, in par- 
ticular, the data from station LGP are nearly redundant, 
considering that the waveforms at adjacent stations SAR 
and LEX require a similar source contribution. In fact, 
forward modeling for station LGP with the solution deter- 
mined without considering those data fits that record well, 
confirming our observation that the waveform is properly 
behaved and dominated by useful source information. 

JOINT TELESEISMIC AND 
STRONG-MOTION INVERSION 

Although the teleseismic and strong-motion models have 
several features in common, variations in the results are 
apparent. The teleseismic model shows considerably more 
strike slip in the shallow southeastern section of the fault. 
In addition, the overall depth of the slip concentration in 
the southeast half of the fault is deeper in the strong- 
motion model. 

To test the compatibility of the teleseismic-waveform 
and strong-motion data, and to establish a model consis- 
tent with both, we performed a combined inversion of 
both data sets. In the combined inversion, we used the 
average of the smoothing weights used in the separate 
inversions. Also, because of the relatively small source 
dimensions, the near-source strong-motion data have more 
resolving power than the teleseismic-waveform data, which 
are dominated by a single velocity pulse that is not as 
sensitive to subtle changes in the details of the rupture 
process as are the higher-frequency strong-motion data. 
Accordingly, we chose to weight the strong-motion data 
by a factor of 2 over the teleseismic-waveform data in the 
combined inversion. 

The slip distribution resulting from the combined in- 
version of the strong-motion and teleseismic-waveform 
data (fig. 12) is nearly identical to that resulting from the 
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inversion of either data set. This result could have been The combined model, which we prefer, represents a com- 
anticipated because our previous models, which were de- promise between our two previous source models. To best 
rived from these independent data sets, are so similar. satisfy both data sets, however, slip is more concentrated 
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Figure 10.-Comparison of observed (upper curve) and synthetic (lower curve) seismograms of velocity at local-strong-motion stations (see fig. 2 for 
locations). Number to right of each curve is peak velocity (in centimeters per second). Stars, forward modeling only. 
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in the central part of the northwest lobe of dislocation, in FORWARD MODELING OF 
comparison with the more diffuse slip in the previous GROUND MOTION 
models. The matchup of teleseismic waveforms is only 
slightly degraded, and the strong-motion synthetic seis- In this section, we use our finite-fault-source inversion 
mograms are only slightly affected by the increased results to characterize ground motions more generally. 
smoothing constraints. 
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Figure 10.-Continued. 
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form data alone are sufficient to adequately resolve the 
source characteristics necessary to predict local strong 
ground motions. In forward modeling, this hypothesis was 
tested by predicting the strong motions, using the teleseis- 
mically derived source model. We then compared the 
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strong motions predicted by the teleseismic source model 
with those predicted by the strong-motion source model. 

Second, we show that the inversion of strong-motion 
data is useful for estimating the ground motions over the 
entire source region. The overall distribution of strong- 
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Figure 10.-Continued. 
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Table 5.-Inversion model 

["Northwest" and "southeast" refer to halves of the fault. Radius is of asperity used in stress-drop calculations (figs. 12-14). 
Stress drop is of asperities in northwest and southeast halves of the fault (shading, fig. 12)] 

Seismic moment Peak slip Radius Average Stress drop Model (1 026 dyne-cm) amplitude (cm) (km) slip (cm) (bars) 

Strong motion: 
Northwest ------- 1.9 
southeast -------- 1.2 

Tclcscismic: 
Northwest ------- 2.0 
Southeast -------- .8 

Strong motion and 
tclcscismic: 

Northwest ------- 2.2 
Southeast -------- .8 

0 20 KILOMETERS 

SECONDS 

OBS. 

SYN. 

NW 

S E  

Figure 11.-Loma Prieta region, Calif., showing locations of strong-motion stations (triangles), epicenter of 1989 earthquake (star), and surface 
projection of model fault plane used in this study (shaded rectangle). Curves represent observed (uppermost) and synthetic (second) seismograms of 
ground motion, with synthetic contributions from northwest (third) and southeast (lowermost) halves of model fault. Number to left of uppermost 
curve is common peak velocity to which all curves for each station are scaled. 
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motion velocities was characterized by predicting ground 
motions at various sites not represented by strong-motion 
recordings. In addition, we modified the source-rupture 
model and analyzed the overall effect of fault geometry 
and rake on the resulting ground motions. Specifically, 
we preserved the slip distribution of the strong-motion 
model, constrained the slip to be strike slip on the adja- 
cent vertical, shallow segment of the San Andreas fault, 
and then compared the resulting ground motions to those 
from the dipping, oblique-slip Loma Prieta rupture. This 
scenario of vertical strike-slip rupture is plausible for a 
future earthquake on this section of the San Andreas fault, 
and might be considered 
motions sustained during 
quake. 

GROUND-MOTION PREDICTION FROM 
TELESEISMIC MODEL 

Given the rupture model determined from inversion of 
the teleseismic-waveform data exclusively (fig. 5), it is 
straightforward to compute the local ground motions at 
the 16 stations that recorded the strong motions (table 2): 
We simply replace the strong-motion slip model with the 
teleseismic slip model and forward-model the resulting 
ground velocities. Recall that the fault-model parametri- 
zation is identical for both the strong-motion and 
teleseismic-waveform data; only the spatial smoothing and 

a lower bound on the ground final slip distribution, including the relative weights within 
the 1906 San Francisco earth- each of the three time windows, vary. 

We might expect that, given the similarities of the 
teleseismic model to the strong-motion model (figs. 5, 9), 
comparable strong motions would be predicted. The ob- 
served ground-motion velocities at selected stations are 
compared with the synthetic waveforms predicted by the 
strong-motion and teleseismic source models in figure 13. 
The various stations were chosen as representative of re- 
gions above the northwestern, central, and southern sec- 
tions of the fault. This waveform comparison indicates 

8 
300 that the teleseismic synthetic ground motions (lower curve) 

g 200 
fit the overall amplitudes and durations of the observed 

3 
100 

ground motions (upper curve) quite well. We expected 

$ 0  
the amplitudes and phases of individual arrivals to differ 
from the strong-motion data, considering that this phase 
information was omitted from the teleseismic inversion. 
We note, however, a slightly longer period quality in the 
teleseismic synthetic ground motions (lower curve) than 
in the strong-motion synthetic (middle curve) and observed 
(upper curve) seismograms. This shift to longer periods is 
noticeable at station LEX (fig. 13). 

For a more systematic comparison, we can quantify the 
misfit to observations for both the strong-motion and 
teleseismic source models by examining the difference in 
the response spectra of the observed and synthetic seis- 
mograms. We use the methodology of Abrahamson and 
others (1990) to evaluate the uncertainty in numeric strong- 
motion predictions as appropriate for engineering applica- 
tions. We calculate the natural logarithm of the spectral 
acceleration at 5-percent damping on each horizontal com- 
ponent and then average the spectra for the two horizontal 
components. As shown by Abrahamson and others (1990), 
the estimated model bias is given by the mean error, e, as 
a function of spectral frequency, f ,  by the relation: 

I 2 0 
DISTANCE ALONG STRIKE. IN KILOMETERS & ( ~ ) = - - ~ ( I ~ S A ~ - I ~ S A ; ) ,  l N  

Figure 12.-Northwest-southeast cross section of model fault (fig. 3), 
showing contours of dislocation for strike slip (A), dip slip (B), and 
oblique slip (Q predicted from combined inversion of teleseismic-wave- 

where SAY is the observed and SAis is the synthetic spec- 

form and strong-motion data. Contour interval, 50 cm. star, hypocenter tral acceleration for the ith recording, and N is the total 
of 1989 Loma Prieta earthquake. number of recordings. We compute the mean error only 
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for spectral frequencies within the bandpass of the inver- 
sion (0.2-1.0 Hz). 

The mean error averaged over both horizontal compo- 
nents of all stations, and the 90-percent-confidence inter- 
val of the bias for the strong-motion and teleseismic source 
models, are compared in figure 14. The model is consid- 
ered unbiased if its bias does not differ significantly from 
zero at the 90-percent-confidence level (Abrahamson and 
others, 1990). Over this frequency range, the strong-mo- 
tion synthetic seismograms show very little bias in com- 
parison with the observed seismograms. This result is not 
surprising, considering that the solution was determined 
by using a least-squares fit between the synthetic and ob- 
served strong-motion seismograms. 

In the teleseismic model, within the 90-percent-confi- 
dence interval, the bias differs only marginally from zero. 
The synthetic seismograms slightly overpredict the veloc- 
ity at frequencies below 0.4 Hz and underpredict it at 
higher frequencies. This result indicates, however, that 
the teleseismic source models, determined independently 
from the strong-motion data, can be used to predict the 
near-fault ground motions for comparable earthquakes that 
might lack strong-motion recordings. 

We note that the forward prediction of strong motions 
from the teleseismic-waveform data is sensitive to the spa- 
tial smoothing chosen for the teleseismic model. For this 
reason, the 1989 Loma Prieta earthquake, with abundant 
teleseismic-waveform as well as local data, presents a 
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Figure 13.-Comparison of observed seismograms (top curve), synthetic seismograms produced with strong-motion dislocation model (middle curve), 
and synthetic seismograms produced with teleseismic dislocation model (bottom curve) for radial (R), tangential (T), and vertical (Z) components of 
velocity at local-strong-motion stations COR, GLH, and LEX (fig. 2). Number to right of curve is peak velocity (in centimeters per second). 
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unique chance to examine the relation between these pa- 
rameters. Because inversions of teleseismic-waveform data 
alone generally tend to prefer solutions with numerous 
isolated, high-slip subfaults, significant smoothing was 
required to minimize the variation of slip between adja- 
cent subfaults. Thus, as presented here, the teleseismic- 
waveform model represents a lower estimate of the fault 
slip heterogeneity. The net effect is a noticeable 
underprediction of the higher-frequency (>0.7 Hz) energy, 
as shown in figure 14, and a slight overprediction of 
longer-period ( ~ 0 . 4  Hz) energy. 

Our estimation of the smoothing required for the 
teleseismic model appears to be reasonable, considering 
the sufficient fit to the strong-motion predictions (figs. 
13, 14). In our future work, we will more fully examine 
the relation between the theoretical spatial smoothing used 
for teleseismic modeling and the effects on estimations of 
higher-frequency radiation. 

ESTIMATED PEAK-GROUND-VELOCITY 
DISTRIBUTION 

The dislocation model derived from inversion of the 
teleseismic and strong-motion data can also be used to 
characterize the ground motions at a site anywhere within 
the source region (fig. 1). For example, Hartzell and Iida 
(1990) used their rupture model of the 1987 Whittier Nar- 
rows,, Calif., earthquake, derived from inversion of local 
strong-motion data, to forward-model the ground motions 
over the entire epicentral region. In using this approach, 
we are limited only by the farthest distance to which ad- 
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SPECTRAL FREQUENCY, IN HERTZ 

equate Green's functions are available. For the Loma Prieta 
source area, we computed synthetic ground-motion ve- 
locities over a grid of stations (crosses, fig. 151, with east- 
west separations of 9 km and north-south separations of 5 
km, at a total of 64 locations in addition to the 16 original 
station locations (table 2). The peak ground velocity was 
determined at each gridpoint station, and then these val- 
ues were contoured over the source area. 

Two lobes of high peak velocities are apparent in fig- 
ure 15, one in the southeastern section of the fault and the 
other in the northwestern section. The largest-amplitude 
simulations, more than 70 c d s ,  are concentrated above 
the northwestern section of the fault. These two lobes 
represent the combined effects of the two asperity depths 
and locations (fig. 9), together with the source radiation 
pattern. The oblique mechanism, with an average rake of 
142O, favors radiation toward the northwest, even for a 
uniform slip distribution. 

The overall pattern of peak velocities (fig. 15) agrees 
well with many of the observed indicators of strong ground 
shaking during the earthquake, confirming that areas above 
the northwestern section of the fault underwent the stron- 
gest shaking, The largest ground velocities were measured 
at stations (LEX, LGP, SAR, fig. 2) within the northwest 
lobe of large computed ground motions. Furthermore, the 
MMI map of Stover and others (1990) (fig. 2C) shows a 
localized concentration of MMI VIII observations within 
the northwest lobe of large computed ground motions. 
This area of the southern Santa Cruz Mountains was also 
where most ground ruptures and fissures formed during 
the earthquake, particularly along Summit Road and 
Skyline Ridge. Ponti and Wells (1991) attributed these 

SPECTRAL FREQUENCY, IN HERTZ 

Figure 14.-Bias and 90-percent-confidence interval of bias versus spectral frequency for strong-motion inversion (A) and teleseismic inversion (B). 
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displacements to shaking-induced gravitational spreading 
of ridges and downslope movement, and noted that the 
greatest damage to competent structures and the highest 
concentration of topped trees, displaced boulders, and 
seismically activated landslides were in this area. 

Finally, to further characterize the ground-motion haz- 
ards in this area, we modified the strong-motion rupture 
model to simulate a vertical strike-slip rupture along the 
San Andreas fault with a comparable slip distribution to 
the Loma Prieta strong-motion model. By rotating the 
model fault to a vertical plane and constraining the dislo- 
cation to be pure right-lateral strike slip, we approximate 
rupture along the San Andreas fault. For consistency with 
the average depth of significant slip from other strong- 
motion waveform inversions of California vertical strike- 
slip earthquakes (Hartzell and Heaton, 1983; Beroza and 
Spudich, 1988; Wald and others, 1990), we needed to 
decrease the asperity depth relative to the Loma Prieta 
model fault by bringing the top of the fault to within 0.5 
km of the surface and translating the slip (see fig. 9) 5 km 
closer to the top of the fault (fig. 16). The strike was kept 
identical to that in the Loma Prieta model, causing a mi- 
nor discrepancy in the strike of the model fault (straight 
line, fig. 17) relative to the strike of the San Andreas 

fault. The absolute amplitude of slip was preserved, re- 
sulting in a slightly smaller total seismic moment (owing 
to the reduced rigidity at the depths of the shallower slip). 
The slight difference in the contours (compare figs. 9 and 
16) results from compressing the fault width over which 
slip occurs. 

The overall pattern of the resulting peak ground veloci- 
ties computed with the vertical strike-slip-fault model (fig. 
16) is shown in figure 17. Note that the overall velocities 
are higher than in the Loma Prieta model. These higher 
velocities are attributable to the relatively shallow slip 
relative to the Loma Prieta model. Note that the asperity 
toward the northwestern section of the fault is shallower 
than that toward the southeastern section (fig. 16), sug- 
gesting that near-source ground motions during the earth- 
quake were moderated by the relatively large average depth 
of significant slip. 

DISCUSSION 

We have presented our slip models by using contour 
maps that are spatially smoothed to deemphasize the abrupt 
subfault boundaries used in our inversion scheme. To com- 

Figure 15.-Lorna Prieta region, Calif., showing epicenter of 1989 earthquake (star), surface projection of model fault plane used in this study (shaded 
rectangle), and contours of peak ground velocity predicted from strong-motion source model. Contour interval, 10 Ws. Crosses, grid of stations used 
in forward modeling. 
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pare our inversion models in more detail, the slip vectors 
for individual subfaults are shown in figure 18, and the 
maximum absolute slip amplitudes are listed in table 5.  
The average rake angles, based on the relative compo- 
nents of strike slip and dip slip for the strong-motion, 
teleseismic, and combined inversions are 142', 144', and 
14S0, respectively, in agreement with the range of values 

DISTANCE h O N G  STRIKE, IN KILOMETERS 

Figure 16.-Northwest-southeast cross section of model fault (fig. 3), 
showing contours of dislocation for vertical strike slip predicted from 
strong-motion model, Contour interval, 50 cm. Star, hypocenter of 1989 
Loma Prieta earthquake. 

reported in teleseismic point-source studies by other re- 
searchers and with the geodetic modeling results (Lisowski 
and others, 1990). 

Although inversion of only the teleseismic-waveform 
data does not result in systematic spatial variations of the 
rake angle (fig. 18B), inversion of the strong-motion data 
(figs. 18A, 18C) shows a clear tendency for more nearly 
vertical rake angles of slip to the northwest of the hypo- 
center and more nearly horizontal rake angles of slip to 
the southeast. Although our model assumes that all slip 
occurs on a single, 70'-dipping plane, this systematic 
change in rake angle coincides with an apparent change in 
dip of the aftershock zone from about 70' for the segment 
northwest of the hypocenter to nearly vertical near the 
southeast edge of the fault plane (Dietz and Ellsworth, 
1990). 

One shortcoming of our model is its failure to predict 
the large transverse motions observed at station HOL (fig. 
lo), although site-response studies indicate significant site 
amplifications at this station (Keiiti Aki, written commun., 
1991). Station HOL, which is located along the southeast- 
ward projection of the fault, has an unusually large mo- 
tion perpendicular to the fault strike (fig. 2B). This 

Figure 17.-Lorna Prieta region, Calif., showing predicted contours of peak ground velocity from a vertical strike-slip rupture along the San Andreas 
fault, based on 1989 Lorna Prieta slip distributions. Contour interval, 10 c d s .  Irregular thin lines, faults (dashed where inferred), digitized from major 
Quaternary faults mapped by Jennings (1975); straight line, model fault length; star, epicenter of 1989 Loma Prieta earthquake. 
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waveform suggests strike-slip faulting on a separate, ver- 
tically dipping, southeast-trending fault plane at the south- 
east end of the aftershock area (possibly the San Andreas 
fault). The radiation pattern from a vertical strike-slip 
mechanism would greatly enhance the tangential compo- 
nent and yet not contribute to the near-nodal radial and 
vertical components. Such a model is consistent with the 
near-vertical aftershock distribution and strike-slip mecha- 
nisms near the southeast edge of the inferred rupture zone 

DISTANCE ALONG S T R I E ,  IN KILOMETERS 

Figure 18.-Northwest-southeast cross section of model fault (fig. 31, 
showing rake angle (vector) for each subfault as determined from inver- 
sion of strong-motion (A) and teleseismic ( B )  data sets, and from com- 
bined inversion of both data sets (0. Length of each vector is normalized 
to peak slip on model fault plane. Shaded circles, patches where most 
slip is concentrated; star, hypocenter of 1989 Loma Prieta earthquake. 

(Dietz and Ellsworth, 1990). Although a minor amount of 
pure strike-slip motion occurs on the shallow southeast- 
ern section of our model fault inferred f'rom the teleseismic- 
waveform data (2.5-7.5 km downdip, 23-36 km along 
strike; fig. 18), such motion is not seen in models inferred 
from the strong-motion data. 

To estimate the stress drop for the regions of concen- 
trated slip, we approximate their area with a circle and 
calculate the average slip amplitude within that circle 
(shaded circles, fig. 18). Using the stress-drop relation of 
Eshelby (1957) for a circular fault, Ao=7npii/16a9 where 
p is the rigidity (3.4 x1o1 dyne/cm2), ii is the average 
dislocation, and a is the radius, we obtain the stress drops 
listed in table 5. For the entire fault rupture, the relation 
of Parsons and others (1988) is more appropriate for a 
long, buried strike-slip fault: Ao=Cp.ii/w, where w is the 
downdip fault width and C is a constant dependent on the 
fault-plane dimensions. Using -our fault dimensions, their 
results require that Czl .75. Setting w=17 km, we obtain 
the stress drops for all three inversions listed in table 5. 

In general, the rupture dimensions of significant slip 
agree well with the overall slip dimensions based on the 
active perimeter of the aftershock zone (Dietz and 
Ellsworth, 1990). This result is consistent with the obser- 
vation of Mendoza and Hartzell (1988) that aftershocks 
commonly cluster along the margin of fault regions that 
underwent large coseismic slips. The regions of major 
slip in our model coincide with a region of relatively few 
aftershocks in the central part of the aftershock zone, al- 
though our model suggests less updip rupture than that 
inferred by Dietz and Ellsworth (1990) from the after- 
shock distribution alone. Thus, whereas the general fea- 
tures of the rupture can generally be inferred from 
aftershock activity, significant features of the rupture may 
be obscured in the aftershock patterns. The exact details 
of the aftershock pattern from the earthquake vary signifi- 
cantly, depending on the time period chosen for the analy- 
sis (for example, Dietz and Ellsworth, 1990, figs. 3a-3c). 
Therefore, we consider only larger (M>4.0) aftershocks, 
including those within the first 34 minutes after the main 
shock (Simila and others, 1990), and find that they tend to 
cluster around the major slip concentrations in our model 
(fig. 9C), particularly in the northwestern section of the 
fault. 

The use of three time windows (each of 0.7 s) allows 
several general observations about the rupture-velocity and 
slip-time history. We expect regions requiring a locally 
lower rupture velocity to make use of the later time win- 
dows so as to compensate for the lower, fixed rupture 
velocity. Likewise, regions with a higher rupture velocity 
would take advantage of only the first rupture window. 
Overall, in both the strong-motion and teleseismic inver- 
sions, slip in time window 1 dominates, and only minor 
slip occurs in time windows 2 and 3 (fig. 19) over much 
of the fault. This result implies that the rupture timing in 
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our model satisfies the data and that large variations in 
rupture velocity are unnecessary. In addition, a locally 
lower rupture velocity or somewhat longer slip duration 
may be evident along the outer northwestern margin of 
the northwestern asperity, in the same region where most 
M>4.0 aftershocks occurred. 

The concentration of most slip in time window 1 indi- 
cates that short slip durations (<I s) are preferred in our 
model at a given point on the fault, implying that only a 
small part of the entire rupture surface is slipping at any 
given time. For example, the section of the fault rupturing 
5 s after the nucleation time in figure 3 is shown as the 
shaded area within time window 1. Short slip durations, 
which have also been inferred for other earthquakes, have 

CONCLUSIONS 

From our analysis of the three inversions, we find a 
bilateral dislocation pattern, with two main regions of ob- 
lique slip: the first centered about 6 to 8 km northwest of 
the hypocenter at 11- to 13-km depth and the other cen- 
tered at 7 to 9 km southeast of the hypocenter at 15- to 
16-km depth. The northwestern patch, which has a larger 
seismic moment, a larger average slip amplitude, and thus 
a higher overall stress drop (table 5), is the source of the 
largest observed strong-motion velocities, recorded about 
20 km northwest of the epicenter (see figs. 2, 11). Domi- 
nant radiation toward the northwest is also confirmed by 
the overall damage patterns and landslides concentrated 

an important implications for rupture mechanics (Heaton, in areas northwest of the epicenter (Benuska, 1990). Like- 
1990). wise, an azimuthal dependence in the peak ground mo- 

tions was observed by Boore and others (1989) (see fig. 
6), who noted a tendency for high residuals relative to 
predicted peak velocities at rock sites toward the north- 
west relative to all other azimuths. 

A We now compare our slip model with the other finite- 
fault dislocation models for this earthquake (Beroza, 199 1 ; 
Hartzell and others, 1991; Steidl and others, 1991). Al- 
though significant differences in the amplitude and direc- 
tion of slip vectors exist between our model and the others, 
they all agree remarkably well on the overall characteris- 
tics of this rupture. All researchers conclude that a bilat- 
eral rupture with relatively low slip updip from the 
hypocenter best explains the waveforms, and researchers 

DISTANCE ALONG STRIKE,  IN KILOMETERS 

Figure 19.-Northwest-southeast cross section of model fault (fig. 31, 
showing contours of oblique slip predicted from strong-motion inver- 
sion for time windows 1 (A), 2 (B), and 3 (Q. Contour interval, SO cm. 
Star, hypocenter of 1989 Lorna Prieta earthquake. 

find that most slip occurred on two relatively small patches 
nearly equidistant from the hypocenter, one to the north- 
west and the other to the southeast. All studies indicate 
that a fairly uniform rupture velocity of approximately 80 
percent of the local shear-wave velocity, together with a 
relatively short slip duration at arry point (s1.5 s) best 
explains the observed waveforms. 

Although our model is similar in most respects to the 
others presented in this chapter, it differs substantially in 
two aspects. First, the local rake vectors vary significantly 
among the models discussed below. On average, the rake 
vectors of about 145' in the area southeast of the hypo- 
center agree between our model and that of Hartzell and 
others (1991). Both of these models have similar oblique 
rake components in the northwestern asperity. In contrast, 
the southeastern asperity in the models of Beroza (1991) 
and Steidl and others (1991) shows rake angles indicating 
nearly pure strike slip (rake, -160'-170Â° yet they have 
almost pure thrusting rake vectors (80'-90') within the 
northwestern asperity, These two models require an ap- 
proximately 80' change in rake vector from the south half 
to the north half of the fault and no corresponding change 
in dip. We emphasize that, although the slip distributions 
of Beroza (199 1) and Hartzell and others (1 99 1) look simi- 
lar, the rake vector in the region of dominant slip for 
these models (the southeastern asperity) differs by about 
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40' and would likely produce substantially different near- 
field ground motions. 

Second, in addition to variation in the local rake direc- 
tions, the partitioning of total slip along strike in asperi- 
ties northwest and southeast of the epicenter in our model 
requires more slip in the northwestern asperity (figs. 5, 9, 
18; table 5); the other models require most of the slip in 
the southeastern asperity. Considering that rise times, rup- 
ture velocities, and source geometries are similar among 
the various models, disparities in the resulting slip distri- 
bution most likely reflect variations in the data sets em- 
ployed. Other parameters being comparable, station 
coverage and weighting may be the most critical elements 
controlling the slip partitioning. A source of dominant 
radiation northwest of the epicenter is required by the 
strong-motion data used in our study (see fig. 2). In par- 
ticular, the large coherent arrivals at stations SAR, LEX, 
and LGP require significant slip and directivity. A com- 
parison of the waveform fits at station SAR by the vari- 
ous models is particularly revealing and reflects the 
differences in modeling strategy. 

The strategy adopted by Steidl and others (1991) was 
to obtain the largest possible azimuthal coverage by in- 
cluding stations out to 60 km. Thus, they modeled several 
distant stations to the north quite well, while doing a 
relatively poor job in fitting both waveform and ampli- 
tude at station SAR (fig. 2). They did not use stations 
LEX and LGP, which recorded the largest ground veloci- 
ties, and so the wavefield at these ray parameters is 
downweighted relative to distant samples. If their Green's 
functions are adequate for these distant stations and ours 
prove iess than desirable at stations LEX, SAR, and LGP, 
then they have a more reasonable interpretation. A de- 
tailed study of aftershock recordings at the various 
stations is one way to resolve this particular issue, be- 
cause local receiver structures can be recognized and the 
adequacy of the theoretical Green's functions may be 
examined. 

It is not so clear why the slip distribution of Beroza 
(1991) differs from ours. Although he did not use the 
vertical components of ground motion, his station selec- 
tion in the northwestern section of the fault is similar to 
that in our study. Waveforms fits at his northwestern sta- 
tions, however, show significant differences from those 
of our model. The differences in slip distribution may 
partly be due to differences in the applied Green's func- 
tions, as he suggested; we used the complete layered- 
space solutions, whereas he used only geometric-ray 
approximations. Again, a comparison of near- and far- 
field Green's functions with simple aftershocks at stations 
SAR and other stations should help resolve this issue. 

Slip in the southeastern asperity is evidently constrained 
by the southeastern stations, as described in figure 11. We 
used station WAT (fig. 2) and a few of the Gilroy array 
stations. We observed that the other Gilroy array stations 

have complex receiver functions, and so we omitted these 
stations from our analysis. The data sets used in the other 
studies excluded station WAT and included additional sta- 
tions from the Gilroy array. The use of a dense-set of 
stations over limited distance and azimuthal'iTanges pro- 
vides redundant coverage and may favor slip in the south- 
ern section of the fault. 

Clearly, the teleseismic-waveform data have less re- 
solving power along strike than the strong-motion data, as 
shown by comparison of the P and SH waveforms from 
this study and those of Hartzell and others (1991). Al- 
though the slip models differ considerably and are nearly 
northwest-southeast reversed, they produce nearly identi- 
cal teleseismic waveforms, suggesting an absence of reso- 
lution from this data set. The teleseismic-waveform data, 
however, resolve updip directivity and require a bilateral 
rupture with little updip slip. Again, the differences in the 
teleseismic source models probably result from variations 
in station coverage. Hartzell and others (1991) used simi- 
lar teleseismic stations to ours but added several addi- 
tional stations, particularly in the northwestern and 
northeastern azimuths. These additional stations, however, 
do not substantially augment azimuthal coverage and may 
actually bias the results. Removal of these stations 
from their inversion results in a model similar to ours, 
favoring northwestern slip (S.H. Hartzell, oral commun., 
1990). 

We note that even though the slip distribution and rake 
vectors vary, the net result of any of these models will be 
nearly the same at long periods. This similarity can be 
explained by the fact that the bilateral rupture radiates 
from both asperities simultaneously. Thus, as long as the 
net rake vector and total seismic moment are preserved, 
the resulting models should produce similar and adequate 
teleseismic-waveform matches, though not necessarily for 
the near-field data. That the waveform comparisons for 
all the strong-motion models are less than remarkable may 
reflect the need for a more complex rupture surface than 
the idealized flat-planar models used here. 

In general, the rupture process of the 1989 Loma Prieta 
earthquake was fairly simple for an Mz7.1 earthquake, 
rupturing only a relatively short ( ~ 3 5  km long) fault seg- 
ment (Kanamori and Satake, 1990). The relatively short 
duration of strong motion is partly attributable to the bi- 
lateral rupture. Furthermore, the relatively great depth of 
slip concentrations moderated the amplitude of ground 
velocities in the near-source region. 

Most of our current knowledge of fault-asperity charac- 
teristics has been derived from ground-motion frequen- 
cies lower ( e l  Hz) than the frequency range of most 
interest in earthquake engineering. Wald and others (1987, 
1988) found that large-scale asperity models derived from 
longer-period velocity data also explained many charac- 
teristics of the higher-frequency accelerograms. Our re- 
sults here indicate that the asperities which control 
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broadband teleseismic waveforms (3-30 s) also dominate 
higher-frequency strong motions (1-5 s). 

In an effort to understand the radiation of the higher- 
frequency motions during the 1989 Loma Prieta earth- 
quake, we performed an inversion with the observed and 
synthetic seismograms bandpass filtered from 0.1 to 3 Hz. 
We used a finer discretization of the fault plane into 200 
subfaults, each with dimensions of 2.0 km along strike 
and 2.0 km downdip. We also reduced the duration of the 
source-time function to 0.5 s. Our results indicate that the 
same regions of large slip which control the longer-period 
teleseismic waveforms and the strong-motion velocities 
as high as 1 Hz are also responsible for higher-frequency 
(>l .O Hz) radiation. We also note that the inversion using 
higher-frequency data appears to favor slightly more con- 
centrated asperities. Understanding the relation between 
long-period source models of large earthquakes and the 
radiation of high frequencies is critical for a prediction of 
ground motions in the frequency range of engineering in- 
terest. Our future work will address the characteristics of 
the high-frequency radiation further. Such study will re- 
quire more sophisticated timing corrections based on the 
aftershock data recorded at many of the strong-motion 
stations used here, as well as a more detailed treatment of 
the variations in propagation paths and site effects at indi- 
vidual stations. 
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ABSTRACT 

Coseismic displacements during the 1989 Loma Prieta 
earthquake were measured with the Global Positioning 
System (GPS). During February and March 1989, the Cali- 
fornia Department of Transportation (Caltrans) conducted 
a GPS survey in the Santa Cruz, Calif., area and south- 
ward to Watsonville, using single-frequency Trimble 
4000SL GPS receivers. In March 1990, we reoccupied 
eight of the Caltrans stations with dual-frequency Trimble 
4OOOSDT GPS receivers. Relative displacements were de- 
termined by differencing the two sets of station coordi- 
nates obtained from the preearthquake and postearthquake 
GPS surveys. During both surveys, U.S. Geological Sur- 
vey GPS receivers were collecting data on Loma Prieta at 
station LPl.  Incorporation of these data allowed us to tie 
the relative displacements in the local network to the 
coseismic displacement of station LPl determined by GPS 
measurements from the very long baseline interferometry 
site at Fort Ord, Calif, The peak horizontal displacement 
is 41.3k1.9 cm, and the peak vertical displacement is 
34.1k2.7 cm. The uncertainty in the observed displace- 
ments is dominated by the Caltrans survey because the 
data are single frequency and the observation sessions 
were short in duration (15-90 minutes). Examination of 
repeated baseline measurements indicates that the preci- 
sion of the preearthquake data is 1 cm in the horizontal 
components and 3.5 cm in the vertical components. Be- 

cause our data were collected with dual-frequency receiv- 
ers during 6-hour sessions, errors in the postearthquake 
survey are significantly smaller (0.5 cm in the horizontal 
components and 2-3 cm in the vertical components). 

INTRODUCTION 

The 1989 Loma Prieta earthquake was the largest to 
occur in northern California since the great 1906 San Fran- 
cisco earthquake, which geologic and geodetic data indi- 
cated was a vertical right-lateral strike-slip event (Lawson, 
1908). It was assumed that crustal deformation in the Santa 
Cruz Mountains resulted solely from strike-slip motion 
along a vertical San Andreas fault, but this assumption is 
clearly invalid. The 1989 earthquake exhibited large com- 
ponents of both right-lateral strike slip and reverse slip. 
The focal mechanism and aftershock distribution for this 
earthquake indicate that the rupture occurred on a 70' 
SW dipping plane (Dietz and Ellsworth, 19901, suggest- 
ing that the earthquake occurred on a different fault from 
that in 1906 and that crustal deformation in the Santa 
Cruz Mountains involves complex fault interactions 
(Olson, 1990; Segall and Lisowski, 1990). 

To effectively assess the seismic hazards in the Santa 
Cruz Mountains, a more complete understanding of crustal 
deformation in the region is needed. The first step is to 
examine the deformation associated with the 1989 Loma 
Prieta earthquake by determining the surface displace- 
ments, which will provide important constraints on fault 
geometry and slip distribution. The earthquake occurred 
within a region where the U.S. Geological Survey (USGS) 
maintains a geodetic network that was reoccupied shortly 
after the earthquake; coseismic displacements were re- 
ported by Lisowski and others (1990). The USGS has 
occupied stations throughout the San Francisco Bay re- 
gion for 25 years using electronic distance measurement 
(EDM) and during the past 10 years using the Global Posi- 
tioning System (GPS). For 15 years, the U.S. National 
Aeronautics and Space Administration (NASA) and the 
U.S. National Geodetic Survey (NGS) have also occupied 
stations in the region, using very long baseline interfer- 



A264 MAIN-SHOCK CHARACTERISTICS 

ometry (VLBI) (Clark and others, 1990). These VLBI mea- 
surements provide changes in station coordinates (displace- 
ments) relative to sites on "stable" North America, far 
removed from effects of the earthquake. EDM provides 
information about the distance between stations, whereas 
GPS allows high-precision determinations of the three- 
dimensional vectors between stations. In addition, level- 
ing bench marks were reoccupied after the earthquake. 
These data provide information about relative vertical 
coseismic displacements throughout the Santa Cruz Moun- 
tains, including the epicentral region (Marshall and oth- 
ers, 1991). Both VLBI and GPS data provide displacements 
relative to sites outside the deformation zone of the earth- 
quake. We refer to the displacements determined relative 
to such sites as "absolute," and to the displacements de- 
termined relative to local sites as "relative." 

This study was undertaken to determine coseismic dis- 
placements in the epicentral region west of the San An- 
dreas fault, where the USGS network was sparse. Shortly 
after the earthquake, we learned that the California De- 
partment of Transportation (Caltrans) had performed a GPS 
survey in the epicentral region during February and March 
1989. We reoccupied eight of their stations with GPS re- 
ceivers in March 1990 (fig. 1). Relative displacements are 
determined by differencing the preearthquake and 
postearthquake station coordinates. We can obtain abso- 
lute displacements by incorporating data collected at Loma 
Prieta (sta. LPl,  fig. 1) during both the preearthquake and 
postearthquake surveys. The displacement of station LPl 
is determined relative to the VLBI site at Fort Ord, Calif. 
We have calculated the precision of our relative displace- 
ments through a statistical examination of repeated mea- 
surements and found it to be within l to 2 cm for the 
horizontal components and within 3 to 4 cm for the verti- 
cal components. 

DATA COLLECTION 

During February and March 1989, 7 months before the 
earthquake, Caltrans conducted an extensive GPS survey 
in the Santa Cruz-Watsonville area (fig. 1). The Caltrans 
survey consisted of 36 stations, which were occupied with 
single-frequency Trimble 4000SL GPS receivers during 
multiple sessions of 15 to 90 minutes. The Caltrans data 
used in this project are listed in table 1. Because this 
survey was made in the epicentral region on the hanging- 
wall block, the coseismic displacements were expected to 
be much larger than the noise level in this short-session, 
single-frequency data set. In March 1990, we reoccupied 
eight of these Caltrans stations to determine the 
postearthquake relative coordinates. The stations were cho- 
sen to provide the widest distribution across the region, 
with five stations in a line parallel and four stations in a 
line perpendicular to the fault (fig. 1). The Stanford GPS 

data were collected on dual-frequency Trimble 4OOOSDT 
receivers during the 6-hour sessions (table 2). Relative 
coseismic displacements were calculated by comparing 
the relative coordinates of the stations before and after the 
earthquake. 

During both the preearthquake and postearthquake sur- 
veys, the USGS collected data on Loma Prieta at station 
LPl (fig. 1) with a dual-frequency TI4100  receiver (table 
3). Station LPl is part of an extensive USGS geodetic 
network that allows us to tie the Santa Cruz network to 
stations which were not disturbed by the earthquake. GPS 
measurements from stations LPl to Brush2 (Fort Ord) 
before and after the earthquake enabled us to determine 
the motion of station LPl relative to the absolute, VLBI- 
derived coseismic displacement of Fort Ord (Clark and 
others, 1990). Absolute displacements within the Santa 
Cruz network are determined by using this displacement 
for station LPl. 

An important part of the data collection is centering the 
GPS antenna on the tripod directly over the bench mark 
and measuring the vertical distance between the antenna 
and the bench mark. We used a rotating optical plumb to 
center the tripod over the bench mark. The antenna was 
leveled by using a sensitive bubble in a rotating carrier 
that clamps into the tribrach. To center and level the an- 
tenna, both Caltrans and USGS used bayonets, with bull's- 
eye leveling bubbles, that extended from the top of the 
tripod directly down to the bench mark. We determined 
the antenna height by measuring the slant height from the 
station marker to the top of the antenna ground plane. As 
a check, we also measured the vertical height from the 
bench mark to the base of the antenna adapter, Adding the 
height between the antenna adapter and the top of the 
ground plane (0.355 m) yields an independent measure of 
the antenna height (fig. 2). Vertical height and slant height 
were measured in both inches and meters. Caltrans mea- 
sured antenna height by using a Wild height hook, whereas 
the USGS measured the slant height in both inches and 
meters before and after the data collection. 

GPS measurements determine the intersite vector be- 
tween the electrical phase centers of the two antennas. 
These phase centers commonly are offset vertically from 
the physical top of the antenna and may also be offset 
horizontally from the antenna center. If identical antennas 
are used, the phase-center offsets cancel; however, if dif- 
ferent antennas are used, the relative phase-center offset 
must be known. The preearthquake survey used Trimble 
4000SL antennas except at station LPl (fig. I), which 
was occupied by a TI-4100 antenna. The postearthquake 
survey used Trimble 4OOOSDT antennas except at station 
LPl,  which was again occupied by a TI-4100 antenna. 
Thus, the displacement of station LPl relative to the Santa 
Cruz network stations will depend on the phase-center 
offsets. We have used the vertical offsets reported by 
Gurtner and others (19891, with the following exception: 
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We assume that the L l  and L2 phase centers of the TI- 
4100 antenna are 0.227 and 0.212 m, respectively, above 
the antenna base (Prescott and others, 1989). Because we 
recorded the antenna height to the top of the antenna 
ground plane for the Trimble antennas, we obtain an L l  
vertical offset of -0.007 m and an L2 offset of +0.011 m 
for the dual-frequency Trimble 4000SDT antenna, and an 
L l  offset of -0.015 m for the single-frequency Trimble 
4000SL antenna. We make no correction for horizontal 
phase-center offsets because these offsets are consider- 
ably smaller and less well determined. The tie between 

Loma Prieta (sta. LP1) and the Santa Cruz sites is sensi- 
tive to the relative offset between the TI-4100 and Trimble 
antennas, whereas the displacements between the Santa 
Cruz sites are independent of the antenna offsets. 

DATA ANALYSIS 

The preearthquake data were processed together in a 
network solution. The USGS data collected at station LP1 
(fig. 1) on March 1, 1989, and all of the Caltrans data 

-3 \ '\ ' 
3 , MONTEREY BAY,  1, 

<-rt \ 
\ 

\ ' 
\ s 

EXPLANATION 

Magnitude 

00 o +  

Figure 1.-Loma Prieta region, Calif., showing locations of major faults (thin irregular lines, dashed where inferred, queried where uncertain) and 
Global Positioning System stations (triangles) used to determine coseismic displacements near epicenter of 1989 earthquake (star). Solid triangles, 
stations occupied by California Department of Transportation (Caltrans) before earthquake and by us after earthquake. Stations Moe and H36A were 
occupied by Caltrans and used to strengthen preearthquake solution but were not reoccupied after earthquake; station LP1 was occupied by U.S. 
Geological Survey (USGS) during preearthquake and postearthquake surveys, and data from station LP1 were used to tie Santa Cruz network to 
USGS network. Numbers denote number of times baselines were measured during preearthquake survey; lines without numbers were measured only 
once. 
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Table 1 .-Preearthquake Global Positioning System data collected by the California Department of Trans- 
portation with single-frequency Trimble 4000SL receivers 

[Sampling interval, 15 s. Antenna height is vertical distance measured form bench mark to antenna's electrical phase center] 

Date JL$ Station Start time Stop time Number of (fig. 1) (G.m.t.) (G,m.t.) satellites 

Fcb. 27, 1989 

Fcb. 28, 1989 

Mar. 1, 1989 

Mar. 2, 1989 

Mar. 3, 1989 

Mar. 8, 1989 

Mar. 9, 1989 

Mar. 10, 1989 

Mar. 1 1, 1989 

Crowell 
H3 6A 
Pajaro3 
Porter 
H3 6A 
Leon 
Porter 
Traill 
Crowell 
Leon 
Pajaro3 
Traill 

H3 6A 
R121 

H3 6A 
R121 
Leon 
R121 
Leon 
Leon 

Porter 
Moe 

Porter 
Moe 
Porter 
Moe 

Crowell 
Traill 
Crowell 
R5 7 
Traill 
Crowell 
R57 
Traill 
Crowell 
Traill 

Cliff 
Crowell 
Cliff 
Crowell 
Cliff 
Crowell 
Cliff 
Crowell 

Cliff 
Crowell 
Porter 
Traill 
Cliff 
Crowell 
Moe 
Traill 
Cliff 
Crowell 
Traill 

Cliff 
Crowell 
Cliff 
Crowell 
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Table 2.-Postearthquake Global Positioning System data collected by Stanford University with dual-fre- 
quency Trimble 4000SDT receivers 

[Sampling interval, 15 s. Antenna height is vertical distance measured from bench mark to top of antenna ground plane] 

Date J u a n  Station S t  time S t  t i  height Number of 
day (fig. 1) (G.m.t.) (G.m.t.) 

(m) 
satellites 

Mar. 28, 1990 8 6 
8 6 
8 6 
8 6 

Mar. 29, 1990 8 7 
8 7 
8 7 
8 7 

Mar. 30, 1990 88 
88 
88 
88 

Leon 
Pajar03 
Porter 
R121 

Crowell 
Porter 
R5 7 
Traill 

Cliff 
Crowell 
Porter 
Traill 

Table 3.-Global Positioning System data collected by U.S. Geological Survey with dual-frequency T I - 4 0 0  
receivers 

[Sampling interval, 30 s. Antenna height is vertical distance measured from benchmark to base of antenna preamplifier] 

Date Julan Station S t  time S t  time 'Eight Number of 
day (fig. 1) (G.m.t.) (G.m.t.) 

(m) 
satellites 

Mar. 1, 1989 60 LP1 3:34 11:ll 1.7579 7 
Mar. 30, 1990 88 LP1 2: 12 7:49 1.4926 8 

Antenna phase center 

Antenna ground plane 

Antenna 
height 

Bench mark 

* - Antenna 
e r  correction ground plane 

height 
Vertical 

P? S . , n t  
/ height 

Antenna radius 

correction Hei@t F 
I 'slant 

Vertical ' height 
height I / 

Figure 2.-Diagram showing how antenna height was determined in postearthquake survey. Both slant height and vertical height were measured, and 
height correction was added to field-measured height to give height to top of antenna ground plane. Vertical distance from bench mark to antenna 
ground plane was used as antenna height. Phase-center correction, which is included in processing, is defined as offset between center of antenna 
ground plane and antenna's electrical phase center. 
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were used, except those collected at station Pajaro3 dur- 
ing session 581, the results from which yield unreason- 
able height changes at station Pajaro3, and so we believe 
that the antenna height (2.913 m) may be in error. For the 
postearthquake solution, all of the Stanford data plus the 
USGS data collected at station LP1 on March 30, 1990, 
were combined in a single network solution. In both solu- 
tions, the coordinates of station LP1 were fixed, and the 
coordinates of the other stations were estimated relative 
to station LP1. 

We processed the GPS data from the preearthquake and 
postearthquake surveys by using the Bernese GPS analy- 
sis software, version 3.2, with broadcast orbits. Because 
the scale of the Santa Cruz network is less than 35 km 
and broadcast orbits are believed to have a precision of 
-5 parts in lo7 or better (Hager and others, 1991), the 
error in the longest baselines due to orbital error should 
be 517.5 mm. We show below that the coseismic dis- 
placements in the epicentral region are approximately hun- 
dreds of millimeters, and so the error introduced by using 
broadcast orbits is comparatively small. 

The satellite clock errors are approximated by polyno- 
mials in time by using the coefficients sent as part of the 
navigation message from the satellite. Receiver clock cor- 
rections were determined at each epoch by using CIA 
code pseudorange, and residual satellite and receiver clock 
errors were eliminated by double-differencing the carrier 
phase. In processing the postearthquake survey, receiver 
clock corrections and initial coordinates were determined 
simultaneously from the CIA code pseudorange data. Be- 
cause the short sessions of the preearthquake Caltrans data 
did not provide enough information to estimate position 
and receiver clock errors simultaneously, we estimated 
the clock corrections while constraining the receiver co- 
ordinates to the postearthquake survey positions. The 
coseismic displacements are negligible relative to the er- 
ror in the pseudorange-determined coordinates and may 
safely be neglected in determining receiver clock correc- 
tions. 

Before further parameter estimation, single-difference 
phase files were created and cleaned of carrier-beat-phase 
cycle slips and outliers, using both automatic and manual 
programs. All the single-difference files were visually in- 
spected to ensure that they were "clean." The station co- 
ordinates, tropospheric zenith delay, and integer-phase 
ambiguities were estimated by using double-differenced 
carrier-phase observations. During these estimations, a 20' 
elevation cutoff angle was used to minimize antenna 
multipath effects. The propagation delay due to the tropo- 
sphere, which depends on temperature, humidity, and pres- 
sure, was estimated in the solution by using the 
atmospheric-zenith-delay model of Saastamoinen (1972). 
Zenith-delay parameters were estimated at each station 
for each day. Each integer-phase ambiguity was estimated 
as a real number and fixed to the closest integer if one 

and only one integer was within 30 of the estimate, where 
CJ is the larger of either the formal error of the estimated 
ambiguity or 0.05 cycle. Then, the remaining parameters 
(station coordinates and tropospheric parameters) were re- 
estimated. Fixing ambiguities to their integer values can 
significantly strengthen the solution (for example, Davis 
and others, 1989). 

The ionosphere affects the GPS results in two ways: as 
a differential delay when the GPS signals pass through 
ionosphere with a different free-electron density, and as a 
systematic shortening due to an overall lensing effect of 
the ionosphere. First-order ionospheric effects can be elimi- 
nated by forming a linear combination of the two carrier 
frequencies. Because the Caltrans data had been collected 
with single-frequency receivers, the ionospheric delay 
could not be removed in the preearthquake survey. 
Georgiadou and Kluesberg (1988) found the lensing ef- 
fect of the ionosphere to be 0.6 ppm for baselines ranging 
in length from 10 to 30 km. Because the longest baselines 
in the Caltrans network are 30 km long, the error in the 
baselines due to the ionosphere might be -18.0 mm. Al- 
though the 1989 Caltrans survey was close to a solar maxi- 
mum, the data were collected during the night, when the 
ionosphere is more stable and the electron density is low. 
This circumstance suggests that variations in the iono- 
sphere may have been small across the network and that 
the lensing effects may have been minimal. Indeed, the 
difference between single- and dual-frequency results from 
an 8-km-long permanent GPS baseline across the Hayward 
fault are very small when the observing sessions are at 
night (N. King, oral commun., 1991). 

The short station occupations used by Caltrans (15-90 
minutes) makes it difficult to resolve the integer-phase 
ambiguities. To strengthen the network solution for the 
preearthquake survey, data from two additional stations 
(Moe, H36A, fig. 1) were incorporated into the analysis, 
even though they were not occupied after the earthquake. 
Including stations Moe and H36A in the network solution 
allowed us to include more data and to form shorter single- 
difference baselines. 

Repeated GPS measurements into Loma Prieta indicate 
that during the March 1, 1989, survey, the antenna was 
set up -2.8 cm to the east of the bench-mark center (Mark 
Murray, oral commun., 1991). We have corrected for this 
offset in our analysis. 

The postearthquake data were degraded by the imple- 
mentation of selective availability (SA) by the U.S. De- 
partment of Defense. SA involves the addition of random 
noise and offset in the clocks of Block I1 satellites. In 
differential GPS, the SA effects are eliminated as long as 
the two receivers simultaneously sample the phase. All 
the stations, except LP1 (fig. I), were occupied with 
Trimble 4000SDT receivers. Station LP1 was surveyed 
with a TI-4100 receiver, and so the tie to station LP1 was 
degraded by SA effects. In the processing, we eliminated 
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the data from satellite PRN 19, the only Block I1 satellite 
observed at station LP1. We also did not use any data 
from satellite PRN 13 on March 29, 1990, because the 
satellite was repositioned on this day. 

Despite the problems in both surveys, nearly all of the 
integer-phase ambiguities were resolved, and the rms re- 
siduals of single differences were less than 1 cm. From 
the preearthquake survey, 136 of the 137 ambiguities were 
fixed to integers, and for the postearthquake survey, 53 of 
the 54 could be fixed to integers. The rms residual of 
single differences for the preearthquake survey was 6.3 
mm with 25,73 1 double-difference phase observations, and 
for the postearthquake survey, 4.0 mm with 32,216 phase 
observations. 

GPS MEASUREMENT ERRORS 

PREEARTHQUAKE SURVEY 

Uncertainties in the Caltrans preearthquake survey domi- 
nate the errors in the estimated coseismic displacements 
because the data are single frequency and the observation 
sessions were short. Fortunately, Caltrans reoccupied some 
of their stations (fig. 1) many times. When more than two 
stations were occupied simultaneously, the shortest 
baselines were used to form the single differences. We 
note that the baselines in the northwestern part of the 
network were measured many more times than those in 
the southeastern part, and so the southeastern stations are 
not so well tied into the network. 

Two baselines were measured many more times than 
the rest: Crowell to Cliff and Crowell to Traill (fig. 1). 
The baseline Crowell to Cliff was measured nine times, 
whereas the baseline Crowell to Traill was measured eight 
times. Each of these observations was reprocessed inde- 
pendently in special single-difference solutions. The scat- 
ter of the repeated measurements about the preearthquake 
network solution was utilized to determine the precision 
of the data. Each measurement was processed in two ways: 
once by estimating the integer-phase ambiguities, and a 
second time by fixing the ambiguities to those determined 
in the network solution. Because many of the observation 
sessions were so short, not all of the integer-phase ambi- 
guities could be resolved for individual sessions. There- 
fore, when integer-phase ambiguities are estimated, the 
session solutions show a larger scatter about the network 
solution and have larger formal errors. 

The network and session solutions for the repeated mea- 
surements of the baselines Crowell to Cliff and Crowell 
to Traill are plotted in figure 3. The scatter in the session- 
determined-ambiguity solutions is a pessimistic estimate 
of the precision of the final network solution because far 
fewer data were utilized in the parameter determinations. 
In figure 3B, the session-determined-ambiguity solution 

for session 583 has very large error bars because so few 
data were obtained during this session and few of the 
integer-phase ambiguities were resolved. Also in figure 
3B, the session-determined-ambiguity solution for session 
671 is an obvious outlier in all components except the 
vertical. Examining the scatter in the session-determined- 
ambiguity solutions gives a good estimate of the precision 
of the baselines that were repeatedly measured only a few 
times and for which few data are available, such as the 
baselines in the southeastern part of the network, 

Most of the integer ambiguities were fixed in the net- 
work solution, and so it is much stronger. Fixing the am- 
biguities to those determined by the network solution 
should give a reasonable estimate of the precision of the 
network solution. In this case, the scatter about the net- 
work solution is smaller, and the formal errors are gener- 
ally smaller, than with the other technique (fig. 3). 
However, because uncertainties in the coordinates are 
scaled by the fit to the data, the formal errors may actu- 
ally increase if the session data are incompatible with the 
network-determined ambiguities. For example, a suspected 
setup error during session 701 on the baseline Crowell to 
Cliff might have cause those session data to be incompat- 
ible with the rest of the data and would account for the 
large uncertainties in the coordinates of the network-de- 
termined-ambiguity solution. 

The formal errors computed by the GPS analysis soft- 
ware appear to have underestimated the true errors, prob- 
ably owing to neglect of the effect of errors in the broadcast 
orbits and failure to model signal multipathing. To esti- 
mate by what factor these errors have been underesti- 

mated, a reduced x2 value was calculated, according to 
the relation 

(Bevington, 1969), where N is the number of measure- 
ments, ri is the difference between the session solution 
and the network solution, and oi is the formal standard 
deviation of the session solution. Assuming that none of 
the stations moved during the 13-day period when Caltrans 
collected their data and that the formal uncertainties are 
correct, then y2 should e ual 1.0. The square root of the ^ reduced y^ ,  value, (x$) 2 ,  provides an estimate of the 
factor by which we need to scale the formal errors. The 
(x$)^2values calculated for the baselines Crowell to Cliff 
and Crowell to Traill determined with both processing 
techniques are listed in table 4. From these calculations, 
we determined 11.0 to be a reasonable scaling factor for 
the formal errors in the horizontal components and 7.75 
for the formal errors in the vertical components; the error 
bars in figure 3 have been scaled by these factors. When 
the formal errors in the network solution for the baselines 
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Crowell to Cliff and Crowell to Traill are scaled by these 
factors, they fall in the range 0.4-0.8 cm for the horizon- 
tal components and in the range 3.2-4.7 cm for the verti- 
cal components. 
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To estimate the precision of the preearthquake network 
solution, we used the weighted rms misfit of individual 
baseline solutions about the network solution given by the 
expression 
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Figure 3.-Scatterplots of repeated measurements along baselines Crowell to Cliff (A) and Crowell to Traill (B)  (see fig. 1 for locations). Circles, 
solutions obtained with estimation of integer-phase ambiguity for each session; solid squares, solutions obtained using preearthquake-network- 
determined ambiguities. Differences in individual session solutions with respect to preearthquake network solution are plotted for baseline length and 
north, east, and up components. CD, coseismic displacement for baseline, that is, difference between preearthquake and postearthquake network 
solutions. Error bars represent scaled lo formal errors from Bernese software; no error bar is shown where error is smaller than size of plotted symbol. 
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Table 4.-Square root of the reduced y2 of repeated measurements of baselines Crowell 
to Cliff and Crowell to Traill 

[Reduced x2 calculated using equation 1 (see text). Values in parentheses were determined excluding 
data from session 67 1, an obvious outlier] 

Baseline Source of North East 
ambiguity component component 

UP 
(fig. 1) component 

Crowell to Cliff Session 21 .O 14.5 10.2 
Crowell to Trail1 Session 15.6 (11.1) 20.1 (9.0) 6.9 (7.4) 
Crowell to Cliff Network 18.5 5.5 8.5 
Crowell to Trail1 Network 9.9 9.3 6.8 

weighted rms misfit = 

where 0.13s the weighted-average variance (Bevington, 
1969), given by 

where a; is the variance of the ith measurement deter- 
mined by the Bernese software and <s2 is the average 
variance, given by 

POSTEARTHQUAKE SURVEY 

(Bevington, 1969). The results of these calculations for 
the baselines Crowell to Cliff and Crowell to Traill are 
listed in table 5. The estimations for the baseline Crowell 
to Traill were calculated both including and excluding the 
outlier in session 67 1. When individual sessions were used 
to determine the ambiguities, the unweighted rms misfit 
for the baselines is 10 to 40 mm in the horizontal compo- 
nents and -45 mm in the vertical components. Because 
the outliers tend to have large uncertainties, the weighted 
rms misfit is less than the unweighted values. The weighted 
rrns misfit for the baselines is 5 to 9 mm in the horizontal 
components and -40 mm in the vertical components. Us- 
ing the network-determined ambiguities, the unweighted 
rms misfit is 6 to 14 mm in the horizontal components 
and -40 mm in the vertical components, whereas the 
weighted rms misfit is 5 to 8 mm in the horizontal com- 
ponents and 30 to 35 mm in the vertical components. 
Conservatively, these calculations indicate that the hori- 
zontal measurements are reproducible to within 1 to 2 cm, 
whereas the vertical measurements are slightly less repro- 
ducible to within -3.5 cm. 

The postearthquake survey included very few repeated 
measurements. During the 3-day period of data collection, 
the baselines Crowell to Traill and Crowell to Porter were 
both measured twice. The baselines lengths were repeat- 
able to within 0.6 to 5.9 mm, whereas the north, east, and 
up components were repeatable to within 0.5 to 1.1, 0.8 to 
5.9, and 5.1 to 17.2 mm, respectively. Repeated measure- 
ments with the same receivers in a 60-km-wide network 
with 10-km-long baselines suggest that the horizontal mea- 
surements are repeatable to within 0.5 cm and the vertical 
measurements to within 2 to 3 cm (Biirgmann and Segall, 
1991). For the error level in the postearthquake survey to 
be comparable to the repeatability, scaling factors of 11 
in the horizontal components and 5 in the vertical compo- 
nents were used. 

COSEISMIC DISPLACEMENTS 

We calculated coseismic displacements by differencing 
the station coordinates estimated from the preearthquake 
and postearthquake network solutions. In both solutions, 
the station coordinates were estimated relative to station 
LP1 (fig. 1). The coseismic displacement of station LP1 
was calculated from GPS measurements, made before and 
after the earthquake, at stations LP1 and Brush2 (Fort 
Ord) (Michael Lisowski, oral commun., 1992). The 
coseismic displacement of Fort Ord relative to "stable" 
North America was determined by VLBI (Clark and oth- 
ers, 1990). By combining these measurements, station LP1 
was found to have moved 17.6k0.8 cm to the south, 
3.7kl.O cm to the east, and 10.435.0 cm down. The calcu- 
lated horizontal coseismic displacements are mapped in 
figure 4A, with 95-percent-confidence error ellipses de- 
termined by using the formal errors of the network solu- 
tions scaled as described in the preceding section; the 
uncertainties in the displacement of station LP1 have been 
propagated into the confidence ellipses of the Santa Cmz 
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Table 5.-Statistical analysis of scatter in repeated measurements of the baselines Crowell to Cliff and 
Crowell to Traill 

[Unweighted rms misfit calculated using equation 2 (see text) with co:=l; weighted rms misfit calculated using equation 2. 
Values in parentheses were determined excluding data from session 671, an obvious outlier] 

Baseline 
(fig. 1) 

Source of North East UP 

ambiguity L e n  component component component 
(mm) (mm) (mm) (mm) 

Unweighted rms misfit 

Crowell to Cliff Session 17.9 18.8 42.5 48.7 
Crowell to Trail1 Session 65.3 (8.8) 17-5 (5.9) 86.0 (10.0) 42.8 (43.8) 
Crowell to Cliff Network 6.4 6.0 14.2 39.3 
Crowell to Trail1 Network 8.1 5.7 9.3 42.1 

Weighted rms misfit 

Crowell to Cliff Session 9.3 9.0 6.9 37.9 
Crowell to Trail1 Session 13.2 (5.5) 8.9 (6.3) 13.2 (5.9) 37.2 (39.9) 
Crowell to Cliff Network 7.8 7.2 4.8 30.7 
Crowell to Trail1 Network 7.0 4.7 5.3 33.6 

stations. The calculated coseismic displacements are listed 
in table 6. These uncertainties are relative; that is, they do 
not include uncertainties associated with the displacement 
of station LP1 relative to sites external to the earthquake. 
Note that the inferred displacements are as large as 41 cm 
at station Traill (fig. 1). 

The displacements were determined relative to station 
LP1 (fig. I), which is not strongly tied to the Caltrans 
stations. Station LP1 is tied to the Caltrans network through 
three repeated measurements at station Leon (sessions 602- 
604) and through one session to station R121. Two of the 
measurements of the baseline LP1 to Leon (sessions 602, 
603) agree to within 1.5 to 3.0 cm. Session 604 has large 
uncertainties because it involves only 30 minutes of data, 
using a maximum of four satellites. The postearthquake 
survey data for station LP1 are also weak because only 
five Block I satellites were observed. The large error el- 
lipses observed for the horizontal coseismic displacements 
in figure 4A primarily result from the poor tie to station 
LP1. The error ellipses that result if the scaled formal 
errors are determined relative to station Porter instead of 
station LP1 are mapped in figure 45, which shows that 
the relative displacements within the Caltrans network are 
much better determined than are the absolute motions. 
The greatest uncertainties are at stations LP1 and Pajaro3, 
both of which were occupied only a few times during the 
initial survey. The absolute displacements of the Santa 
Cruz stations, together with those of the other sites in the 
area determined by Segall and Lisowski (1990) from a 
combination of GPS, EDM, and VLBI data, are mapped 
in figure 5. 

The vertical coseismic displacements were determined 
by differencing the two solutions relative to station Cliff 
(fig. I), which is near a leveling bench mark that was 
uplifted 2.5k1.2 cm during the earthquake relative to more 
distant stations (Marshall and others, 1991). The coseismic 
uplift of the GPS stations, assuming that station Cliff 
moved up 2.5 cm, is mapped on figure 6; the largest up- 
lift, 34.1k2.7 cm, was observed at station Traill. The ver- 
tical displacements determined by GPS are qualitatively 
consistent with the results from repeated leveling (Marshall 
and others, 1991). From the VLBI results at Ford Ord and 
the GPS measurements connecting stations LP1 and Brush2 
(Fort Ord), station LP1 was determined to have subsided 
-10.4k5.0 cm. Using the uplift at station Cliff estimated 
from leveling, we obtain 9.5k5.6 cm of subsidence at sta- 
tion LP1. The two results agree to within 1 cm, well within 
the uncertainties of the measurements. 

By comparing the solutions from two GPS surveys that 
were made 1 year apart, we have been able to resolve 
horizontal and vertical coseismic displacements due to the 
earthquake that are relatively unbiased by interseismic de- 
formation (table 6). In contrast, the leveling data (Marshall 
and others, 1991) and the geodetic data examined by Snay 
and others (1991) span several decades and so are poten- 
tially biased by interseismic deformation. Snay and others 
(199 1) determined displacements by comparing 
preearthquake triangulationltrilateration data with 
postearthquake GPS data. In particular, they calculated 
displacements at three stations at or near stations for which 
we have estimated displacements: Traill, Crowell, and 
Pajaro3 (figs. 1, 7). The horizontal displacements calcu- 
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Table 6.-Coseismic displacements at Global Positioning System stations, with scaled formal error 

[Formal errors calculated by multiplying l o  Bernese formal errors by scaling factor (see text). Displacements of horizontal 
(north, east) components computed by using the displacement of station LP1 (fig. I), as determined by Michael Lisowski 
(oral cornmun., 1992); uncertainty in the displacement of station LP1 is omitted in uncertainties at other stations. Displace- 
ment of vertical (up) components computed by using the vertical displacement of station Cliff (fig. I), as measured by 
leveling survey (Marshall and others, 1991); uncertainty in the uplift of station Cliff is omitted in uncertainties at other 
stations] 

North East U P  
Station Latitude N. Longitude W. component component component 

(m) (m) (m) 

Cliff 
Crowcll 
Leon 
LP 1 
Pajar03 
Porter 
R57 
R121 
Traill 

\ Leon \ \ 

Figure 4.-Loma Prieta region, Calif., showing horizontal coseismic displacements at Global Positioning System stations 
relative to station LP1. Error ellipses are 95-percent-confidence interval computed relative to stations LP1 (A) and Porter ( B ) ,  
Irregular thin lines, faults (dashed where inferred, queried where uncertain). In figure 4A, uncertainties in station LP1 vector 
propagate into those of other stations. 
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lated by Snay and others (1991) agree reasonably well 
with those estimated here; their displacements are some- 
what larger than ours, possibly owing to their incomplete 
correction for interseismic deformation. 

CONCLUSIONS 

We have measured the horizontal and vertical coseismic 
deformation resulting for the 1989 Lorna Prieta earthquake, 
using GPS data. The horizontal displacements fill in a gap 
in the USGS geodetic network (Lisowski and others, 1990) 
in the epicentral region on the hanging-wall side of the 
fault. These data provide useful constraints in determin- 
ing the characteristics of the seismic source. The calcu- 
lated vertical displacements agree quite well with leveling 
observations in the Santa Cruz Mountains area. 
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Figure 6.-Loma Prieta region, Calif., showing observed uplift (in centimeters) relative to station Cliff, determined by 
assuming that station Cliff was uplifted 2.5 cm in 1989 Loma Prieta earthquake. Irregular thin lines, faults (dashed where 
inferred, queried where uncertain). 
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122'10' 122'00' 12 1'50' 121'40' 121'30' 

Figure 7.-Loma Prieta region, Calif., showing vectors of observed displacement at Global Positioning System stations (with 
error ellipses that are 95-percent-confidence interval) and displacements calculated by Snay and others (1991). Irregular thin 
lines, faults (dashed where inferred, queried where uncertain). 
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ABSTRACT 

The group velocity of a surface wave measured from a 
large earthquake is perturbed by the dynamic rupture 
propagation of the seismic source. Using a moving-source 
model, the deviation of this group velocity from the in- 
trinsic group velocity can be shown to depend on the 
rupture velocity, the fault length, the direction of rupture 
propagation, and the distance from the source. If this de- 
viation can be measured, then the rupture parameters can 
be determined. The group velocity of a surface wave from 
an earthquake whose source dimension is much smaller 
than the wavelengths of the surface wave being studied is 
essentially the same as the intrinsic group velocity. The 
differential group velocities determined for a large and a 
small earthquake (say, more than two magnitude units 
smaller) can then be readily used to determine the rupture 
parameters. I apply this method to calculate the rupture 
velocity of the 1989 Loma Prieta earthquake (Me7.1), 
using broadband, wide-dynamic-range seismograms re- 
corded at a station in Pasadena, Calif. The intrinsic group 
velocities of Love waves were obtained from the records 
of an Me4 .5  foreshock. The locations of this foreshock 
and the Loma Prieta main shock are assumed to be known, 

and the rupture length of the main shock is estimated 
from the aftershock distribution. For a rupture half-length 
of 25 km, the rupture velocity thus calculated ranges from 
1.85 to 2.45 km/s. The upper limit is obtained by assum- 
ing that the rupture was initiated 1.8 s after a weak 
foreshock, and the lower limit by assuming that a slow 
rupture was initiated at the time of the foreshock. 

INTRODUCTION 

The direction of rupture propagation, the rupture veloc- 
ity, and the fault length are important earthquake source 
parameters to be determined because they control the am- 
plitude of ground motion as a function of azimuth (Ben- 
Menahem, 1961) and are probably related to the stress 
intensity (Wu and others, 1972). Ben-Menahem (1961) 
and Ben-Menahem and Toksoz (1962) used the spectral 
ratios of long-period surface waves to calculate the rup- 
ture velocities of several large earthquakes. Kanamori 
(1970), Kanamori and Given (1981), and Zhang and 
Kanamori (1988) used mantle surface waves to study the 
source mechanisms of many large events; the long-period 
waves used in these studies generally are insensitive to 
the source finiteness. 

In teleseismic body-wave or near-field source studies 
for the Loma Prieta main shock (Beroza, 1991; Hartzell 
and others, 1991; Steidl and others, 1991; Wald and oth- 
ers, 199 1) the rupture-propagation parameters mentioned 
above are either held fixed (Beroza, 1991; Wald and oth- 
ers, 1991) or treated as variables (Hartzell and others, 
199 1 ; Steidl and others, 199 1). With variable parameters, 
the amplitude residuals are used as criteria for choosing a 
particular rupture velocity; the results of these studies are 
summarized in table 1. As Hartzell and others (1991, table 
3) and Steidl and others (1991, table 3) showed in their 
source modeling, the results are nearly insensitive to rup- 
ture velocity. Although Steidl and others chose 3 km/s as 
their preferred rupture velocity, a value of 2.5 km/s and a 
different set of rise-time and slip functions actually give a 
smaller residual. 
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Table 1.-Rupture velocity of the Loma Prieta main shock 

Author Method (2,s)  Range 

Beroza (1 991)----------- Inversion using data from 20 2.7-3.1 Fixed. 
strong-motion stations. (80 percent 

of v,) 

Hartzell and others Inversion of teleseismic P and 2.5 2.1-3.1 
(1991). SH waves. 

Wald and others Joint inversion of teleseismic 2.7 Fixed. 
(1 99 1). body waves and strong- 

motion data. 

Steidl and others Inversion using strong-motion 3.0 2.5,2.8, 
(1 99 1). data from 38 stations. 3.0 

Press and others (1961, p. 3484) described earlier meth- 
ods for determining fault length and rupture velocity, not- 
ing that the finiteness of a seismic source can affect the 
group velocities measured at a single station. They pre- 
sented a formula relating the group velocity to rupture- 
propagation parameters and estimated that for a fault length 
of 1,000 km, the effect may be as large as 10 percent. 
Although they did not so state, if the "intrinsic group 
velocity" of the medium is measurable, then the group 
velocities measured from a large earthquake clearly can 
be used to determine the rupture-propagation parameters. 
In this paper, I apply this concept to a study of the rupture 
process of the Loma Prieta main shock. This study was 
made possible by the installation of a broadband, wide- 
dynamic-range station in Pasadena, Calif. (PAS, fig. I), 
in 1988. Regional events of Mp4.5  can be recorded with 
high signal-to-noise ratio, and events of M p 7  can remain 
on scale. Because M ~ 4 . 5  events have a fault length of 
about 1 km and an Mc=7 event may have a fault length of 
several tens of kilometers, the group velocity measured 
from smaller events, Us, can be viewed as the intrinsic 
velocity, and the group velocity measured from larger 
events, Ur, can then be used for rupture-propagation stud- 
ies. Because only one appropriate station was available 
for such studies of the Loma Prieta main shock, accurate 
epicentral locations and origin times are important be- 
cause they are used directly in estimating group veloci- 
ties. With the dense telemetered U.S. Geological Survey 
network in central California and the availability of rea- 
sonably detailed velocity models, the locations are prob- 
ably as good as can be obtained. Whereas the rupture 
velocity is one of the model parameters in other Loma 
Prieta main-shock studies, it is determined more directly 
in this work and can therefore provide an independent 
assessment of this important quantity. 

GROUP VELOCITY OF SURFACE 
WAVES FROM A MOVING SOURCE 

THEORY 

The group velocity is well defined when the source is a 
point in space and impulsive in time. For a large earth- 
quake on a finite fault formed from rupture propagation, 
the group velocity measured is not the intrinsic velocity , 
of the medium. Assuming a unilaterally propagating point 
source, Ben-Menahem (1961) showed that the surface 
waves radiated from the source can be written as 

where co is the frequency; t is the time; k is the wave 
number; A is the epicentral distance; cQ is the velocity of 
source propagation; en is the azimuthal angle of the sta- 
tion, measured clockwise from the direction of source 
propagation; b is the fault length; and c(co) is the phase 
velocity. For a stationary phase 

After differentiation, we obtain 

where U=dw/dk is the intrinsic group velocity appropriate 
for the path and U'=A/t is the velocity that would be mea- 
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sured for a source propagating at the velocity CQ. This 
expression was first derived by Press and others (1961), (3) When 0=*/2, AU = - [̂ -I, 

2t c', 
who emphasized the necessity of correcting the group ve- 
locity when the effect of source finiteness is strong. Con- In this case, AU<0, but its value will be smaller than in 
sider a few special cases: special case 2. 

(1)when9=0, 

If Ux0 ,  AU < 0; 

if U=c0, AU = 0; 

and if U<c0, AU > 0. 

In this case, AU<0 is always true. 

The limitation of this method comes from (1) the diffi- 
culty in obtaining the intrinsic group velocity along the 
path between the source and the receiver, and (2) the fact 
that AU depends on bit; in other words, short fault length 
or large distance could make the difference AU too small 
to be used in this method. For the 1989 Loma Prieta earth- 
quake, the circumstances were such that both obstacles 
can be overcome. For the intrinsic group velocity, we can 
use seismograms from a foreshock that is at least two 
magnitude units smaller. In comparison with the main 
shock, the dimensions of the fault associated with this 

Figure 1 .-California, showing locations of Loma Prieta main shock, station PAS, and major faults (irregu- 
lar dashed lines). Notice that line from station to main shock lies nearly along strike of the San Andreas fault 
in the Loma Prieta region. Surface-wave propagation path almost coincides with trace of the San Andreas 
fault in northern California; surface-wave velocities along this path are very low. 
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foreshock are so small that it can be approximated as a 
point source. For example, using the relation of Slemmons 
and DePolo (1986, p. 55), for an event of Me4.5,  the 
fault is about 1 km long; and for the main shock, the fault 
is 40 to 60 km long. 

Note that, in contrast to other methods involving match- 
ing synthesized waveforms with observations, only phase 
information is used here, as shown in the derivation above. 
Nonetheless, this method assumes an unilateral fault propa- 
gating at an uniform velocity-clearly an approximation. 
This question is addressed in the section below entitled 
"Discussion." 

EXPERIMENTAL DETERMINATION 

The determination of the group velocity is well estab- 
lished; the main quantity to be determined is the group 
delay 

where Vo(a )  is the initial phase and the prime indicates 
differentiation with respect to the frequency co (for ex- 
ample, Keilis-Borok, 1989, p. 137). For waves with peri- 
ods much longer than the source rise time, the far-field 
source-time function can be considered impulsive, and 
the rate of change of the initial phase can be neglected. 
Thus, for foreshocks with a source time of about 1 s, the 
group delay can be ignored. For the main shock, the fi- 
niteness of the source-time function is assumed to be the 
result of a moving source; in other words, the rise time at 
each source point is still very short. This assumption is 
consistent with the conclusion from near-source modeling 
(Steidl and others, 1991) that the rise-time function is 
very short at each source element. 

To obtain the group velocity at one period, we can 
design a filter that isolates the energy within a narrow 
band centered on the period, and so the arrival time of the 
peak of the envelope represents the group delay. The fil- 
tering techniques used in this design were described in 
detail by Dziewonski and Hales (1972). Once AU is ob- 
tained, we can solve equation 1 for c0: 

OBSERVATIONS 

It is fortuitous that not long before the 1989 Loma Prieta 
earthquake, the establishment of broadband stations be- 
gan. One of the first such stations was located in southern 
California (sta. PAS, fig. 1). As shown in figure 1, the 
path from the epicenter to station PAS is nearly along the 
strike of the San Andreas fault near Loma Prieta. Two 
foreshoc ks and the main shock, which were recorded 
clearly at station PAS, were used in this study; the loca- 
tion parameters are listed in table 2. The foreshock loca- 
tions are from the USGS' central California network 
(Calnet; Jean Olson, written commun., 1992). The main 
shock location, which is from the USGS' Preliminary De- 
termination of Epicenters, is essentially the same as that 
of Dietz and Ellsworth (1990, p. 141 8). By relocating the 
known shotpoints, Dietz and Ellsworth (1990, p. 1417) 
estimated a bias in the epicentral locations of about 1 km, 
due to the differences in velocity on both sides of the 
fault; the relative error of the epicentral locations is esti- 
mated to be much less, about 0.3 km. An rms error in 
arrival time of less than 0.1 s is indicated for the solutions 
(Jean Olson, written commun., 1992). 

FORESHOCKS 

The August 8, 1989, foreshock was one of two Lake 
Elsman earthquakes that were recognized as unusual 
(Olson, 1990) and most probably precursory to the Loma 
Prieta main shock (Seeber and Ambruster, 1990). The event 
is located 11 km to the north of the Loma Prieta epicen- 
ter, at nearly 14-km depth, and has Mr=5.1 (table I), 
mb=4.9, and Mp4.5  (Preliminary Determination of Epi- 
centers). Because of its location and source mechanism, 
this foreshock is generally thought to have occurred along 
a buried fault east of the fault associated with the Loma 
Prieta main shock. Unfiltered and filtered seismograms of 
the Love waves from the August 8, 1989, foreshock re- 
corded at station PAS (fig. 1) are plotted in figure 2B. 

Records of the June 13, 1988, foreshock north of the 
Lake Elsman area are used to estimate how well group 
velocities can be determined in this area. Unfiltered and 
filtered seismograms of Love wave from this event re- 
corded at station PAS (fig. 1) are plotted in figure 2B. 
Notice the similarity of the first few cycles of the filtered 
seismograms in figures 2A and 2B (solid curves). 

Since U is a function of frequency, whereas c0 is assumed 
to be constant, we can calculate c0 from equation 2 by 
averaging over values at different frequencies or least- 
squares inversion when data at several azimuths are avail- 
able. 

MAIN SHOCK 

The Loma Prieta main shock is well located (table 1). 
The origin time of the main rupture, however, is an inter- 
esting question and most relevant to this study. Wald and 
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Table 2.-Location parameters of the events used in this study 

[RMS, root-mean-square error in arrival time; ERH, standard error in horizontal 
location; ERZ, standard error in vertical location] 

Date Time Latitude Longitude Depth RMS ERH ERZ 
N. W. (km) (s) (km) (km) 

others (1991) deciphered a foreshock or slow rupture nucle- main shock was bilateral. The length of the rupture used 
ation about 1.8 s before the main rupture. This difference by various investigators differs; for example, Hartzell and 
will directly affect the rupture velocity determined here. others (1991) used a fault half-length of 30 krn, Wald and 
As far as the rupture process is concerned, it is commonly others (1991) a fault half-length of 20 km, Steidl and 
agreed that the rupture associated with the Loma Prieta others (1991) a fault half-length of 19 km, and Beroza 

TIME, IN SECONDS 

Figure 2.-Unfiltered (dashed curve) and filtered (solid curve) seismograms of Love wave from two Loma Prieta foreshocks: (A) June 13, 1988, Lake 
Elsman earthquake, which was located about 18 km north of main shock; and ( B )  August 8, 1989, Lake Elsman earthquake, which was located about 
11 km north of main shock. Unfiltered seismogram was obtained by rotating two original horizontal (north-south and east-west) components of 
velocity into transverse direction (positive is counterclockwise from radial direction); filtered seismogram was obtained from two passes of a low- 
pass, four-pole Butterworth filter with a comer frequency at 0.06 Hz. 
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(1991) a fault half-length of 20 km in their waveform 
modeling based on strong motion and (or) teleseismic data. 
Judging from the distribution of aftershocks within the 
first 24 hours after the main shock (Dietz and Ellsworth, 
1990) and assuming that they occurred within the region 
of main-shock rupture, the fault half-length could range 
from 20 to more than 30 km. 

Unfiltered and filtered seismograms of the Love wave 
from the Loma Prieta main shock recorded at station PAS 
(fig. 1) are plotted in figure 3. The filtered seismogram is 
nearly identical to that of the August 8, 1989, foreshock 
(inset). The main shock evidently is richer in low-fre- 
quency signal content, as shown in figure 4. 

GROUP VELOCITIES 

The Love-wave group velocities of the two foreshocks 
of June 13, 1988, and August 8, 1989, are plotted in fig- 

ure 5. At periods beyond 32 s and below 20 s, the group 
velocities of the two foreshocks begin to crisscross. The 
phase spectra of the main shock and the August 8, 1988, 
foreshock (fig. 4) are most stable within the period range 
22-30 s. The dispersion curves for the two foreshocks 
(squares and triangles, fig. 5) have a discrepancy of less 
than 0.02 kmls, slightly larger than the 2s that could arise 
from the relative errors in epicentral location (0.3 km) 
and origin time (0.1 s). A systematic error in location or 
origin time cannot be ruled out. 

The Love-wave group velocities of the Loma Prieta 
main shock are also plotted in figure 5, both assuming a 
1.8-s delay in origin time (circles) and without such a 
delay (diamonds). As expected, the group velocities com- 
puted with the delay are higher than those without the 
delay; the average difference is 0.035 kmls. 

The measured group velocities are quite low. The path 
between Loma Prieta and station PAS follows quite closely 
the San Andreas fault in central California, a region of 

200 400 600 
TIME, IN SECONDS 

Figure 3.-Unfiltered (dashed curve) and filtered (solid curve) seismograms of Love wave from Loma Prieta main shock. Unfiltered seismogram 
clearly shows long-period (>lo  s) signal, in contrast to unfiltered seismograms of foreshocks plotted in figure 2; this contrast evidently reflects 
differences in source spectra. Filtered seismogram, however, is nearly identical to that for August 8, 1989, foreshock (inset). Seismograms obtained as 
described in figure 2. 
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known low velocity (fig. 1). Tanimoto (1990), for ex- 
ample, observed that surface waves propagating between 
the epicenter of the 1987 Whittier Narrows, Calif., earth- 
quake and station SAO or MHC in the San Francisco Bay 
region show a delay of 25 s relative to a station in eastern 
California at about the same distance. He found that group 
and phase velocities for surface waves traveling along the 
Coast Ranges are 20 percent lower than those traveling 
through eastern California. Thus, the low group velocities 
calculated here, though not heretofore reported, are not 
unexpected. 

RUPTURE-VELOCITY DETERMINATION 

Because the group velocities measured from the main 
shock are lower than those for the two foreshocks (fig. 5) 
calculated from equation 2, we can ascertain that U>c0 
(otherwise, Auk0).  On the basis of previous modeling, 
the main-shock rupture is assumed to propagate bilater- 
ally from the epicenter. For the reasons presented in the 

next section, only the southeastward-propagating source 
is taken into account. Therefore, the half-length of the 
fault is used. 

The rupture velocity of the main shock for several fault 
half-lengths, calculated from equation 2 with or without 
the delays discussed by Wald and others (1991), are plot- 
ted in figure 7. Only the results for the period range 22- 
30 s are used; at longer or shorter periods, the values 
fluctuate rapidly. Assuming a fault half-length of 25 krn, 
as suggested by the aftershock distribution within the first 
24 hours after the main shock, the rupture velocity would 
be 2.35 krnls, with the 1.8-s delay of rupture propagation 
after the origin time (table 2) incorporated. Without this 
delay-in other words, with a surface-wave-radiating, slow 
rupture propagation beginning at the origin time-the rup- 
ture velocity would be as low as 1.8 km/s. If the fault 
half-length is increased, the calculated rupture velocity 
will increase, as shown in equation 2; and the converse is 
also true. For example, assuming a fault half-length of 30 
km (Hartzell and others, 1991, p. 153 I), a rupture veloc- 
ity of about 2.45 kmls is obtained. 

FREQUENCY, IN HERTZ 

Figure 4.-Relative spectral densities of Loma Prieta main shock (solid curve) and August 8, 1989, foreshock 
(dashed curve). Notice relatively steep spectral slope above 0.055 Hz (or below a period of 18.2 s), above 
which phase spectra become rather unstable, especially for foreshock. 
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By incorporating a 1.8-s delay in main shock rupture 
propagation, the group-velocity method yields a rupture 
velocity of 2.35 to 2.45 k d s ,  at the low end of the values 
calculated by other investigators (table 1). The signifi- 
cance of these values is discussed below. 

DISCUSSION 

The rupture velocity calculated here is an average, ob- 
tained on the basis of a unilaterally propagating source. It 
may not be too surprising that the source appears to be 
unilateral at station PAS (fig. I), with the source propa- 
gating toward it. This appearance is consonant with the 
fact that in this direction the radiated wavelets from suc- 
cessive sources interfere constructively; when the rupture 
velocity and the surface-wave velocity are equal, maxi- 
mum constructive interference occurs. For a source propa- 
gating in the opposite direction, however, the waves from 
later sources will not catch up with the waves that had left 

the previous source points, and constructive interference 
will not occur. As shown in figure 3, the Loma Prieta 
main shock show no significant energy at the trailing end 
of the Love wave, in contrast to the August 8, 1989, 
foreshock-a phenomenon that should be seen if the 
northwestward-propagating rupture contributes signifi- 
cantly to the waveform. This dominance of the rupture 
propagating toward a station is also seen in strong-motion 
modeling (fig. 11 in Wald and others, 1991). 

The determination of rupture-propagation parameters by 
this method would be much more robust if the seismo- 
grams at several stations around a source were available. 
The distance between station PAS and the source (fig. 1) 
was ideal for this application, and with the establishment 
of more broadband stations in northern and southern Cali- 
fornia, this method can be used to study the rupture char- 
acteristics of future Mp>6 events in this region. The reason 
why this method can be used at all in a study of the Loma 
Prieta main-shock rupture is that the epicenters of the two 
foreshocks and the main shock were well located by 

I I 1 I I I I I I I I I -i 
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Figure 5.-Group velocities versus period for Love waves from Loma Prieta main shock (circles, triangles) and two foreshocks 
of June 13, 1988 (squares), and August 8, 1989 (triangles). Two curves for main shock assume 1.8-s (circles) and 0.0-s 
(diamonds) delay in origin time (see table 2). Inset shows data plotted over period range 17-45 s. 
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TIME, IN SECONDS 

cure 6.-Bandpass-filtered seismograms for Loma Prieta main shock (solid curve) and August 8, 1989, foreshock (dashed curve). Seismogram of - 
foreshock precedes that of main shock by a fraction of a second (inset). 
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Figure 7.-Rupture velocities versus period for Loma Prieta main shock. Rupture velocity was calculated from group velocity, using fault lengths of 
20 km (circles), 25 km (triangles), and 30 km (diamonds) and assuming delay times of 1.8 s (A) and 0.0 s (B) from origin time. 
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Calnet; many of the sources of errors in event location 
and timing have been removed. With more stations, we 
could ideally solve for the fault length, b, as well as the 
rupture velocity. 

The source duration calculated from a rupture velocity 
of 2.45 kmls and a fault half-length of 30 krn is 12.2 s, or 
10.6 s with a rupture velocity of 2.35 km/s and a fault 
half-length of 25 km. Note that the time function obtained 
from teleseismic-waveform or near-source modeling of 
the earthquake has source durations of 7.5 to 15 s (Wallace 
and others, 1991, p. 1628). In this regard, the results pre- 
sented here are consistent with those of other models. 

CONCLUSION 

This study is a first attempt at determining the rupture 
velocity of a large earthquake by using the difference be- 
tween the group velocity measured from the earthquake 
and the intrinsic group velocity, which is defined here as 
the group velocity measured from an event more than two 
magnitude units smaller. As the number of broadband, 
wide-dynamic-range stations increases, such a determina- 
tion can be routinely made for many events. When more 
than one station around an earthquake epicenter is used, 
both the fault length and the rupture velocity could also 
be determined. 

The method used in this paper depends only on the 
phase information contained in the waveforms. Because 
this information does not involve the amplitude spectrum, 
the tradeoffs between slip amplitudes and rupture velocity 
used by Steidl and others (1991) may be avoided. As the 
method is presently formulated, however, only average 
rupture properties can be calculated. 

ACKNOWLEDGMENTS 

This research was supported by U.S. National Science 
Foundation grant EAR-901 1449. Alan Jones' assistance 
in editing is appreciated. My study was made possible by 
the timely data-retrieval service provided by Marcie Palmer 
of Incorporated Research Institutions for Seismology's 
Data Management Center in Austin, Tex. I also thank 
Jean Olson of the USGS for providing updated hypocen- 
tral locations for the events studied. 

REFERENCES CITED 

Ben-Menahem, Ari, 1961, Radiation of seismic waves from finite mov- 
ing sources: Seismological Society of America Bulletin, v. 51, no. 
2, p. 401-435. 

Ben-Menahem, Ari, and Toksoz, M.N., 1962, Source-mechanism from 
spectra of long-period seismic surface-waves. 1. The Mongolian 
earthquake of December 4, 1957: Journal of Geophysical Research, 
v. 67, no. 5, p. 1943-1955. 

Beroza, G.C., 1991, Heterogeneous slip at Loma Prieta: Seismological 
Society of America Bulletin, v. 8 1, no. 5, p. 1603-1621. 

Dietz, L.D., and Ellsworth, W.L., 1990, The October 17, 1989 Loma 
Prieta, California, earthquake and its aftershocks; geometry of the 
sequence from high-resolution locations: Geophysical Research Let- 
ters, v. 17, no. 9, p. 1417-1420. 

Dziewonski, A.M., and Hales, A.L., 1972, Numerical analysis of dis- 
persed seismic waves, in Bolt, B.A., ed., Computational physics: 
New York, Academic Press, v. 11, p. 39-85. 

Hartzell, S.H., Stewart, G.S., and Mendoza, Carlos, 1991, Comparison 
of L, and L, norms in a teleseismic waveform inversion for the slip 
history of the Loma Prieta, California, earthquake: Seismological 
Society of America Bulletin, v. 81, no. 5, p. 1518-1539. 

Kanarnori, Hiroo, 1970, Synthesis of long-period surface waves and its 
application to earthquake source studies, Kurile islands earthquake 
of October 13, 1963: Journal of Geophysical Research, v. 75, no. 
26, p. 501 1-5027. 

Kanamori, Hiroo, and Given, G.W., 1981, Use of long-period surface 
waves for rapid determination of earthquake-source parameters: 
Physics of the Earth and Planetary Interiors, v. 27, no. 1, p. 
8-3 1. 

Keilis-Borok, V.I., ed., 1989, Seismic surface waves in a laterally inho- 
mogeneous earth: Boston, Kluwer Academic Publishers, 293 p. 

Olson, J.A., 1990, Seismicity in the twenty years preceding the Loma 
Prieta, California earthquake: Geophysical Research Letters, v. 17, 
no. 9, p. 1429-1432. 

Press, Frank, Ben-Menahem, Ari, and Toksoz, M.N., 1961, Experimen- 
tal determination of earthquake fault length and rupture velocity: 
Journal of Geophysical Research, v. 66, no. 10, p. 3471-3485. 

Romanowicz, B.A., and Lyon-Caen, Helene, 1990, The Loma Prieta 
earthquake of October 18, 1989; results of teleseismic mantle and 
body-wave inversion: Geophysical Research Letters, v. 17, no. 9, p. 
1191-1 194. 

Seeber, Leonardo, and Ambruster, J.G., 1990, Fault kinematics in the 
1989 Loma Prieta rupture area during 20 years before that event: 
Geophysical Research Letters, v. 17, no. 9, p. 1425-1428. 

Slernrnons, D.B., and DePolo, C.M., 1986, Evaluation of active faulting 
and associated hazards, in Active tectonics: Washington, D.C., Na- 
tional Academy Press, p. 45-62. 

Steidl, J.H., Archuleta, R.J., and Hartzell, S.H., 1991, Rupture history 
of the 1989 Loma Prieta, California, earthquake: Seismological So- 
ciety of America Bulletin, v. 81, no. 5, p. 1573-1602. 

Tanimoto, Toshiro, 1990, Modelling curved surface wave paths; mem- 
brane surface wave synthetics: Geophysical Journal International, 
v. 102, no. 1, p. 89-100. 

Wald, D.J., Helmberger, D.V., and Heaton, T.H., 1991, Rupture model 
of the 1989 Loma Prieta earthquake from the inversion of strong- 
motion and broadband teleseismic data: Seismological Society of 
America Bulletin, v. 81, no. 5, p. 1540-1572. 

Wallace, T.C., Velasco, A.A., Zhang, Jiajun, and Lay, Thorne, 1991, A 
broadband seismological investigation of 1989 Loma Prieta, Cali- 
fornia, earthquake; evidence for deep slow slip?: Seismological So- 
ciety of America Bulletin, v. 81, no. 5, p. 1622-1646. 

Wu, F.T., Thompson, K.C., and Kuenzler, H., 1972, Stick-slip propaga- 
tion velocity and seismic source mechanism: Seismological Society 
of America Bulletin, v. 62, no. 6, p. 1621-1628. 

Zhang, Jiajun, and Kanamori, Hiroo, 1988, Source finiteness of large 
earthquakes measured from long-period Rayleigh waves: Physics 
of the Earth and Planetary Interiors, v. 52, no. 1, p. 56-84. 



THE LOMA PRIETA, CALIFORNIA, EARTHQUAKE OF OCTOBER 17,1989: 
EARTHQUAmOCCURRENCE 

MAIN-SHOCK CHARACTERISTICS 

USE OF STRESS-DROP MODELS TO INTERPRET GEODOLITEIGLOBAL 
POSITIONING SYSTEM AND LEVELING MEASUREMENTS AT 

LOMA PRIETA 

CONTENTS 

By Mingdong Wu and John W. Rudnicki, 
Northwestern University 

[fid]=l. 1 m. The rupture area inferred from the leveling 
data is slightly smaller than that inferred from the 
GeodolitelGPS data (408 versus 518 km2), and so  AT^, 
 AT^, Mo, and Gmm in the model fitting the leveling data 
are all slightly larger. The Gmm value in both models is 
near the upper end of the range inferred for crustal faults, 
a result consistent with other evidence suggesting that 
Loma Prieta-type events are relatively infrequent. 

INTRODUCTION 
ABSTRACT 

We interpret the coseismic surface deformation associ- 
ated with the 1989 Loma Prieta earthquake by approxi- 
mating the rupture as a planar elliptical zone embedded 
within an elastic half-space. In contrast to dislocation mod- 
els, in which the slip is prescribed, the stress change in 
our model is prescribed on the fault surface. The stress 
drop is assumed to be uniform, with a component  AT^ 
along the strike direction and a component  AT^ along the 
dip direction of the fault. The stress drop and rupture- 
zone geometry are adjusted until the calculated surface 
deformation agrees as closely as possible with that ob- 
served, As in simple dislocation models, stress-drop mod- 
els of this type are found to fit the GeodolitelGlobal 
Positioning System (GPS) and leveling data separately 
much better than the combined data. The main differences 
between the models fitting the GeodolitelGPS and level- 
ing data are the dip on the fault surface (73' versus 65O, 
respectively) and a fault center 2 km farther northeast, as 
inferred from the GeodolitelGPS data. The discrepancies 
between the two models suggest that both of these models 
are too simple to capture fully the actual rupture-zone 
geometry and stress-drop distribution. The alongstrike and 
alongdip stress-drop components, geodetic moment, and 
maximum energy-release rate, respectively, inferred from 
the GeodolitelGPS data are as follows: A ~ ~ = 1 . 5  MPa, 
A ~ ~ = 1 . 4  MPa, ~ ~ = 2 . 5 ~ 1 0 ~ ~  N-m, and ~ ~ ~ = 5 . 5 ~ 1 0 ~  Jl 
m2. The average slip amplitudes in the strike and (re- 
verse) dip direction, respectively, are [iis]=1.3 m and 

Surface displacements associated with the 1989 Loma 
Prieta earthquake (Ms=7. 1) have been interpreted as due 
to slip on an oblique fault plane with subequal compo- 
nents of strike-slip and reverse faulting (Lisowski and 
others, 1990; Marshall and others, 1991). Lisowski and 
others inferred the coseismic slip on the fault surface by 
comparing the line lengths measured by a Geodolite and a 
few vector-component changes detected by Global Posi- 
tioning System (GPS) observations at Loma Prieta with 
those calculated from a model of uniform slip over a rect- 
angular region embedded in an elastic half-space 
(Mansinha and Smylie, 1971). Marshall and others used 
the same modeling approach but focused on the vertical 
deformation measured by leveling surveys of the Loma 
Prieta leveling network before and after the earthquake. 
Although the geometries of the model faults inferred from 
these two data sets differ moderately, both models predict 
similar values for the coseismic strike and reverse dip 
slip. 

In this paper, we analyze the data of Lisowski and oth- 
ers (1990) and Marshall and others (1991) but use a stress- 
drop model (Wu and others, 1991); that is, the stress drop, 
rather than the slip, is specified on the fault surface and 
adjusted (along with the geometry) to fit the measured 
surface deformation. Although dislocation models are con- 
venient and widely used for inferring the geometry of the 
rupture zone and the amplitude of slip, one limitation of 
this approach is that it is purely kinematic: It relates the 
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surface deformation to slip at depth but only indirectly 
yields information about the stresses that produced the 
slip and the conditions for propagation and termination of 
the rupture. Typically, dislocation models approximate the 
slip as uniform over the entire fault surface or in ele- 
ments, and so the slip amplitude drops to zero discontinu- 
ously near the edge of the rupture zone. Therefore, the 
average stress change and the strain-energy changes in 
volumes containing the rupture-zone edge are unbounded. 

The stress-drop method of Wu and others (1991) pro- 
vides an alternative approach. Though computationally de- 
manding, this method constrains the stress drop directly 
by using it as a model parameter to fit the surface defor- 
mation. Because their method uses the exact asymptotic 
form for the slip distribution near the edge of the rupture 
zone, it is mechanically consistent: Although the stresses 
near the rupture-zone edge are singular, with the charac- 
teristic dependence on the inverse square root of distance 
from the edge, the strain-energy changes in volumes con- 
taining the edge are finite. Therefore, the distribution of 
the energy-release rate along the rupture front, which Wu 
and others used to estimate the critical energy-release rate 
at the termination of rupture, can be calculated. Further- 
more, comparison of the fault geometries inferred by this 
method with those inferred from dislocation models pro- 
vides information about the resolving power of the data 
among solutions. 

In this study, we apply the stress-drop method of Wu 
and others (1991) to the coseismic-deformation data asso- 
ciated with the 1989 Loma Prieta earthquake. In particu- 
lar, we assume an elliptical rupture zone, with uniform 
stress drops in the strike and dip directions. The dimen- 
sion and orientation of the rupture zone and the magni- 
tude of stress drops are determined by comparing predicted 
with observed surface displacements. Once the rupture- 
zone geometry and stress drops are determined, the slip 
distribution, geodetic moment, and critical energy-release 
rate at the termination of rupture can be calculated. Then, 
we compare our estimated rupture-zone geometry, slip 
amplitude, and geodetic moment with those calculated by 
Lisowski and others (1990) and Marshall and others 
(1991), and discuss the implications of our results. 

DATA 

Coseismic surface deformation associated with the 1989 
Loma Prieta earthquake has been observed by geodetic 
measurements in the San Francisco Bay region. The de- 
formation data used in this paper consist of electronic 
distance measurement (EDM), a few Global Positioning 
System (GPS) relative-position changes (fig. lA), and el- 
evation changes along seven leveling lines (fig. 1B). The 
characteristics of the EDM and GPS systems were de- 

scribed by Lisowski and others (19901, and the leveling 
data by Marshall and others (1991). We briefly review the 
data quality and uncertainty below. 

The distances between the geodetic stations shown in 
figure 1A have been measured by the U.S. Geological 
Survey (USGS) since the early 1970's (Prescott and oth- 
ers, 1981). The precision of measurements made by a 
Geodolite, a laser distance-measuring instrument, is about 
0.2 ppm (Savage and Prescott, 1973); some lines mea- 
sured with a short-range distancemeter (model HP3808) 
have a precision of 2 ppm. GPS observations of the posi- 
tion vectors between Loma Prieta and stations Eagle Rk, 
Allison, Hamilton, and Brush 2 have been obtained since 
1985; the data precision is about 0.2 ppm, depending on 
the orientation of the line and the data-processing tech- 
niques used (Prescott and others, 1989). Specifications of 
the observed coseismic offsets in the relative positions of 
the geodetic stations and the associated data uncertainties 
are discussed by Lisowski and others (this chapter) and 
listed in table 1. 

Preearthquake surveys of the Loma Prieta leveling net- 
work (fig. 1B) were performed by both the U.S. National 
Geodetic Survey (NGS) and the USGS between 1947 and 
1989. Postearthquake leveling surveys were conducted 
from February through June 1990 (Marshall and others, 
1991). Because little postseismic slip was observed be- 
tween October 1989 and June 1990 (Behr and others, 1990; 
Langbein, 1990), the elevation changes between the 
preearthquake and postearthquake surveys are treated as 
coseismic, following Marshall and others. Errors in level- 
ing measurements accumulate with the square root of the 
distance; the observed errors in the leveling data can be 

expressed as oo = ,/=, where the tii are the relative 
uncertainties and LC (=lo km) is the characteristic length 
scale for the leveling network (Marshall and others, 1991). 
Specific absolute elevation changes and relative uncer- 
tainties were reported by Marshall and others. A constant 
can be freely added to these elevation-change observa- 
tions; Marshall and others determined a constant of +28 
mm for their modeling. In this paper, we adopt the same 
constant, and so we add a datum shift of +28 mm to the 
absolute elevation changes listed by Marshall and others 
(1991, table 2A). 

STRESS-DROP MODEL 

The presence of two adjacent faults, the San Andreas 
and Sargent faults (fig. I), in the Loma Prieta rupture 
zone and the aftershock sequence of the earthquake (Dietz 
and Ellsworth, 1990) suggest that the rupture may have 
involved complex fault interactions. Nevertheless, 
Lisowski and others (1990) and Marshall and others (1991) 
showed that most of the coseismic surface deformation 
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can be modeled adequately with buried oblique slip on a 
single planar fault surface. We follow a similar approach 
and attempt to model the surface deformation as due to a 
single planar zone of prescribed stress drop. Although our 
procedure can accommodate arbitrary-shape rupture zones 
and spatially distributed stress drops, we assume that the 
rupture zone is elliptical and the stress drop is uniform. 
We make these simplifying assumptions because insuffi- 
cient information is contained in the geodetic data to con- 
strain the details of slip (Lisowski and others, 1990; 
Marshall and others, 1991). We also ignore the possibility 
of fault interaction suggested by the topographic model of 
Schwartz and others (1990) and the seismicity study of 
Olson (1990). 

The uniform-stress-drop model of an elliptical rupture 
zone is illustrated in figure 2. The procedure for calculat- 
ing the displacements and stresses due to a zone of pre- 
scribed stress drop embedded within an elastic half-space 
was described in detail by Wu and others (1991) and is 
briefly summarized here. Wu and others begin with an 
expression for the stress in the half-space due to a pre- 
scribed displacement discontinuity. When this expression 
is evaluated on the surface of discontinuity, it becomes an 
integral equation for the unknown distribution of displace- 
ment discontinuity arising from the prescribed stress drop. 
This integral equation is then solved by converting it to a 
set of linear algebraic equations. Once the appropriate 
distribution of displacement discontinuity is determined, 

:XPLANATION 

-& Geodolite 

1 KILOMETERS I 1 

Figure 1.-Loma Prieta region, Calif., showing locations of major faults (dotted where buried, dashed where 
inferred) and of (A) Geodolite, electronic distance measurement, and Global Positioning System stations 
(station names are shown only selectively for simplicity; for more details, see Lisowski and others, 1990) 
and (B) leveling network of 211 bench marks (after Marshall and others, 1991). Star, epicenter of 1989 
Loma Prieta earthquake. Inset in figure 1B shows locations of leveling lines 1 through 7; circled dots 
correspond to first stations of leveling lines in figure 3. 
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other quantities of interest, such as the surface displace- 
ments and the stresses near the edge of the rupture zone, 
can be calculated. An important feature of this solution is 
that the exact asymptotic form of the displacement field 
near the edge of a crack (rupture zone) in elastic solids is 
used to approximate the kernels of the integral equation. 
Therefore, the stress-intensity factors (coefficients of the 
6 singularity at the edge of the rupture zone, where r is 
the distance from the edge; see Rice, 1968) can be calcu- 
lated accurately. Then, the energy-release rate G-that is, 
the amount of energy released per unit area of advance of 
the rupture-can be calculated by using the following ex- 
pression (Rice, 1968): 

where p is the shear modulus, v is Poisson's ratio, and KI, 
KII, and KIII are the stress-intensity factors for modes I, 

11, and 111, respectively. A common and simple criterion 
for both quasi-static and dynamic modeling of rupture 
propagation is to assume that rupture propagation occurs 
when the local energy-release rate is equal to a critical 
value which reflects the material resistance to slip. Al- 
though this criterion is too simple to describe in detail the 
actual rupture process, it provides a good description when 
slip occurs in a region near the edge of the rupture zone 
on a length scale much smaller than other relevant lengths, 
for example, fault-rupture length, distance to the free sur- 
face, and so on (Rice, 1980, 1983; Rudnicki, 1980). If we 
assume that the rupture propagates according to the crite- 
rion that the energy-release rate is equal to a critical value, 
then the maximum G value, Gma,,, estimated here is a 
lower bound on the critical energy-release rate at the ter- 
mination of rupture. If this critical energy-release rate var- 
ies strongly with position and (or) velocity, as is likely, 
then the Gmax value estimated here may differ from those 
calculated with dynamic rupture models (for example, 
Beroza and Spudich, 1988). 

Figure 1 .-Continued. 
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Table 1 .-Model fit of coseismic offset to Geodolite/Global Positioning System data 

[All values in millimeters. GPS, Global Positioning System] 

Beg-g Ending Coseismic offset 

station station Residual 
(fig. 1) (fig. 1) Observed Calculated 

B e g e g  Ending Coseismic offset 
station station Residual 
(fig* 1) (fig. 1) Observed Calculated 

Geodolite line-length changes Geodolite line-length changes-Continued 

Allison 
Allison 
Allison 
American 
American 
American 
Biel 
Biel 
Biel 
BMT FS 
BMT FS 
Butano 
Butano 
Butano 
Butano 
CROSSRMl 
Dump 
Eagle Rk 
Gilroy 
Gilroy 
Hamil Ec 
Hamil Ek 
Llagas 
Llagas 
LOMA USE 
Mindego 
BMTlO 
BMTlO 
BMT 1 ORM 1 
BMTl l  
BMTl l  
BMTl l  
BMT8 
BMT8 
BMT9 
Pawt 
Pawt 
Allison 
Eagle Rk 
Hamilton 
LOMADWR 
LP 1 
LP 1 
Brush 2 
Brush 2 
Chamber 
Chamber 
Chamber 
Fairview 
Fremont 
Fremont 
Gilroy 
Hollis 
Juan 
Juan 
LP 1 

BMT RF 
Hamilton 
Mindego 
BMT RF 
Hamilton 
LOMA USE 
Eagle Rk 
LOMA USE 
Mindego 
LOMA USE 
Mindego 
Dump 
Eagle Rk 
Mindego 
Pom 
Mindego 
Pom 
Mindego 
Llagas 
LP 1 
Llagas 
SHEEPRM2 
LP 1 
SHEEPRM2 
Mindego 
Pom 
BMT9 
Pawt 
BMT9 
BMT8 
BMT9 
Pawt 
BMT9 
W5Reset 
SKY 1 
W l  
SKY 1 
Lomancer 
Lomancer 
Lomancer 
PR6 
LP2 
LP4 
Fremont 
Mulligan 
Juan 
Mulligan 
V q o  
Juan 
Juan 
Mulligan 
Juan 
Juan 
Mulligan 
Sargent 
vargo 

Fremont 
Canada 
Canada 
Fairview 
Gilroy 
Canada 
Gilroy 
Canada 
P 1 
P 1 
P 1 
P 1 
P2 
P2 
P2 
P2 
P2 
P 3 
P3 
P3 
P4 
P4 
P4 
P5 
P5 
P 7 
P 5 
P 5 

Sargent 
Fairview 
Sargent 
Gilroy 
Sargent 
SHEEPRM2 
SHEEPRM2 
Gilroy 
P2 
P3 
P4 
P6 
P3 
P4 
P5 
P6 
P7 
P4 
P5 
P6 
P5 
P6 
P7 
P6 
P7 
P8 
c 1 
Chamb 2 

GPS east 

LP 1 Allison 34.8k5.9 55.2 -20.4 
LP 1 Eagle Un 225.2k11.8 243.6 -18.4 
LP 1 Hamilton 65.6k7.0 66.0 -.4 
LP 1 Brush 2 41.3k15.6 78.4 -37.1 

GPS north 

LP 1 Allison -1 10.6k3.8 -103.7 -6.9 
LP 1 Eagle Un -205.455.6 -185.3 -20.1 
LP 1 Hamilton -106.6k2.6 -96.2 -10.4 
LP 1 Brush 2 -229.2k4.6 -205.1 -24.1 

GPS up 

LP 1 Allison -105.5k33.4 -129.1 23.6 
LP 1 Eagle Un -21 1.8k24.7 -202.6 -9.2 
LP 1 Hamilton -1 14.4k25.5 A, -131.4 17.0 
LP 1 Brush 2 -4O.Ok27.8 -93.4 53.4 

RESULTS AND DISCUSSION 

Marshall and others (1991) found that the fault model 
that best fits the leveling data is not fully consistent with 
the model used by Lisowski and others (1990) to fit the 
geodeticlGPS data. More specifically, Marshall and oth- 
ers found that using the parameters calculated by Lisowski 
and others to model the elevation changes produces a misfit 
twice as large as that for their best-fitting model. In our 
modeling, therefore, we search for the models that best fit 
separately the GeodolitelGPS data of Lisowski and others 

and the leveling data of Marshall and others. We then 
search for the model that best fits both the GeodolitelGPS 
and the leveling data. The best-fitting models are deter- 
mined by trial and error. The starting fault surface is sug- 
gested by the main-shock and aftershock locations (Dietz 
and Ellsworth, 1990). 

Reasonable agreement with the EDM (line-length 
changes) and GPS vector changes of Lisowski and others 
(1990) is obtained with a model for which the strike, dip, 
depth to center, length, width, and area of the rupture 
zone are about 132O, 73O, 11 km, 44 ktn, 15 ktn, and 518 
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Table 2.-Modeling of the Geodolite/Global Positioning System and Leveling Data 

[GPS, Global Positioning System] 

GeodoliteIGPS data Leveling data 

Dislocation Dislocation 
model of This model of This 

Lisowski and study Marshall and study 
others (1 990) others (1 99 1) 

Length (2L) (km) --------- ------- 
Depth to top (dsin a )  (km)---- 
Width (D-d) (km) ----------- --- 
Rupture area (km2) -------------- 
Dip (a) ( O )  ....................... 
Slip amplitude along strike 

(m). 
Slip amplitude along dip 

6-4. 
Geodetic moment (Mo) 

(lo^ N-m). 
Alongstrike stress-drop 

component (AT,) (MPa). 
Alongdip stress-drop 

component (AT^) (MPa). 
Maximum energy-release 

rate (Gmax) (106 J/m2). 
Misfit-to-noise ratio ------------ 

44 
3.8 

15 
518 
73 

avg 1.3 

40 
3.6 

13 
408 

65 
avg 1.8 

avg 1.5 avg 1.1 

km2, respectively. The surface location of the rupture- 
zone center is lat 37.07' N., long 121.83' W. The stress- 
drop components are A ~ = 1 . 4 5  MPa (along strike) and 
Atd=1.35 MPa (along dip), and the calculated geodetic 
moment is 2.5x1019 N-m. The maximum energy-release 
rate, which occurs near the top of the model fault, is about 
5 . 5 ~ 1 0 ~  J/m2; the minimum energy-release rate is about 
2 . 0 ~ 1 0 ~  J/m2. In general, the location of the maximum 
energy-release rate depends on the aspect ratio of the rup- 
ture zone and the ratio of the stress-drop components (Wu 
and others, 1991). The distribution of slip over the fault 
surface would be elliptical for uniform stress drop on a 
planar elliptical zone embedded within an infinite space. 
Here, within the elastic half-space, the slip distribution is 
approximately elliptical but is skewed toward the free sur- 
face. More specifically, the peak slip amplitude does not 
occur at the geometric center but at a distance from the 
center equal to a fourth of the half-width closer to the free 
surface. The average slip amplitudes in the strike and (re- 
verse) dip direction, respectively, are [u]=1.3 m and 
[>L,]=1.1 m. The fit of the best model to the Geodolitel 
GPS data is listed in table 1, and the model parameters 
are compared with those of Lisowski and others (1990) in 
table 2. The misfit-to-noise ratio is 2.4, and the largest 
misfit occurs on line LP1-LP2 (table 1). As pointed out 

by local movements accompanying the widespread sur- 
face cracking and secondary faulting observed in the epi- 
central area (U.S. Geological Survey staff, 1990). The 
geodetic moment, dip, rupture area, and strike-slip and 
dip-slip amplitudes are close to those (2.8x1019 N-m, 70Â° 
492 km2, 1.6 m, 1.2 m) obtained by Lisowski and others. 
Because our method is more computationally demanding 
than the conventional dislocation method, we tested the 
sensitivity of the model fit only approximately. Neverthe- 
less, we found that the model fit can be degraded signifi- 
cantly for rupture zones with lengths (2L) less than 40 
km, although greater lengths are permitted by the 
GeodoliteIGPS data. In addition, the dip of the model 
fault can be varied between 70' and 75' without increas- 
ing the model misfit significantly. 

The best-fitting model for the leveling data of Marshall 
and others (1991) corresponds to a moderately different 
fault geometry. Specifically, the strike, dip, depth to cen- 
ter, length, width, and area of the rupture zone are about 
133', 65', 9.5 km, 40 km, 13 km, and 408 km2, respec- 
tively. In addition, the surface location of the rupture- 
zone center (lat 37.06' N., long 121.88' W.) is about 2 
km southwest of that in the GeodoliteIGPS model. The 
rupture-zone area inferred here is slightly smaller than 
that inferred from t h e  GeodoliteIGPS data, but the 
alongstrike and alongdip stress-drop components, geodetic by Lisowski and others, this line probably was affected 
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moment, and maximum energy-release rate are all slightly 
larger: Ats=l .7 MPa, Atd= 1.95 MPa, ~ ~ = 2 . 8 x l 0 ~ ~  N-m, 
and G ~ ~ = S .  8x 1 o6 ~ l m ~ ,  respectively. The rupture-zone 
area is close to that (372 km2) obtained by Marshall and 
others (1991). The average slip amplitudes in the strike 
and (reverse) dip directions, respectively, are [iis]=1.8 m 
and [%]=IS m, and the misfit-to-noise ratio is 1.9. The 
fit of the best model to the leveling data is profiled in 
figure 3, and the model parameters are compared with 
those of Marshall and others in table 2. As shown in fig- 
ure 3, the calculated elevation changes agree reasonably 
well with the observed data along the leveling lines (fig. 
lB), but, similar to the result of Marshall and others, no- 
table misfits occur in several places along someleveling 
lines. Approximate sensitivity tests suggest that the level- 
ing data are more sensitive to the length of the rupture 
zone than are the GeodoliteIGPS data. Specifically, the 
model fit to the leveling data can be degraded signifi- 
cantly for rupture-zone lengths greater than 44 and less 
than 34 km. The dip of the model fault here is about 5' 
greater than that obtained by Marshall and others, but 

Fault plane 

Figure 2.-Schematic sketch of rupture-zone model, showing a planar 
elliptical zone (shaded oval) embedded within an elastic half-space. x-y 
plane coincides with half-space surface, x-axis is parallel to strike of 
rupture zone and to semimajor axis of ellipse, and z-axis points down- 
ward into half-space. x-, y-, and z-axes are all orthogonal. Â£-axis which 
is intersection of vertical y-z plane and slip plane, is parallel to minor 
axis of ellipse. a, angle between Â£ and y-axes; d,  depth to top of rupture 
zone (along x direction); D, depth to bottom of rupture zone (along 6 
direction); L, half-length of rupture zone. Orientation of stress drop AT 
is defined by angle o measured from Â direction; thus, vertical depth to 
top of  rupture zone is dsin a ,  and width of rupture zone is D-d. Two 
stress-drop components along strike and dip directions are A~=Ars in  (0 

and AT~=ATCOS o, respectively. 

decreasing the dip to 63' gives only a slightly larger mis- 
fit. 

As found by Marshall and others (1991), if we use the 
parameters of the best-fitting GeodoliteIGPS model to in- 
terpret the leveling data, the misfit-to-noise ratio increases 
to 3.4. Similarly, using the parameters of the best-fitting 
leveling model produces a misfit-to-noise ratio of 3.2 to 
the GeodoliteIGPS data. If we combine these two data 
sets, the best-fitting model suggests a fault geometry some- 
what between those for the two best-fitting models ob- 
tained from the GeodoliteIGPS and leveling data. 
Specifically, the strike, dip, depth (to center), length, and 
width of the rupture zone are about 132O, 70Â° 10.5 km, 
42 km, and 13.5 km, respectively. However, then the mis- 
fit-to-noise ratio is 3.0, about 50 percent larger than the 
best-fitting GeodoliteIGPS and leveling models. 

The discrepancy between the two model fits indicates 
that our model does not capture fully the actual faulting 
behavior. Indeed, the aftershock locations of Dietz and 
Ellsworth (1990) suggest a kinked fault with a joint at 
about 6-km depth, rather than the simple planar surface 
we have assumed here. Future analysis of the mechanical 
behavior of a kinked rupture zone (of prescribed stress 
change) may lead to a better understanding of the ground- 
surface response to such a complex rupture. In addition, 
other modifications on the surface displacements may be 
introduced, owing to variations in stress drop and a 
nonelliptical shape of the rupture zone. Our model fits 
probably could be improved by allowing a nonuniform 
stress drop and shapes other than elliptical. However, be- 
cause of the tradeoff between the stress-drop distribution 
and the configuration of the rupture zone, there is little 
point in doing so before additional constraints on the rup- 
ture-zone geometry are determined. 

Although the long-term rates of horizontal and vertical 
displacement in the Loma Prieta region differ substan- 
tially, the inferred stress-drop components (and average 
slip components) along strike and dip are approximately 
equal. Because the long-term horizontal-displacement rates 
exceed the vertical rates by more than a factor of 10 in 
the San Francisco Bay region (Bradley and Griggs, 1976; 
Prescott and others, 1981; Hanks and others, 1984), stress 
drops along the strike directions might be expected to be 
much larger than those along the dip directions for rup- 
ture zones in this region. As pointed out by many investi- 
gators (for example, Anderson, 1990; Segall and Lisowski, 
1990; Valensise and Ward, 1991), this result suggests that 
Loma Prieta-type events with subequal components of 
stress drop along strike and dip must be relatively infre- 
quent. 

The maximum energy-release rate for the 1989 Loma 
Prieta earthquake is toward the upper end of the range of 
the critical energy-release rate inferred for crustal faulting 
(Rudnicki, 1980; Li, 1987): from loo to lo8 ~ / m ~ ,  with 
most values ranging from lo5 to lo8 ~ l m ~ .  This result is 
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consistent with the inferred infrequency of a Loma Prieta- 
type event: High maximum energy-release rates suggest 
that the rupture propagated through relatively intact or 
largely rehealed rock. The recent study by Wu and others 
(1991) estimated critical values of 1 .5xlo6 J/m2 for the 
1966 Parkfield, Calif. (Ms=5.6), 1 . 2 ~ 1 0 ~  J/m2 for the 1983 
fiorah Peak, Idaho (Ms=6.9), and 2 x 1 0 ~  J/m2 for the 1987 
Whittier Narrows, Calif. (M=6.0), earthquakes. Among 
them, the critical value of 1 . 5 ~ 1 0 ~  J/m2 for the 1966 
Parkfield earthquake is consistent with the 2 . 0 ~ 1 0 ~  J/m2 
estimated by Beroza and Spudich (1988), using a dynamic 
rupture model, and with the 0 . 8 ~ 1 0 ~  J/m2 estimated by 
Aki (1978), using a barrier model for the same event. 
These values and the estimate for the 1989 Loma Prieta 
karthquake are about 100 times larger than those (of approx 
lo4) inferred from slip experiments on sawcut laboratory 
specimens, as collected by Wong (1982, 1986), and those 
(ranging from 5 x 1 0 ~  to 2 x 1 0 ~  J/m2) inferred from field 

20 40 60 80 
DISTANCE, 

IN KILOMETERS 

observations of slip along small faults in granite rock, as 
reported by Martel and Pollard (1989). Currently avail- 
able estimates of the critical energy-release rate for crustal 
faulting exhibit considerable variation, and further efforts 
in estimating their values and variation throughout the 
crust are needed to better understand the mechanism of 
earthquake faulting. 
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Figure 3.-Profiles of model fault (solid curves) derived from observed coseismic elevation changes AH along leveling lines 1 through 7 (inset, fig. 
15). Error bars indicate relative uncertainty in leveling data. Note that vertical scale for leveling line 4 is about twice as larger as that for other 
leveling lines. , 
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