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Evaluation of Intake Efficiencies and  
Associated Sediment-Concentration Errors  
in US D-77 Bag-Type and US D-96-Type  
Depth-Integrating Suspended-Sediment Samplers

By Thomas A. Sabol and David J. Topping

Abstract

Accurate measurements of suspended-sediment 
concentration require suspended-sediment samplers to 
operate isokinetically, within an intake-efficiency range of 
1.0 ± 0.10, where intake efficiency is defined as the ratio 
of the velocity of the water through the sampler intake to 
the local ambient stream velocity. Local ambient stream 
velocity is defined as the velocity of the water in the river at 
the location of the nozzle, unaffected by the presence of the 
sampler. Results from Federal Interagency Sedimentation 
Project (FISP) laboratory experiments published in the early 
1940s show that when the intake efficiency is less than 1.0, 
suspended-sediment samplers tend to oversample sediment 
relative to water, leading to potentially large positive biases 
in suspended-sediment concentration that are positively 
correlated with grain size. Conversely, these experiments 
show that, when the intake efficiency is greater than 1.0, 
suspended‑sediment samplers tend to undersample sediment 
relative to water, leading to smaller negative biases in 
suspended-sediment concentration that become slightly more 
negative as grain size increases.

The majority of FISP sampler development and testing 
since the early 1990s has been conducted under highly 
uniform flow conditions via flume and slack-water tow 
tests, with relatively little work conducted under the greater 
levels of turbulence that exist in actual rivers. Additionally, 
all of this recent work has been focused on the hydraulic 
characteristics and intake efficiencies of these samplers, 
with no field investigations conducted on the accuracy of the 
suspended-sediment data collected with these samplers. When 
depth-integrating suspended-sediment samplers are deployed 
under the more nonuniform and turbulent conditions that 
exist in rivers, multiple factors may contribute to departures 

from isokinetic sampling, thus introducing errors into the 
suspended-sediment data collected by these samplers that may 
not be predictable on the basis of flume and tow tests alone.

This study has three interrelated goals. First, the 
intake efficiencies of the older US D-77 bag-type and 
newer, FISP-approved US D-96-type1 depth-integrating 
suspended‑sediment samplers are evaluated at multiple 
cross‑sections under a range of actual-river conditions. The 
intake efficiencies measured in these actual-river tests are 
then compared to those previously measured in flume and tow 
tests. Second, other physical effects, mainly water temperature 
and the duration of sampling at a vertical, are examined to 
determine whether these effects can help explain observed 
differences in intake efficiency both between the two types 
of samplers and between the laboratory and field tests. Third, 
the signs and magnitudes of the likely errors in suspended-
sand concentration in measurements made with both types of 
samplers are predicted based the intake efficiencies of these 
two types of depth-integrating samplers. Using the relative 
difference in isokinetic sampling observed between the 
US D-77 bag-type and D-96-type samplers during river tests, 
measured differences in suspended-sediment concentration 
in a variety of size classes were evaluated between paired 
equal-discharge-increment (EDI) and equal-width-increment 
(EWI) measurements made with these two types of samplers 
to determine whether these differences in concentration are 
consistent with the differences in concentrations expected 
on the basis of the 1940s FISP laboratory experiments. In 
addition, sequential single-vertical depth-integrated samples 
were collected (concurrent with velocity measurements) 
with the US D-96-type bag sampler and two different rigid-
container samplers to evaluate whether the predicted errors in 
suspended-sand concentrations measured with the US D-96-
type sampler are consistent with those expected on the basis of 
the 1940s FISP laboratory experiments.

1 For the purpose of this study, both the US D-96 and the US D-96-A1 
sampler (Davis, 2005) are herein referred to as the US D-96-type sampler.
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Results from our study indicate that the intake efficiency 
of the US D-96-type sampler is superior to that of the US D-77 
bag-type sampler under actual-river conditions, with overall 
performance of the US D-96-type sampler being closer to, yet 
still typically below, the FISP-acceptable range of isokinetic 
operation. These results are in contrast to the results from 
FISP-conducted flume tests that showed that both the US D-77 
bag-type and US D-96-type samplers sampled isokinetically 
in the laboratory. Results from our study indicate that 
the single largest problem with the behavior of both the 
US D-77 bag-type and the US D-96-type samplers under 
actual‑river conditions is that both samplers are prone to large 
time‑dependent decreases in intake efficiency as sampling 
duration increases. In the case of the US D-96-type sampler, 
this problem may be at least partially overcome by shortening 
the duration of sampling (or, instead, perhaps by a simple 
design improvement); in the case of the US D-77 bag-type 
sampler, although shortening the sampling duration improves 
the intake efficiency, it does not bring it into agreement with 
the FISP‑accepted range of isokinetic operation. 

The predicted errors in suspended-sand concentration 
in EDI or EWI measurements made with the US-96-type 
sampler are much smaller than those associated with EDI 
or EWI measurements made with the US D-77 bag-type 
sampler, especially when the results are corrected for the 
effects of water temperature and sampling duration. The bias 
in the concentration in each size class measured using the 
US D-77 bag-type relative to the concentration measured 
using the US D-96-type sampler behaves in a manner 
consistent with that expected on the basis of the observed 
differences in intake efficiency between the two samplers in 
conjunction with the results from the 1940s FISP laboratory 
experiments. In addition, the bias in the concentration in 
each size class measured using the US D-96‑type sampler 
relative to the concentration measured using the truly 
isokinetic rigid-container samplers is in excellent agreement 
with that predicted on the basis of the 1940s FISP laboratory 
experiments. Because suspended-sediment samplers can 
respond differently between laboratory and field conditions, 
actual-river tests such as those in this study should be 
conducted when models of suspended-sediment samplers 
are changed from one type to another during the course 
of long-term monitoring programs. Otherwise, potential 
large differences in the suspended-sediment data collected 
by different types of samplers would lead to large step 
changes in sediment loads that may be misinterpreted as 
real, when, in fact, they are associated with the change in 
suspended‑sediment sampling equipment.

Introduction 
Traditionally, the U.S. Geological Survey (USGS) has 

used depth-integrating samplers to collect velocity-weighted 
samples for use in determining concentrations and grain-size 
distributions of suspended sediment in river cross-sections 
(Edwards and Glysson, 1999; Nolan and others, 2005; Gray 
and others, 2008). The fundamental requirement for the proper 
collection of suspended-sediment data with a depth-integrating 
sampler is the isokinetic operation of the sampler, in which the 
water-sediment mixture enters the sampler nozzle at the local 
ambient stream velocity. In this usage, “local ambient stream 
velocity” is defined as the velocity of the water in the river at 
the location of the nozzle, unaffected by the presence of the 
sampler. Laboratory experiments performed by the Federal 
Interagency Sedimentation Project (FISP) published in the 
early 1940s show that when the water-sediment mixture enters 
a sampler nozzle at a rate lower than the local ambient stream 
velocity, suspended-sediment samplers tend to oversample 
sediment because of the greater inertia of the particles of 
sand-sized sediment relative to the water, thus leading to 
positive biases in suspended-sediment concentrations that 
are positively correlated with grain size (FISP, 1941a)2. 
Conversely, these same experiments show, by virtue of the 
same inertial effects, that when the water-sediment mixture 
enters a sampler nozzle at a rate higher than the local ambient 
stream velocity, suspended-sediment samplers tend to 
undersample sediment. This undersampling leads to negative 
biases in suspended-sediment concentrations that are also 
positively correlated with grain size; these biases become 
more negative as grain size increases.

The replacement of the rigid-container sampler 
container with a collapsible bag in the design of the bag-type 
depth‑integrating suspended-sediment samplers developed by 
the FISP in the 1980s and 1990s represents the most radical 
design change in suspended-sediment sampling equipment 
since the original development of isokinetic rigid-container 
depth-integrating samplers in the 1940s (FISP, 1940a, 1941a, 
1952, 2003; Szalona, 1982; Davis, 2001, 2005a; McGregor, 
2006). Unlike during the design of the original rigid-container 
depth-integrating samplers, however, far less testing occurred 
during the development of the bag-type depth-integrating 
samplers. Depth-integrating, suspended-sediment samplers 
are intended for use in rivers and streams where flow 
conditions are typically more turbulent and variable than 
those in laboratory flumes or those experienced by samplers 
towed in a lake by a boat. Although these samplers are 
meant to be used to sample suspended sediment in rivers, the 

2 These results are for sampler nozzles that are oriented upstream within 
about 30 degrees of the streamlines (that is, the standard nozzle orientation on 
FISP depth-integrating samplers). As shown in FISP (1941) and Winterstein 
and Stefan (1983), the results are very different when the nozzles are oriented 
more obliquely or perpendicular to the streamlines.
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majority of recent sampler development and testing has been 
conducted via flume and slack-water towing tests (Szalona, 
1982; McGregor, 2000a, 2000b, 2006; Davis, 2005a; FISP, 
2003), with relatively little work occurring in actual rivers 
under actual sampling conditions (Allen and Petersen, 
1981; Davis, 2001). Of the seven FISP depth-integrating 
suspended-sediment samplers developed since 1980, only the 
US D-96-type depth-integrating sampler received any river 
testing of intake efficiency (Davis, 2001). Furthermore, all 
recent FISP sampler development and testing has been focused 
on the hydraulic characteristics and intake efficiencies of 
these samplers, with no work conducted on the accuracy of 
the suspended-sediment data collected with these samplers 
(Szalona, 1982; McGregor, 2000a, 2000b, 2006; Davis, 2001, 
2005a; FISP, 1979, 2003). Because the flow in actual-river 
settings is more nonuniform and turbulent than the flow in 
either laboratory flumes or lakes, there is no guarantee that 
samplers tested only under these relatively uniform conditions 
will sample isokinetically under actual-river conditions 
(for example, Pickering, 1983; and Yorke and Ward, 1998). 
The early development and testing of FISP rigid-container 
suspended-sediment samplers included extensive laboratory 
and river tests of both hydraulic and suspended-sediment 
sampling behavior, with intercomparisons between different 
types of suspended‑sediment samplers in a variety of rivers 
(Benedict, 1944; FISP, 1944, 1951, 1952, 1957). However, 
because recent collapsible-bag-type sampler development 
has not included the field evaluation of the suspended-
sediment sampling behavior through intercomparison with 
different types of suspended-sediment samplers, there is no 
guarantee that the suspended-sediment data collected with 
newly developed bag-type suspended-sediment samplers is 
(1) consistent with the suspended-sediment data collected 
with the older rigid‑container suspended-sediment samplers 
on which field tests of suspended-sediment sampling behavior 
were conducted by the FISP, let alone (2) accurate. Because 
sediment-sampling tests were not conducted during the 
development of the new bag-type of suspended-sediment 
samplers, there is a risk that step changes in sediment loads 
may be introduced when changes in sampler type are made 
during the course of long-term monitoring programs. 

To monitor sediment transport in the Colorado River in 
Marble and Grand Canyons, a long-term suspended‑sediment 
monitoring program was initiated by the USGS - Grand 
Canyon Monitoring and Research Center (GCMRC) in 1999 
(Rubin and others, 2002). This program initially consisted 
of suspended-sediment measurements made at least once 
per day at several stations along the Colorado River, and 
later expanded to five stations using a combination of 

depth‑integrating suspended-sediment samplers and newer 
pump, laser, and acoustic surrogate technologies (Melis and 
others, 2003; Topping and others, 2004, 2006, 2007, 2010; 
Griffiths and others, 2012). The initial depth-integrating 
suspended-sediment sampler chosen for this program was the 
US D-77 bag-type sampler developed and tested by Szalona 
(1982). The configuration used was that in figure 2–2A in 
Webb and Radtke (1998). Szalona (1982) showed that the 
US D-77 bag-type sampler sampled isokinetically in flume 
experiments, and therefore the inference was that this sampler 
should collect accurate suspended-sediment data, although no 
river tests on either intake efficiency or sediment-sampling 
behavior had been conducted. In response to observed 
problems with the deployment of the US D-77 bag-type 
sampler in rivers (Pickering, 1983; Boning, 1992; Webb and 
Radtke, 1998; Yorke and Ward, 1998; Sorenson, 2002), the 
USGS Office of Water Quality, in concurrence with the Office 
of Surface Water, recommended the phaseout of this sampler 
in 2002 (Sorenson, 2002). In response, the USGS‑GCMRC 
replaced the US D-77 bag-type sampler with the FISP 
approved US D-96-type collapsible-bag sampler for use in 
the USGS-GCMRC monitoring program on the Colorado 
River in Marble and Grand Canyons (Davis, 2001). Upon 
phaseout of the US D-77 bag-type sampler in this program, 
either the US D-96-A1 (comparable in weight to that of the 
US D-77 bag-type sampler) or the heavier US D-96 was used, 
depending on flow conditions. During this change in sampler 
type, a negative step change was detected in the measured 
suspended-sand concentrations. Initial side-by-side sampler 
comparisons conducted on the Colorado River during this 
change in sampler type indicated that, under the same flow 
and sediment conditions, the US D-77 bag-type sampler 
collected samples with higher measured concentrations of 
suspended sand than did the US D-96-type sampler. This 
difference in sediment-sampling behavior was observed 
despite the fact that both samplers were previously found to 
sample isokinetically in flumes (Szalona, 1982; Davis, 2001). 
As a result, the study described in this report was initiated to 
evaluate whether the intake efficiencies of these two types 
of samplers were different under actual-river conditions, 
and whether such potential differences in intake efficiency 
could explain the differences in the suspended-sediment data 
collected by the two types of samplers. In addition, the effects 
of water temperature, lags between changes in flow direction 
and nozzle orientation, and transit rates were examined to 
determine whether these effects could help explain observed 
differences in intake efficiency between the two types of 
samplers and between the laboratory and field tests.
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Purpose and Scope

The purpose and scope of this report is to describe and 
analyze the data collected (between 1999 and 2011) to address 
the following three goals:
1.	 To compute intake efficiencies of the US D-77 bag-type 

and US D-96-type samplers over a range of actual-river 
conditions and compare these field intake efficiencies with 
those measured in the laboratory, 

2.	 To evaluate whether the potential effects of water 
temperature, sampling duration, transit rates, and lags 
between changes in flow direction and nozzle orientation 
could help explain observed differences in intake 
efficiency between the two types of samplers and between 
the laboratory and river tests, and

3.	 To compute and verify whether any errors in 
suspended‑sand concentration measured by the US D-77 
bag-type and D-96-type samplers (computed on the 
basis of the intake efficiencies of these two types of 
depth-integrating samplers) are consistent with the 
errors in concentration expected based on 1940s FISP 
laboratory experiments.

Data used in this study were collected between 1999 and 2011 
at six cross-sections on the Colorado River within Grand 
Canyon National Park (GCNP). For the purpose of this study, 
data collected with either the US D-96 or the US D-96-A1 
are herein referred to as US D-96-type. Because the only 
difference between the two is weight, isokinetic operation of 
both samplers is the same when deployed within their specific 
operating ranges (Davis, 2001; FISP, 2003). Therefore, in 
this study, differentiating specific data collected with either a 
US D-96 or a US D-96-A1 is unnecessary.

Study Sites

The study area is the Colorado River in Marble and 
Grand Canyons within GCNP. By longstanding convention, 
locations along the Colorado River in GCNP are referenced to 
river miles. Marble Canyon extends from river mile 0 to the 
mouth of the Little Colorado River near river mile 62; Grand 
Canyon extends from the mouth of the Little Colorado River 
to the Grand Wash Cliffs near river mile 277. Data evaluated 
in this study were collected at six cross-section locations 
(figs. 1, 2):
1.	 Two cross-sections on the Colorado River at 

USGS‑GCMRC river miles 30.0 and 30.3 near the 
USGS‑GCMRC river-mile 30 sediment station, herein 
referred to as 30-mile tagline A and 30-mile tagline B, 
respectively;

2.	 Two cross-sections on the Colorado River at USGS-
GCMRC river miles 60.7 and 61.0 upstream from the 
decommissioned USGS Colorado River above Little 
Colorado River near Desert View, Arizona, gaging station 
(09383100), herein referred to as 61-mile tagline A and 
61-mile tagline B, respectively;

3.	 The cross-section at USGS-GCMRC river mile 61.5 at 
the former location of the measurement cableway at the 
decommissioned USGS Colorado River above Little 
Colorado River near Desert View, Arizona, gaging station 
(09383100), herein referred to as 61-mile tagline C; and

4.	 The cross-section at USGS-GCMRC river mile 88.0 at 
the measurement cableway at Colorado River near Grand 
Canyon, Arizona, gaging station (09402500), herein 
referred to as the 87-mile cableway.

This last cross-section was deemed especially appropriate 
for this study because it was the location of the FISP 
suspended‑sediment sampler river tests published in 
Benedict (1944) and FISP (1944, 1957). Orthorectified aerial 
photographs showing the detailed locations of each of these 
cross-sections at the three study sites are provided in Topping 
and others (2011).

Background

The depth-integrating samplers used in this study 
were all designed, calibrated, and tested by the Federal 
Interagency Sedimentation Project (FISP). The FISP was 
established in 1939 to address the lack of standardization 
in sediment-sampling equipment and techniques (Skinner, 
1989). Initial FISP efforts focused on understanding hydraulic 
and mechanical aspects of sediment sampling with regard 
to measurement and analysis of suspended-sediment, 
bedload sediment, and bed material (FISP, 1940a, 1940b, 
1941a, 1941b, 1941c, 1952; Davis, 2005b). Currently, FISP 
evaluates and develops standardized calibrated equipment 
and methods for analysis of water quality, sediment 
characteristics, and sediment transport in surface waters 
(accessed October 27, 2011, at http://water.usgs.gov/fisp/
background.html). Although extensive field testing of depth-
integrating samplers in rivers occurred in the 1940s and 1950s 
to evaluate both intake efficiency and suspended-sediment 
data (Benedict, 1944; FISP, 1944, 1951, 1952, 1954, 1957), 
few field tests have been conducted and published since then 
to evaluate how suspended-sediment data are affected by 
the sampling behavior of suspended-sediment samplers in 
actual river settings (for example, see Allen and Petersen, 
1981). Multiple Federal and State agencies, foreign countries, 
and companies in the private sector use FISP-designed and 
approved equipment.
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Figure 1.  Map of the Colorado River in Marble and Grand Canyons  showing the location of the six cross-sections at the three 
study sites where suspended-sediment samplers were deployed. [“30-mile” indicates location of taglines A and B at the river 
mile 30 sediment station, “61-mile” indicates location of taglines A, B, and C near the former location of the USGS Colorado River 
above Little Colorado River near Desert View, Arizona, gaging station (09383100), and “87-mile” indicates the location of the 
measurement cableway at the USGS Colorado River near Grand Canyon, Arizona, gaging station (09402500).]
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Isokinetic depth-integrating suspended-sediment 
samplers are designed to continuously collect a sample of the 
water‑sediment mixture at the ambient stream velocity at the 
location of the sampler nozzle while transiting a sampling 
vertical in either the equal-discharge-increment (EDI) or equal-
width-increment (EWI) methods (FISP, 1952; Edwards and 
Glysson, 1999; Nolan and others, 2005; Gray and others, 2008). 
FISP-designed suspended-sediment samplers are calibrated in 
a flume over a narrow range of water temperatures to ensure 
that the velocity of the water-sediment mixture entering the 
nozzle is within 10 percent of the local ambient stream velocity 
throughout the sampler’s operating range, resulting in an intake 
efficiency of 1.0 ± 0.10 (Davis, 2001; Gray and others, 2008). 
Suspended‑sediment samplers are deemed to be isokinetic when 
they meet this criterion; as recently as the official phaseout 
of the US D-77 bag-type sampler in 2002, the historically 
acceptable range in intake efficiency associated with isokinetic 
depth-integrating, suspended-sediment samplers was 1.0 ± 0.15 
(Szalona, 1982; Yorke and Ward, 1998). Isokinetic sampling 
is important because non-isokinetic operation of suspended-
sediment samplers can result in either positive or negative biases 
in suspended-sediment concentrations that are correlated with 
grain size (Edwards and Glysson, 1999; FISP, 1941a). 

The measure of isokinetic sampling, indicated by intake 
efficiency (IE), is defined as:

n

n

IE ,

where
is the instantaneous velocity of the water-

sediment mixture moving through the
nozzle into the sample container, and

is the instantaneous ambient stream velocity
at the location of the sam

V
V

V

V

=

pler-nozzle intake,
unaffected by the presence of the sampler.

	 (1)

Because it is impossible to measure instantaneous values of 
Vn when using depth-integrating samplers in the field, Vn in 
this study is replaced by nV , that is, the velocity of the water-
sediment mixture moving through the nozzle averaged over 
the time a depth-integrating sampler is deployed at a vertical, 
and V in this study is replaced by V , that is, the time- and 
depth-averaged ambient stream velocity at a vertical. To 
maintain USGS convention, all velocities in this paper are 
reported in units of feet per second (ft/s).

Figure 2.  Graphs showing shape of each tagline and cableway cross-section where data were collected in this study. Values 
are extrapolated from acoustic Doppler current profiler (ADCP) data at measured discharges of (A ) 13,900, (B  ) 12,500, and 
(C  ) 15,000 cubic feet per second at the (A  ) 30-mile, (B  ) 61-mile, and (C  ) 87-mile study sites, respectively.
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Non-isokinetic operation (fig. 3) of suspended-sediment 
samplers can result in either positive or negative biases in 
measured suspended-sediment concentrations, under standard 
nozzle orientations with the sampler intake pointed upstream 
within about 30 degrees of the streamlines (FISP, 1941a; 

Winterstein and Stefan, 1983; Edwards and Glysson, 1999). 
As intake efficiency decreases from unity, the magnitude 
of the positive bias in suspended-sediment concentration 
increases because the sediment has greater inertia than the 
water (fig. 4). Because larger particles have greater inertia 

Figure 3.  Diagrams illustrating effects of (A  ) isokinetic, (B  ) sub-isokinetic, and (C  ) super-isokinetic 
sampling on the measured concentration of sand-size sediment (> 0.0625 millimeter in diameter), where V 
is the instantaneous ambient stream velocity at the location of the sampler-nozzle intake, unaffected by the 
presence of the sampler, Vn is the instantaneous velocity of the water-sediment mixture moving through 
the nozzle into the sample container, Cs is the instantaneous ambient suspended-sediment concentration 
at the location of the sampler-nozzle intake, unaffected by the presence of the sampler, and Csn is the 
instantaneous suspended‑sediment concentration moving through the nozzle into the sample container.
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than smaller particles, intake efficiencies less than 1 lead to 
positive biases in suspended-sediment concentrations that 
are positively correlated with grain size. As a result of the 
same inertial effects, when intake efficiency increases above 
unity, the magnitude of the bias in sediment concentration 
becomes more negative as grain size increases (fig. 4). The 
rate of increase in the positive bias in suspended-sediment 
concentration with either decreasing intake efficiency (below 

unity) or increasing grain size is much larger than the rate 
of increase in the negative bias in suspended-sediment 
concentration with either increasing intake efficiency (above 
unity) or increasing grain size. Therefore, greater potential 
for large absolute-value errors in sediment concentration 
exists when intake efficiencies are less than 1, rather than 
greater than 1.

Figure 4.  Graph showing effect of intake efficiency on errors in suspended‑sediment 
concentration for 0.06-millimeter (mm), 0.15-mm, and 0.45-mm diameter sediment. Data 
collected using the 1/4‑inch standard nozzle at a stream velocity of 5 feet per second. 
Relations in graph are applicable for data collected with both the 1/4-inch and the 5/16-inch 
nozzles; figure modified from Report 5, Federal Interagency Sedimentation Project (FISP, 
1941a, fig. 32).
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The original development of collapsible-bag 
depth‑integrating samplers occurred because the depths of 
many rivers exceeded the deployment depth limits of standard 
rigid-container depth-integrating samplers (Szalona, 1982); 
the concept of the collapsible-bag depth-integrating sampler 
was first described by FISP (1952, p. 100–101). The air in 
the sample container (that is, bottle) of a rigid-container 
depth-integrating sampler is at atmospheric pressure when 
the sampler enters the water at a sampling vertical. As the 
sampler is lowered through the water column toward the bed, 
the pressure in the sample container increases hydrostatically 
resulting in compression of the trapped air. Proper sampling 
with rigid-container depth-integrating samplers requires 
that this pressure-driven decrease in the volume of air in the 
sample container be offset during the downward transit by 
a volume of water-sediment mixture, entering the sampler 
container through the nozzle isokinetically, that is equal to or 
greater than the volume needed to instantaneously compress 
the air in the container and balance the external hydrostatic 
head. If the water-sediment mixture enters the nozzle at 
a rate lower than that required to equalize the pressure of 
the air trapped in the sample container with the hydrostatic 
pressure, a pressure-driven inrush of additional water through 
both the nozzle and the sampler air exhaust will occur. If the 
water enters the nozzle at a rate higher than that required to 
equalize the pressure of the air trapped in the sample container 
with the hydrostatic pressure, some of the trapped air will 
simply escape through the sampler air exhaust. Because of 
this pressure-equalization constraint, the depth limit of a 
rigid‑container depth-integrating sampler is set by the volume 
of the sample container (FISP, 1952; Edwards and Glysson, 
1999). To allow depth-integrating samplers to be used in rivers 
with greater depths, Szalona (1982) adapted the US D-77 
collapsible bag-type sampler from the US D-77 rigid-container 
sampler using commercially available plastic food‑storage 
bags. Because the sample container of a collapsible bag‑type 
sampler can freely contract as pressure increases, no 
pressure‑driven inrush will occur in such a sampler. As a 
result, the maximum allowable transit rate of a collapsible 
bag-type sampler is not reduced as a function of increasing 
sample container size (as is the case with rigid‑container 
samplers), thus allowing bag-type samplers to be operated 
to greater depths so long as the transit rates do not exceed 
the theoretical approach-angle limits of ~40 percent of the 
ambient stream velocity (FISP, 1952, 1954; Szalona, 1982; 
Edwards and Glysson, 1999; Davis, 2001).

Flume tests conducted during the development of the 
US D-77 bag-type sampler and flume and tow tests conducted 
during the development of the US D-96-type sampler show 
that both of these samplers can sample isokinetically under 

the uniform flow conditions (with relatively low levels of 
turbulence) that exist in these types of tests (fig. 5; Szalona, 
1982; Davis, 2001). Szalona’s (1982) flume tests determined 
that the US D-77 bag-type can sample at intake efficiencies 
(IEs) of 1 ± 0.15 over a velocity range of 1.5 to 6.6 ft/s, 
depending on the configuration of the sampler. Flume and 
tow tests performed during sampler development verified 
the isokinetic operation (IE = 1 ± 0.10) of the US D-96 
sampler between 2 and 15 ft/s in these highly controlled 
uniform sampling environments (Davis, 2001). Throughout 
the development of the US D-77 bag-type sampler no tests 
in actual rivers occurred; however, 22 river tests performed 
during development of the US D-96 sampler indicated that it 
sampled at intake efficiencies of 1 ± 0.15 over a velocity range 
of 2 to 6.7 ft/s (Davis, 2001). Of these 22 tests, the results 
of 15 were within the tighter IE = 1 ± 0.10 range under which 
FISP samplers are now deemed to be isokinetic (Davis, 2001). 
Details of the respective US D-77 bag-type and US D-96 
sampler development processes are further discussed in 
Szalona (1982) and Davis (2001).

During the deployment of depth-integrating samplers 
under the more nonuniform, more turbulent, and deeper 
conditions that exist in rivers, factors not apparent in the 
flume and tow tests may contribute to departures from 
isokinetic sampling and, as a result, introduce biases into the 
velocity‑weighted, suspended-sediment concentration data 
collected. During the years following the development of 
the US D-77 bag-type sampler in 1982, it became apparent 
to many workers that, regardless of its performance in flume 
tests, this sampler did not perform well in actual-river settings 
(Pickering, 1983; Boning, 1992; Webb and Radtke, 1998; 
Yorke and Ward, 1998; Davis, 2001, 2005b, 2006; Sorenson, 
2002; FISP, 2003). The US D-96 collapsible-bag sampler, 
and later the US D-96-A1 collapsible-bag sampler, were both 
developed in response to the US D-77 bag-type sampler’s 
documented limited range of isokinetic operation, instability 
at high flows, and general unreliability when used in actual 
rivers (Davis, 2001, 2005b, 2006; FISP, 2003). Physical 
factors affecting all samplers in actual rivers that may result 
in departures from isokinetic sampling not necessarily 
observed in flume and tow tests include (1) larger ranges in 
depth, (2) greater levels of turbulence, (3) the fact that rivers 
are boundary-layer “shear flows” unlike the flows affecting 
samplers in tow and towed-transit tests, (4) larger ranges in 
water temperature, and (5) the presence of suspended sediment 
in the water. Some of the effects of these physical factors have 
been the focus of previous research (for example, the effects 
of greater river depths on drift angle) and are beyond the scope 
of this report. 
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In addition to the above factors, bag-type samplers are 
affected in rivers by the following physical factor that does 
not affect rigid-container samplers; this factor arises as a result 
of the initial flooding and subsequent purging of water from 
the sampler cavity in a bag-type sampler after submergence. 
Proper sampling with a bag-type depth-integrating sampler 
requires the free exchange of air and water between the 
sampler cavity housing the bag and the river while the sampler 
is in motion transiting a sampling vertical. As a bag-type 
sampler is lowered to the bed and subsequently raised through 
the water column, water quickly floods the sampler cavity 
through vent holes located near the bottom of the sampler 
body as trapped air escapes through a vent hole or holes 
located near the top of the sampler body. In the final version 
of the US D-77 bag-type sampler designed by Szalona (1982), 
flooding of the sampler cavity occurred within 5 seconds of 
submergence; in measurements made during 2010 on the 
Colorado River over a range of ambient stream velocities, 
flooding of the sampler cavity in a US D-96-type sampler 
occurred over 5–6 seconds. After all air is expelled from the 
sampler cavity, water must then be able to exit the sampler 
cavity at the same rate that water fills the bag through the men12-3089_fig05
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Figure 5.  Plots showing intake efficiency of (A  ) the US D-77 bag-type and (B  ) US D-96 samplers plotted as a function 
of ambient stream velocity in flume tests (A  ) and flume and tow tests (B  ). US D-77 bag-type sampler data from Szalona 
(1982) and B.E. Davis (U.S. Geological Survey, written commun., 2009); US-D96 sampler data from Davis (2001). Shaded area 
represents range in intake efficiency (1.0 ± 0.10 ) considered to be isokinetic. The minimum operational stream velocities and 
temperatures of both the US D-77 bag-type and the US D-96 type samplers are 3 feet per second at 7 degrees Celsius (ºC) for 
the US D-77 bag-type and 3 feet per second at 4ºC for the US D-96 type (Webb and Radtke, 1998; Lane and others, 2003).

nozzle isokinetically (Szalona, 1982; Davis, 2001, 2005a). 
However, as shown by measurements reported in Szalona 
(1982) and Davis (2001), this process does not occur in reality 
where the rate at which water exits a sampler cavity decreases 
over time, leading to intake efficiencies in bag-type samplers 
that decrease over time. This behavior is unlike that of rigid-
container samplers, in which intake efficiency is not time 
dependent so long as these samplers are operated within their 
limits to avoid pressure-driven inrush. 

Beginning with Szalona (1982) and reiterated by both 
Davis (2001, 2005a) and McGregor (2006), the standard 
assumption has been that, for a bag-type sampler to sample 
isokinetically, it is advantageous for the sampler cavity to 
flood quickly, within seconds, upon submergence. The basis 
for this assumption is that it is physically impossible for 
water to exit a sampler cavity as fast as air. This physical 
impossibility arises because when air is present in the sampler 
cavity, the additional force of buoyancy helps to drive the 
air out of the cavity. Therefore, it is impossible to design a 
bag‑type sampler that will sample isokinetically with both air 
and water in the sampler cavity. A bag-type sampler designed 
to sample isokinetically when most of the volume in the 
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sampler cavity is composed of air would sample at much 
lower intake efficiencies once the cavity was flooded; a bag-
type sampler designed to sample isokinetically after the cavity 
was flooded would sample at intake efficiencies much greater 
than 1 while the sampler cavity was still mostly filled with 
air. Because the air in a sampler cavity must be replaced with 
water, it is best if this exchange happens as quickly as possible 
so that a sampler can be designed to sample isokinetically after 
the cavity has been flooded. 

However, analysis of laboratory data presented in Szalona 
(1982) and Davis (2001) suggests that it is not possible to 
design a bag-type sampler that has intake efficiencies that do 
not decrease over time, even after the cavity has been flooded. 
In fact, as a filling bag occupies more of the volume in a 
sampler cavity, it becomes progressively more difficult for the 
filling bag to displace the water in the cavity and purge this 
displaced water through the vent holes. This arises because 
(1) the effect of wall friction on the water flowing in the 
sampler cavity around the bag increases as the space in the 
sampler cavity around the filling bag decreases in effective 
diameter and (2) the bag will tend to progressively block more 
vent holes as it fills. As described below, the first of these 
two processes results in an additional head loss, not present 
in rigid-container samplers, that increases over time as the 
filling bag occupies progressively more of the sampler cavity. 
Analysis of the laboratory data in Szalona (1982, figs. 4, 5) 
indicates that the intake efficiency of a US D-77 bag-type 
sampler decreased by ~30 percent as the sampling duration 
increased from ~5 to ~60 seconds. Most of this decrease in 
intake efficiency occurred after flooding of the sampler cavity; 
Szalona reported that the cavity in this earlier version of the 
US D-77 bag-type sampler flooded over ~27 seconds, not the 
~5 seconds of his final design.

Experiments conducted during the development of the 
US D-96 sampler showed results with similar trends to those 
reported by Szalona (1982). Analysis of the laboratory data in 
Davis (2001, figs. 6, 7) indicates that the intake efficiency of 
a US D-96 sampler decreased by ~30 percent as the sampling 
duration increased from 20 seconds to 175 seconds at an 
ambient stream velocity of 2 ft/s. At a higher ambient stream 
velocity of 5 ft/s, however, the intake efficiency of a US D-96 
sampler decreased by only ~8 percent as the sampling duration 
increased from 14 seconds to 84 seconds. On the basis of 
our measurements in the Colorado River, flooding of the 
US D-96 sampler in Davis’ experiments likely occurred within 
~5–6 seconds. Davis (2001) attempted to compensate for 
the time-dependent effect on intake efficiency by drilling a 
1/16-inch-diameter pressure-equalization hole between the top 
of the nozzle holder and the cavity for the US D-96 sampler; 
this pressure-equalization hole was subsequently included in 
the design of the US D-99 and US DH-2 samplers (Davis, 
2005a; McGregor, 2006). Without the pressure-equalization 
hole, the intake efficiency of the US D-96 sampler decreased 
from 0.94 to 0.65 when the sampling duration increased 
from ~30 to ~180 seconds at an ambient stream velocity of 
2 ft/s. After inclusion of the pressure-equalization hole, the 

intake efficiency of the US D-96 sampler decreased from 
1.21 to 0.91 when the sampling duration increased from 
~20 to ~180 seconds at an ambient stream velocity of 2 ft/s. 
Although inclusion of the pressure-equalization hole greatly 
increased the intake efficiency by likely allowing an avenue 
for the escape of the small amount of air trapped inside the 
nozzle holder and bag, it did not reduce the rate of decrease in 
intake efficiency. In fact, on the basis of Davis (2001, fig. 7), 
inclusion of the pressure-equalization hole may have actually 
increased the initial rate of decrease in intake efficiency; with 
the pressure-equalization hole, the intake efficiency decreased 
by ~20 percent over the first ~80 seconds of sampling.

As indicated in the previous discussion, intake 
efficiencies in bag-type samplers are time dependent and 
depend strongly on (1) rapid flooding of the sampler cavity 
and (2) subsequent purging of the water from the cavity at 
the same rate that water fills the bag through the sampler 
nozzle isokinetically. Because of these dependencies, the 
design of the vent holes in bag-type samplers is crucial 
to maintaining isokinetic sampling over typical sampling 
durations. As first observed by Szalona (1982), Davis (2001, 
2005a) reported that both the locations and diameters of 
vent holes and the presence or absence of vent-hole flow 
deflectors greatly influenced intake efficiency (Davis, 2001, 
fig. 6; 2005a, table 1). Both Szalona (1982) and Davis (2001, 
2005a) found that the greatest decrease in intake efficiency 
over time occurred with either no venting or with the top 
vent hole reduced in diameter. Szalona (1982) found that the 
intake efficiency of the US D-77 bag-type sampler decreased 
to ~0.5 when the upper vent hole was partially plugged; 
Davis (2001) found that the intake efficiency of the US D-96 
sampler decreased to ~0.64 with no venting. Davis (2005a) 
also observed that intake efficiencies could be as low as 0.38 
when no upper vent hole was present in the US DH-2 sampler 
preventing the escape of air from the sampler cavity. In the 
development of the US D-96 sampler, Davis (2001) found that 
intake efficiencies closest to unity were maintained when the 
upper and lower vent holes both had cast flow deflectors and 
were located on the top and bottom of the widest parts of the 
sampler body. The Venturi effect arising from the acceleration 
of flow around the sampler body results in negative dynamic 
pressure between the location of the sampler nozzle and the 
locations of the vent holes on the widest parts of the sampler 
body; this slight reduction in pressure aids in the evacuation 
of both air and water from the sampler cavity. In addition to 
these two vent holes, in the latest FISP approved designs of 
both the US D-96 and the US D-96-A1 samplers, an additional 
vent-hole slot is located on the bottom at the rear of the 
sampler cavity where the tail fin attaches to the sampler body 
(Davis, 2001; FISP, 2003). In the development of the US 
DH-2 sampler, Davis (2005a) found that intake efficiencies 
closest to unity were maintained when the upper vent hole 
was located on top of the widest part of the sampler body, and 
had a diameter larger than the two lower vent holes, and had a 
flow deflector.
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Data 

Suspended-Sediment, Nozzle-Velocity, and 
Nozzle-Orientation Data Collected with  
US D-77 Bag-Type and US D-96-Type  
Depth-Integrating Samplers 

 
Between 1999 and 2011, suspended-sediment data 

were collected using US D-77 bag-type (Szalona, 1982) and 
US D-96-type (Davis, 2001; FISP, 2003) depth-integrating, 
suspended-sediment, collapsible-bag samplers at six 
cross‑sections located at three study sites on the Colorado 
River (figs. 2, 3). These data were collected using either 
the EDI or EWI method (Edwards and Glysson, 1999; 
Nolan and others, 2005), depending on the study site. 
The velocity‑weighted suspended-sediment data collected 
using the EDI and EWI methods are equivalent within 
error when sufficient verticals are sampled (Edwards and 
Glysson, 1999; Topping and others, 2011). In the EDI 
method, a river cross‑section is divided into increments of 
equal discharge; in the EWI method, a river cross-section is 
divided into increments of equal width. With both the EDI 
and EWI methods, depth-integrated samples were collected 
at the vertical located at the center of every discharge- or 
width‑based increment (Edwards and Glysson, 1999). 
Uniform transit rate of the sampler at all verticals is required 
to collect velocity-weighted suspended-sediment data with 
the EWI method. While using the EWI method, a US VTP-99 
electronic metronome was used to maintain uniform transit 
rates (FISP, [n.d.]a). During this study, both noncomposited 
data, where the sample collected at each vertical is processed 
separately in the laboratory, and field-composited EWI data 
were collected. The EDI sampling method does not require 
a uniform transit rate among all sampling centroids to 
collect velocity-weighted concentration data, and the transit 
rate between any upward or downward transit at a given 
centroid may vary; however, the rate during any individual 
downward transit from the water surface to the streambed 
or upward transit from the streambed to the water surface 
must be uniform, and the sample volume collected at each 
vertical must be equivalent if the sample is composited in 
the field. Deployment configuration of the US D-77 bag-
type sampler followed that described in figure 2–2A in Webb 
and Radtke (1998); deployment configuration of the US 
D-96‑type sampler followed those described in both the FISP 
US D-96 operating instructions (FISP, [n.d.]b, c) and Lane 
and others (2003). Data were collected with each sampler 
using both 1/4- and 5/16-inch-diameter nozzles3. During the 

course of this study, 1,645 EDI or EWI measurements were 
made using the US D-77 bag-type sampler and 413 EDI 
or EWI measurements were made using the US D-96-type 
sampler. Beginning in 2003, paired US D-96-A1 and US 
D-77 bag‑type, suspended-sediment samples were collected 
under a wide range of flow conditions to evaluate potential 
biases in suspended-sediment concentrations measured using 
the US D-77 bag-type sampler relative to those measured 
using the US D-96-A1 sampler. These 160 sequential paired 
measurements were made at all six cross-sections among the 
three study sites.

At the 87-mile study site, samplers were deployed from 
a cableway, using the EDI method. At the other sampling 
cross-sections located at the 30-mile and 61-mile study 
sites, samplers were deployed from manned, motorized, 
aluminum, V-shaped-hull boats (see photograph on cover 
and fig. 6) held stationary under a Kevlar tagline at each 
vertical, using the EWI method. Before January 2005, some 
EWI measurements at the 30-mile and 61-mile study sites 
were made using the same field protocols from different types 
of boats. A depth sounding was first taken at each sampling 
vertical prior to sample collection to prevent the sampler from 
impacting the bed and causing possible bed contamination of 
the sample. To allow calculation of nV , that is, the velocity 
of the water‑sediment mixture moving through the nozzle 
averaged over the time a depth-integrating sampler is deployed 
at a vertical, a stopwatch was used to measure sampling 
duration at each vertical, and the sample volume collected 
at each vertical was recorded. Samples were analyzed 
for suspended‑sediment concentrations and grain‑size 
distributions at the USGS‑GCMRC sediment laboratory 
in Flagstaff, Arizona, using standard USGS methods 
(Guy, 1969; Knott and others, 1992, 1993) augmented for 
grain‑size analysis by dry-sieve-calibrated laser-diffraction 
methods described in Topping and others (2010, 2011). The 
USGS‑GCMRC sediment laboratory participates in the 
national Sediment Laboratory Quality Assurance (SLQA) 
Project to ensure the accuracy, quality, and reliability of the 
laboratory analyses (Yorke, 1998).

In addition to the above suspended-sediment dataset, 
measurements were made using a US D-96-A1 sampler to 
evaluate the importance of lags between changes in flow 
direction and nozzle orientation. This additional dataset 
was collected because a depth-integrating sampler deployed 
under turbulent flow conditions may always be adjusting 
its orientation to changing flow directions as it transits a 
sampling vertical. These measurements on the rates of nozzle 
reorientation were made from a tethered boat in the Colorado 
River by first (1) lowering the sampler into the flow just 
below the water surface and allowing the nozzle orientation 

3Throughout this report, nozzles are referred to with respect to their 
entrance diameters. As discussed below, the rear of most sampler nozzles are 
internally tapered to reduce frictional losses, hence the mean inside diameter 
of a nozzle is slightly larger than the entrance diameter. 
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Figure 6.  Photograph showing manned, motorized, boat equipped for the simultaneous collection of velocity-profile data 
and either US D-96 type or US D-77 bag-type suspended-sediment data at the 30-mile and 61-mile study sites. Downstream 
view of boat in the middle of the Colorado River near the tagline B cross-section at the 30-mile study site (Kevlar tagline visible 
behind boat). Acoustic-Doppler current profiler (ADCP) mounted at base of vertical pipe on starboard side of boat (left side of 
photograph). US D-77 bag-type and US D-96-A1 samplers are resting on gunwale near crane on bow.

to equilibrate with the flow direction, that is, point upstream 
parallel to the streamlines, (2) rotating the sampler so that the 
nozzle is oriented a specified number of degrees from this 
direction using a boat-mounted swing arm protractor, and then 
(3) measuring the time required for the sampler to reorient 
with the nozzle pointing upstream. These measurements were 
made nine times at orientations of 45, 30, 20, and 10 degrees 
from the upstream direction. At an ambient stream velocity 
of ~3 ft/s, results show that the US D-96-A1 takes an average 
of 2.9, 2.5, 1.6, and 1.2 seconds to achieve re-equilibration 
with the flow direction for orientations of 45, 30, 20, and 
10 degrees from the upstream direction, respectively.

Measurements of Ambient Stream Velocity

Acoustic-Doppler current profilers (ADCP, RD 
Instruments Workhorse Rio Grande, 600 kHz; Workhorse 
Monitor, 600/1200 kHz; Workhorse Sentinel, 300 kHz) were 
used to collect velocity-profile data at the five 30-mile and 
61-mile study-site cross-sections, and Price AA mechanical 
current meters were deployed using the two-point method 
to collect velocity-profile data at the cableway cross‑section 
at the 87-mile study site. Quality control and error analyses 
were conducted on these velocity data to ensure that 

curves fit to these data accurately reflected the time- and 
depth‑averaged ambient stream velocity, V , encountered 
by the depth‑integrating suspended-sediment samplers at 
each vertical. The methods used in this study to constrain 
the ambient stream velocity at each sampling vertical are 
at least as accurate as those used in previous river tests of 
depth-integrating samplers (for example Benedict, 1944; 
FISP, 1944,1951, 1952; Davis, 2001). Extensive analyses by 
Mueller (2002, 2003) and Oberg and Mueller (2007) show that 
velocities and discharges measured using ADCPs compare 
well with reference velocities and discharges measured using 
mechanical current-meter methods in both field and laboratory 
settings, with no statistical biases evident. Across a wide range 
of riverine test settings, Mueller (2002, 2003) and Oberg and 
Mueller (2007), demonstrate that ADCP streamflow data, 
collected from both manned and tethered boats, are both 
accurate within 5 percent and unbiased when compared to 
reference values, thus ensuring the consistency of results 
with standard USGS techniques. Based on their findings, it is 
concluded that the uncertainties associated with mean ambient 
stream velocities, measured by ADCPs in this study and used 
to compute intake efficiencies in equation 1, are unbiased and 
accurate within 5 percent.
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ADCPs were mounted on the side of motorized, 
aluminum, V-shaped-hull boats (see photograph on cover and 
fig. 6), with the transducers oriented downward and typically 
submerged an average of 1.1ft below the water surface. Per 
the Configuration and Measurement Wizards of WinRiver 
and WinRiver II, ADCPs were programmed to collect data 
using Water Modes 1 and 12, with bin sizes ranging from 
0.82 to 1.64 ft. Blanking distance was held constant at 
0.82 ft. Details of ADCP configuration settings and best 
practices can be found at RD Instruments, Inc., (accessed 
October 27, 2011, at http://www.rdinstruments.com) and from 
OSW Hydroacoustics (accessed October 27, 2011, at http://
hydroacoustics.usgs.gov/index.shtml).

Moving-boat ADCP deployment requires that the relative 
position of the instrument in the river be known. Typically, 
this is determined by using either a Global Positioning 
System (GPS) or the bottom-track pings from the ADCP. 
Combinations of high velocities, high concentrations of 
suspended sediment, and bed-load transport can affect 
the Doppler shift of the bottom-track ping, leading to a 
measurement error known as “moving bed” (Mueller and 
Wagner, 2009). Under such moving bed conditions, GPS is 
typically used on other rivers to establish the relative position 
of the instrument. Incomplete GPS coverage at the study sites, 
however, necessitated local referencing of the ADCP position, 
relative to the location of the EWI verticals along the tagline 
cross-section at each study site, when moving-bed conditions 
rendered the bottom-track ping unreliable during the collection 
of stationary velocity data. Local referencing made it possible 
to use the raw unbiased velocity data collected when moving 
bed conditions were present. 

During the collection of stationary time- and 
depth‑averaged velocity data, a professional technical boat 
operator visually maintained the position of the manned, 
motorized, nontethered boat underneath the tagline at each 
EWI vertical along the tagline cross-section. Previous work 
conducted at the 61-mile tagline C and 30-mile tagline B 
cross-sections demonstrated that this technique of maintaining 
fixed positions relative to the location of the EWI verticals 
along the tagline typically produces small variations in boat 
motion within ± 3 to 6 ft, with total distances traveled of 
less than 3 ft and, therefore, is an unlikely source of bias in 
velocity measurements (Gartner and Ganju, 2007). Although 
streamflow conditions during ADCP data collection were 
commonly unsteady as a result of upstream dam-regulated 
fluctuations in discharge, the effect of unsteady flow on 
ADCP velocity data used in this study is minimal. Analysis 
of ADCP data collected at 61-mile tagline C throughout this 
study demonstrates this minimal effect; data show that the 
average rate of change in time- and depth-averaged velocity 
is 0.002 ft/s for each minute of ADCP velocity data collected 
during unsteady fluctuating flows.

In an effort to guarantee the usefulness of all velocity 
data collected, regardless if moving bed conditions were 
present or not, the position of the ADCP relative to the 

location of EWI sampling verticals along each tagline 
were continuously documented. At all 30-mile and 61-mile 
study‑site cross-sections, velocity data were collected with the 
ADCP using two methods, which were compared to ensure 
internal consistency within the dataset. Stationary, time- and 
depth-averaged velocity data were collected at EWI sampling 
verticals with the ADCP, using methods described by Mueller 
and Wagner (2009) and Gartner and Ganju (2007). Stationary 
velocity data were analyzed for moving-bed conditions 
and corrected to remove any low bias with the Stationary 
Moving‑Bed Analysis software v4.2 (accessed October 27, 
2011, at http://hydroacoustics.usgs.gov/movingboat/SMBA1.
shtml). The resulting time- and depth-averaged velocity data 
were then used in the calculation of intake efficiency and 
velocity-discharge relations at each of the sampling locations.

ADCP transect data from moving-boat discharge 
measurements at each cross-section were analyzed to develop 
estimates of surrogate time- and depth-averaged stationary 
velocity data from transient transect data at each sampling 
vertical. During discharge measurements (Mueller and 
Wagner, 2009), direct comparisons between the position of 
the ADCP under the tagline relative to the EWI sampling 
locations, and the ensembles collected by the ADCP, were 
used to flag ensembles corresponding to the location of 
sampling verticals throughout each transient transect. Using 
percent difference comparisons performed between data from 
sequential back-to-back stationary velocity measurements 
and averaged moving-boat discharge‑measurement 
transects, it was determined that during moving-boat 
discharge‑measurement transects, an average of five 
ensembles around each EWI sampling vertical provided the 
best velocity surrogate (difference of only ± 4 percent) for 
time-averaged, stationary-velocity data collected at the EWI 
vertical. Discharge during the sequential collection of data 
for the comparison between these two methods varied less 
than 1 percent. Surrogate values of time- and depth-averaged 
velocities using this approach were determined only in the 
absence of moving bed conditions. Using both of these 
methods resulted in a much larger dataset of ambient stream 
velocities to use in the analyses of the field intake efficiencies 
of the US D-77 bag-type and US D-96-type samplers.

At the 87-mile study site, velocities were measured 
using a Price AA current meter typically deployed using 
the two‑point method at two elevations, 0.2 and 0.8 of 
the distance from the water surface to the streambed, at 
25–30 verticals along the cableway cross-section during the 
collection of 64 standard USGS discharge measurements 
using the midsection method (Rantz and others, 1982); these 
measurements were made by the USGS Arizona Water Science 
Center. Analysis of depth-averaged velocity and discharge 
data at this site indicates that data collected with the Price AA 
current meter are identical to those collected with an ADCP; 
that is, no bias exists between the data collected with these two 
methods (G. Fisk, USGS, oral commun., 2010). 
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Measurements of Water Temperature

During collection of the suspended-sediment data, water 
temperatures were measured at 15-minute intervals using 
Onset Computer Corporation HOBO water-temperature 
sensors and YSI 6920 multiparameter sondes. These 
instruments are permanently deployed at each study site 
(Voichick and Wright, 2007; Griffiths and others, 2012). 
Using this dataset, water temperatures were interpolated to 
the exact time associated with the temporal midpoint of each 
EDI or EWI suspended-sediment measurement along each 
cross-section.

Analyses

Discharge-Velocity Relations

As defined in equation 1, quantification of intake 
efficiency is dependent on the ability to constrain Vn, the 
instantaneous velocity moving through the nozzle, and V, 
the instantaneous ambient stream velocity at the locus of 
the sampler-nozzle intake unaffected by the presence of 
the sampler. As previously discussed, because Vn cannot be 
measured during the field deployment of depth-integrating 
samplers, a time average of Vn, that is nV , must be used in 
calculating field intake efficiency. nV is the velocity of the 
water-sediment mixture moving through the nozzle averaged 
over the time a depth-integrating sampler is deployed at 
a vertical. At any given vertical, nV is calculated using 
the inside diameter of the nozzle entrance, the duration 
the depth‑integrating sampler is collecting a sample, and 
the sampled volume. Because a time-averaged quantity 
is used in the numerator of equation 1, it is necessary to 
use data averaged over the same interval for the ambient-
stream-velocity term, V, in the denominator of equation 1 
when calculating field intake efficiency. As a result, V in 
equation 1 is replaced in this study byV , that is, the time- and 
depth‑averaged ambient stream velocity at a vertical. Making 
these substitutions in equation 1 leads to

n
field

field

IE ,

where
IE is the field-determined intake efficiency of a

depth-integrating sampler.

V
V

= 	 (2)

Equation 2 is the same relation used to calculate intake 
efficiency in early FISP river tests of depth-integrating 
samplers (Benedict, 1944; FISP, 1944, 1951).

Calculation of IEfield requires measurement of V
across the entire range of discharge encountered at each 
sampling vertical in an EDI or EWI measurement. Because 
it is not always possible to measure V at the same time that 
a suspended-sediment sample is collected at a given vertical, 
V in equation 2 was evaluated using relations developed 
between the discharge of the river through the cross-section 
and the time- and depth-averaged velocities measured at 
each vertical in the cross-section. The accuracies of these 
relations were then evaluated using limited measurements 
of time- and depth‑averaged velocity measured concurrently 
with the collection of suspended-sediment data to ensure that 
no bias or substantial error was introduced into calculations 
of IEfield using the discharge-velocity relations. Discharge 
(Q)-velocity (V ) relations, table 1, were developed for each 
EWI sampling vertical at the 30-mile and 61-mile tagline 
cross-sections by regressing both the time- and depth-
averaged ADCP velocity data and the surrogate time- and 
depth‑averaged ADCP velocity data against 15-minute-
interval discharge data (Griffiths and others, 2012). At the 
87-mile study site cableway cross-section, values of time-
and depth‑averaged velocity were extracted for each EDI 
centroid from 64 discharge measurements made with Price 
AA current meters deployed using the midsection method 
(Rantz and others, 1982). These time- and depth-averaged 
Price AA velocity data were regressed on discharge to develop 
velocity‑discharge relations for each EDI sampling vertical 
at this study site (table 1). The form of the discharge-velocity 
relations presented in table 1 is

2
1 2

1
2

2

,

where
is the -intercept,
is the coefficient associated with , and
is the coefficient associated with for

12 of the 52 sampling verticals where a
second-order polynomial regression
prov

V b m Q m Q

b V
m Q
m Q

= + +

ides a statistically significant better fit
than a linear regression.

	 (3)

The weighted R2-value for all statistically significant relations 
(at the 0.05 critical level of significance) between Q and V  
used in this study is 0.92. The relative mean absolute errors in 
V  calculated using these relations relative to measurements of    
V are shown in table 1.
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Table 1.  Discharge-velocity relations at each sampling vertical along each cross-section at each study site.

[Measurements of the time- and depth-averaged ambient stream velocity, V , were obtained using various ADCPs, except at the 87-mile study site, where V  was 
computed using Price AA current-meter data. Verticals are numbered from left to right across each cross section. RMAE, relative mean absolute error in
V  predicted by the discharge-velocity relation. Study site and cross-section: RM30A, tagline cross-section A at the 30-mile study site; RM30B, tagline cross-
section B at the 30-mile study site; RM61A, tagline cross-section A at the 61-mile study site; RM61B, tagline cross-section B at the 61-mile study site; RM61C, 
tagline cross-section C at the 61-mile study site; RM87, cableway cross-section at the 87-mile study site. n indicates number of measurements in each
regression; p indicates level at which regression is significant; Qmin and Qmax indicate minimum and maximum discharges of water, respectively, at which
relation applies on the basis of discharge interval over which measurements of nV were made. “a” verticals located on the edges of the 5 equal-width increments 
normally sampled; “2004” indicates verticals that were located at slightly different stations along 61-mile tagline C cross-section during November 2004. 
Abbreviations: ft3/s, cubic feet per second; <, less than]

Study site 
and cross-

section

Sampling 
method 

and 
vertical

b m1 m2 R2 n
RMAE

(percent)
F p

Qmin

(ft3/s)
Qmax

(ft3/s)

RM30A EWI 1 -10.0 0.00154 -3.80×10-8 0.92 12 9.9 54.01 <0.0001 9,500 15,000
RM30A EWI 1a -8.93 0.00153 -3.80×10-8 0.92 12 7.5 49.70 <0.0001 9,500 15,000
RM30A EWI 2 -1.75 0.000474 – 0.71 12 11.8 24.83   0.00055 9,500 15,000
RM30A EWI 2a -1.07 0.000448 – 0.77 12 7.5 33.53 0.00018 9,500 15,000
RM30A EWI 3 1.30 0.000224 – 0.55 12 6.8 12.38 0.0055 9,500 15,000
RM30A 1EWI 3a 3.83 -8.52×10-5 – 0.10 12 – 1.17 0.30 9,500 15,000
RM30A EWI 4 5.23 -0.000282 – 0.67 12 17.4 20.57 0.0011 9,500 15,000
RM30A EWI 4a 15.4 -0.00209 7.39×10-08 0.79 12 22.6 16.56 0.0010 9,500 15,000
RM30A 1EWI 5 1.54 -5.14×10-5 – 0.059 12 – 0.62 0.45 9,500 15,000

RM30B EWI 1 0.855 0.000130 -5.22×10-10 0.99 75 4.5 2,558.77 <0.0001 8,200 42,900
RM30B EWI 1a 1.34 0.000113 – 0.81 25 3.7 99.13 <0.0001 8,700 16,200
RM30B EWI 2 1.30 0.000156 -8.15×10-10 0.98 76 4.3 1,609.36 <0.0001 8,200 43,000
RM30B EWI 2a 1.50 0.000143 – 0.92 25 2.1 263.11 <0.0001 8,700 16,200
RM30B EWI 3 1.34 0.000176 -1.15×10-9 0.97 76 4.3 1,155.21 <0.0001 8,200 43,000
RM30B EWI 3a 1.36 0.000144 – 0.93 25 2.2 297.06 <0.0001 8,700 16,200
RM30B EWI 4 1.08 0.000171 -1.23×10-9 0.97 76 4.4 1,106.80 <0.0001 8,200 43,000
RM30B EWI 4a 1.06 0.000127 – 0.90 25 3.1 199.32 <0.0001 8,700 16,200
RM30B EWI 5 0.543 0.000166 -1.12×10-9 0.98 75 6.1 1,420.37 <0.0001 8,200 43,000

RM61A EWI 1 -0.379 0.000258 – 0.55 9 17.0 8.61 0.022 11,000 17,800
RM61A EWI 1a 0.401 0.000290 – 0.69 9 11.2 15.58 0.0056 11,000 17,800
RM61A EWI 2 1.38 0.000243 – 0.69 9 7.8 15.66 0.0055 11,000 17,800
RM61A EWI 2a 1.87 0.000223 – 0.80 9 4.4 28.84 0.0010 11,000 17,800
RM61A EWI 3 1.53 0.000241 – 0.95 9 2.5 135.30 <0.0001 11,000 17,800
RM61A EWI 3a 2.24 0.000181 – 0.93 9 2.2 86.58 <0.0001 11,000 17,800
RM61A EWI 4 2.44 0.000151 – 0.98 9 1.0 301.77 <0.0001 11,000 17,800
RM61A EWI 4a 1.67 0.000182 – 0.64 9 7.9 12.47 0.010 11,000 17,800
RM61A 1EWI 5 1.68 9.15x10-5 – 0.32 9 – 3.34 0.11 11,000 17,800

RM61B EWI 1 2.90 0.000137 – 0.85 10 2.8 44.37 0.00016 10,600 17,600
RM61B EWI 1a 3.26 0.000116 – 0.83 10 2.4 38.05 0.00027 10,600 17,600
RM61B EWI 2 2.49 0.000151 – 0.92 10 2.0 95.33 <0.0001 10,600 17,600
RM61B EWI 2a 2.35 0.000147 – 0.95 10 1.7 151.14 <0.0001 10,600 17,600
RM61B EWI 3 1.82 0.000169 – 0.91 10 2.5 85.72 <0.0001 10,600 17,600
RM61B EWI 3a 1.73 0.000149 – 0.96 10 2.0 174.40 <0.0001 10,600 17,600
RM61B EWI 4 1.41 0.000152 – 0.93 10 2.9 108.65 <0.0001 10,600 17,600
RM61B EWI 4a 1.17 0.000144 – 0.97 10 1.8 257.06 <0.0001 10,600 17,600
RM61B EWI 5 1.41 9.77×10-5 – 0.62 10 4.5 12.98 0.0070 10,600 17,600
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Study site 
and cross-

section

Sampling 
method 

and 
vertical

b m1 m2 R2 n
RMAE

(percent)
F p

Qmin

(ft3/s)
Qmax

(ft3/s)

RM61C EWI 1 0.332 0.00017 -1.02×10-9 0.94 61 8.2 464.73 <0.0001 8,100 42,600
RM61C EWI 1-2004 3.81 5.66×10-5 – 0.36 24 19.3 12.17 0.0021 27,900 41,700
RM61C EWI 1a 0.576 0.000163 – 0.90 15 3.6 118.21 <0.0001 10,600 17,400
RM61C EWI 2 0.784 0.000221 -1.73×10-9 0.98 62 3.6 1,749.12 <0.0001 8,100 42,600
RM61C EWI 2-2004 2.67 7.15×10-5 – 0.58 24 4.0 30.18 <0.0001 29,300 41,800
RM61C EWI 2a 0.634 0.000236 – 0.93 15 3.1 181.79 <0.0001 10,600 17,400
RM61C EWI 3 1.97 0.000150 – 0.97 83 5.1 3,047.70 <0.0001 8,100 42,600
RM61C EWI 3a 1.22 0.000219 – 0.95 15 2.2 237.29 <0.0001 10,600 17,400
RM61C EWI 4 0.991 0.000260 -2.22×10-9 0.98 83 3.9 1,729.60 <0.0001 8,100 42,700
RM61C EWI 4a 1.11 0.000151 – 0.87 15 2.9 88.12 <0.0001 10,600 17,400
RM61C EWI 5 -0.721 0.000244 -2.11×10-9 0.95 85 11.4 832.58 <0.0001 8,100 42,700

RM87 EDI 1 1.15 0.000113 – 0.97 64 5.1 2,048.84 <0.0001 6,500 47,300
RM87 EDI 2 1.22 0.000132 – 0.99 64 3.5 4,605.60 <0.0001 6,500 47,300
RM87 EDI 3 1.25 0.000136 – 0.98 64 4.0 2,826.09 <0.0001 6,500 47,300
RM87 EDI 4 1.38 0.000135 – 0.98 64 3.4 3,129.86 <0.0001 6,500 47,300
RM87 EDI 5 1.14 0.000130 – 0.98 64 4.2 3,874.37 <0.0001 6,500 47,300

1Regression between V and Q not significant at the 0.05 critical level; data best explained by mean velocity over Qmin to Qmax range in discharge.

Table 1.  Discharge-velocity relations at each sampling vertical along each cross-section at each study site.—Continued

[Measurements of the time- and depth-averaged ambient stream velocity, V , were obtained using various ADCPs, except at the 87-mile study site, where V  was 
computed using Price AA current-meter data. Verticals are numbered from left to right across each cross section. RMAE, relative mean absolute error in
V  predicted by the discharge-velocity relation. Study site and cross-section: RM30A, tagline cross-section A at the 30-mile study site; RM30B, tagline cross-
section B at the 30-mile study site; RM61A, tagline cross-section A at the 61-mile study site; RM61B, tagline cross-section B at the 61-mile study site; RM61C, 
tagline cross-section C at the 61-mile study site; RM87, cableway cross-section at the 87-mile study site. n indicates number of measurements in each
regression; p indicates level at which regression is significant; Qmin and Qmax indicate minimum and maximum discharges of water, respectively, at which
relation applies on the basis of discharge interval over which measurements of nV  were made. “a” verticals located on the edges of the 5 equal-width increments 
normally sampled; “2004” indicates verticals that were located at slightly different stations along 61-mile tagline C cross-section during November 2004. 
Abbreviations: ft3/s, cubic feet per second; <, less than]

Accurate calculation of the field intake efficiency 
(eqn. 2) at each sampling vertical depends on the accurate 
calculation of using the discharge-velocity relations in 
table 1. Evaluation of the accuracy of V calculated by this 
method was therefore conducted through comparison of the 
Q –V relation-predicted values of V with those determined 
by direct measurements of V made at a vertical concurrently 
with the collection of suspended-sediment data. At the 
30-mile tagline B and 61-mile tagline C cross‑sections, 
both the ADCP, and either the US D-77 bag-type or the 
US D-96-type sampler, were simultaneously deployed 
from a boat at EWI sampling verticals to collect concurrent 
depth-integrated suspended‑sediment data and stationary 
time- and depth-averaged velocity data (photograph on cover, 
fig. 6); average horizontal offset between the ADCP and 
the sampler was approximately 5 ft during deployment. 
These data, 184 observations at the 30-mile tagline B 
cross‑section and 97 observations at the 61-mile tagline C 

cross-section, allow direct comparisons to be made at the 
sampling verticals between the IEfield calculated using the 
V from the Q –V -relation with the IEfield calculated using 
directly measured values of V (fig. 7). F-tests comparing 
the variance around multiple or single linear regressions 
(Griffiths, 1967, p. 453-455) show no significant difference, 
at the 0.05 critical level, between the values of IEfield 
calculated at the 30-mile tagline B cross-section (fig. 7A) 
for the US D-96-type sampler (F1,184 = 1.48, p = 0.226)4 
or the US D-77 bag-type sampler (F 1,176= 0.390, p = 
0.533) when either V from the concurrent ADCP velocity 
data or V from the discharge-velocity relation is used in 
equation 2. Likewise, these tests also indicate that no 
significant difference exists between the values of IEfield 
calculated at the 61-mile tagline C cross-section (fig. 7B) 
for the US D-96-type sampler (F1,86 = 0.038, p = 0.845) or 
the US D-77 bag-type sampler (F1,100 = 0.314, p = 0.575) 
when either V from the concurrent ADCP velocity data or 
V  from the discharge‑velocity relation is used in equation 2. 

4The two subscripts associated with the F value indicate the degrees of 
freedom associated with the numerator of the F value, and the degrees of 
freedom associated with the denominator of the F value, respectively.  
p indicates level of significance associated with each F value.
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In addition to the F-tests, a Relative Mean Absolute Error 
(RMAE) of 5.85 percent (n = 281) was computed for all 
IEfield observations, from data collected using both the 
US D-77 bag-type and US D-96-type samplers at both the 
30-mile tagline B and 61-mile tagline C cross-sections, when 
comparing “measured” IEfield calculated using a V  that was 
directly measured by the ADCP during sample collection and 

Figure 7.  Plots showing comparison between subsets of the field intake efficiency (IEfield) calculated at each EWI 
(equal‑width increment) sampling vertical along (A ) tagline B at the 30-mile study site and (B  ) tagline C at the 61-mile study 
site using two methods to calculate IEfield: (1) the method where V  was determined from stationary ADCP measurements 
conducted concurrently with the deployment of either the US D-77 bag-type or the US D-96-type samplers at a vertical or 
(2) the method where V  was calculated using the discharge-velocity relations developed for each sampling vertical. Even 
though linear regressions were required and used in all Griffiths’ (1967) F-test analyses, second-order-polynomial nonlinear 
regressions are shown for the US D-96-type-sampler data because they provide a statistically significant better fit than linear 
regressions for these data. 

“modeled” IEfield calculated using a V  that was calculated 
from the discharge-velocity relation at each sampling vertical. 
These results therefore indicate that the discharge-velocity-
relation method for determining V  at each EWI sampling 
vertical yields field intake efficiencies that are sufficiently 
accurate for the analyses conducted in this study.
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Field Intake Efficiency

Large differences exist between intake efficiencies 
measured in the laboratory and those measured in the 
field, especially for the US D-77 bag-type sampler. 
Depth‑integrating samplers are designed for use in the 
field and not in the laboratory. Therefore, once the sampler 
development and testing phase has been concluded in a 
controlled laboratory environment, the field-determined intake 
efficiencies and sediment-concentration data are the ultimate 
measure of sampler performance. Differences between 
laboratory- and field-determined intake efficiencies may arise 
from: (1) differences that exist between the laboratory and 
tow-test environment and the environment in actual rivers, 
and (2) differences in bag-type sampler behavior between 
when a sampler is held stationary and when a sampler is 
transiting a sampling vertical. Compared to the relatively 
uniform flow conditions in laboratory flumes and the uniform 
nonturbulent conditions in tow tests, rivers have a much larger 
range in depth, much greater levels of turbulence, and larger 
ranges in temperature. In addition, rivers are boundary‑layer 
shear flows and the flows experienced by samplers in tow 
and towed‑transit tests are not. Furthermore, samplers 
are generally held stationary in the vertical dimension in 
flume and tow tests, whereas they are always in motion 
when deployed in actual rivers. Although this difference in 
sampler motion may not matter in tests of rigid-container 
depth‑integrating samplers5, it may result in large differences 
in intake efficiencies measured for bag-type depth-integrating 
samplers. This is because changes in the maximum rate at 
which water can be purged from the sampler cavity while 
the sampler is in motion may prevent the bag from filling at 
the rate required for isokinetic sampling, resulting in reduced 
intake efficiencies. In addition, because rivers are shear 
flows, the dynamic pressures at the tops and bottoms of a 
bag-type sampler (where the vent holes are located) will be 
slightly different than these dynamic pressures would be in 
a towed‑transit test in a lake (where the flow velocity at the 
top and bottom of the sampler body would be equal). Thus, 
the rate at which water can exit the sampler cavity when 
in motion transiting in a river could be different than the 
rates observed in flumes, in tow tests, or when in motion in 
towed-transit tests.

Field intake efficiencies were calculated using equation 2 
for the US D-77 bag-type and US D-96-type samplers at each 
sampled vertical in each cross-section at the three study sites 
on the Colorado River in Marble and Grand Canyons (fig. 8). 
At all six cross-sections among all three study sites, the field 
intake efficiency of the US D-96-type sampler is much closer 
to isokinetic unity than it is for the US D-77 bag-type sampler, 
with overall performance of the US D-96-type sampler 

being much closer to the FISP-acceptable range of isokinetic 
operation, especially when a 1/4-inch nozzle is used at 
time-and depth-averaged ambient stream velocities in excess 
of about 3 ft/s (fig. 8). All data in figure 8 were collected 
within the operational limits of the samplers and at transit 
rates less than 40 percent of the time- and depth-averaged 
ambient stream velocity. The minimum operational stream 
velocities and temperatures of both the US D-77 bag-type and 
the US D-96 type samplers are 3 ft/s at 7ºC for the US D-77 
bag-type and 2 ft/s at 4ºC for the US D-96 type (Webb and 
Radtke, 1998; Lane and others, 2003). Unlike in the flume 
tests shown in figure 5, where mean intake efficiency is close 
to unity over most of the operating range, the mean field 
intake efficiency of the US D-77 bag-type sampler in the river 
tests in figure 8 is only about 0.4 to 0.6 over the entire range 
of ambient stream velocity (fig. 9). As shown in the following 
sections, these extremely low field intake efficiencies likely 
arise from an inability of the filling bag to displace the water 
in the flooded sampler cavity at the rate required for isokinetic 
sampling as the filling bag progressively occupies more of 
the volume of the sampler cavity. In contrast to the US D-77 
bag-type sampler, the observed differences in intake efficiency 
of the US D-96-type sampler between the flume and tow tests 
in figure 5 and the river tests in figure 8 are less substantial 
(fig. 9), and they may be partially explained on the basis of 
differences in water temperature between the warm-water 
flume, tow, and towed-transit tests, and the water temperature 
in the cold-water river tests (as described below).
However, the field intake efficiencies of the US D-96-type 
sampler can be much lower than expected on the basis of 
differences in water temperature alone and, as in the case 
of the US D-77 bag-type sampler, likely also arise from an 
inability of the filling bag to displace the water in the flooded 
sampler cavity at the rate required for isokinetic sampling as 
the filling bag progressively occupies more of the volume of 
the sampler cavity (as analyzed below). 

The greater variance in the field intake efficiencies than 
in the laboratory intake efficiencies for the US D-77 bag-type 
and US D-96-type samplers (fig. 9) likely reflects (1) the 
greater variability in flow conditions in rivers compared to 
in flumes and in tow tests, and (2) the fact that the bag-type 
depth-integrating samplers are always in motion (transiting 
verticals) in the river tests but are held stationary (in the 
vertical dimension) in flume and tow tests. The comparatively 
small variance (approximately ± 5 percent) in the laboratory 
intake efficiencies in figure 9 can almost be entirely explained 
by the tolerance limits on machining the sampler nozzles 
(Davis, 2001). Dimensional tolerances in the machining 
process of ± 1/32,000-inch can result in up to 5 percent 
variation in intake efficiency (B.E. Davis, USGS, written 
commun., July 7, 2009). Additionally, inconsistencies among 
nozzles in the smoothness of the inside machined bore can 
cause variations in intake efficiency (Davis, 2001). 

5This is true so long as the transit rates are low enough to prevent pressure-
driven inrush during sampler descent.
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Figure 8.  Plots showing field intake efficiency within the operating ranges of the US D-77 bag-type and the US D-96-type depth-
integrating suspended-sediment samplers at all individual sampling verticals along the cross-sections at (A, B  ) 30-mile tagline A, (C, D  ) 
30-mile tagline B, (E, F  ) 61-mile tagline A, (G, H  ) 61-mile tagline B, (I, J  ) 61-mile tagline C, and (K, L  ) the 87-mile cableway. Best-fit linear 
or second-order-polynomial regressions between the time- and depth-averaged ambient stream velocity and field intake efficiency are 
shown for data collected with either 1/4-inch or 5/16-inch nozzles and both 1/4-inch and 5/16-inch nozzles.
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Figure 8.—Continued
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Figure 8.—Continued
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Figure 9.  Plots showing comparisons between laboratory-determined intake efficiencies of either the US D-77 bag-type sampler in 
flume tests (fig. 5A ) or the US D-96-type sampler in flume and tow tests (fig. 5B ) with the field intake efficiencies of these two types of 
samplers (fig. 8) at all individual sampling verticals along the cross-sections at (A, B ) 30-mile tagline A, (C, D  ) 30-mile tagline B, (E, F   ) 
61-mile tagline A, (G, H ) 61-mile tagline B, (I, J ) 61-mile tagline C, (K, L ) and the 87-mile cableway. Best-fit linear or second-order-
polynomial regressions between the time- and depth-averaged ambient stream velocity and intake efficiency are shown for field data 
collected with both 1/4-inch and 5/16-inch nozzles.
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Figure 9.—Continued
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Figure 9.—Continued
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FISP (1941a) and Davis (2001) concluded that the 
diameter of the nozzle entrance had comparatively little effect 
upon the accuracy of the samples collected, at least when 
nozzles larger than about 3/16-inch diameter were used. To 
test whether this result also applied to our dataset, analyses 
were conducted to test whether the field intake efficiencies 
associated with samples collected with different diameter 
nozzles could be shown to come from the same population. 
These analyses (Griffiths, 1967, p. 453–455) tested whether 
a single linear regression fit to a composite of all data 
collected with both 1/4- and 5/16-inch diameter nozzles or 
linear regressions individually fit to data collected with either 
1/4- or 5/16-inch diameter nozzles best described the relations 
between ambient stream velocity, V , and nozzle velocity,

nV (fig. 10). Analysis of the data in this manner, using nozzle 
velocity instead of intake efficiency as the dependent variable, 
allows better detection of any influence of nozzle entrance 
diameter on intake efficiency because this type of analysis 
removes the intercorrelation between ambient stream velocity 
and intake efficiency6. Intercorrelation between independent 
and dependent variables affects the structure of the variance 
in the dependent variable, potentially affecting the ability 
to detect differences between dependent variables derived 
from different populations. These analyses were conducted 
separately among data collected using the US D-77 bag-
type sampler, among data collected using the US D-96-type 
sampler, and among data from both the US D-77 bag-type 
and US D-96-type datasets at each of the six cross sections 
among the three study sites. As found by FISP (1941a) and 
Davis (2001), samples collected with different diameter 
nozzles were determined to be from identical populations 
when using the US D-77 bag-type sampler at 30-mile tagline 
B and 61-mile tagline B, and when using the US D-96-type 
sampler at 30-mile tagline A. In contrast, in all other cases, 
analysis of our field data indicates a slight but significant 
discrepancy among the relations between V and nV ,when 
samples are collected with 1/4-inch and 5/16‑inch diameter 
nozzles. However, because this significant discrepancy in 
intake efficiency is extremely small, data collected with 
different diameter nozzles are combined at each cross 
section in all subsequent analyses. When significant at the 
0.05 critical level, either best-fit linear or second-order-
polynomial regressions are therefore used to characterize 
these data in subsequent analyses, depending on whether a 
second-order-polynomial regression provides a better fit than 
a linear regression. 

Evaluation of Effects of Lags Between 
Flow Direction and Nozzle Orientation 
on Intake Efficiency in a Transiting 
Depth‑Integrating Sampler

Isokinetic operation of the US series of depth-integrating 
samplers requires that the intake nozzle must point into the 
approaching stream flow. In rivers, where FISP samplers 
are intended for use, turbulence can cause considerable 
fluctuations in flow direction as a sampler transits a sampling 
vertical. FISP (1952) used trigonometric re-analysis of 
flume-test data from FISP (1941a) to evaluate the effects of 
differences between nozzle and velocity-vector orientation 
on intake efficiency and the associated errors in suspended-
sediment concentration. Results show that, at likely nozzle 
orientations in a river, the angle at which flow approaches the 
nozzle entrance has minimal effects on error in concentration, 
with approximately only ± 2 percent error occurring as the 
nozzle orientation approaches 20 to 30 degrees from the 
upstream direction (FISP, 1952). Subsequent experiments 
using 1/4-inch diameter nozzles independent of samplers 
in the flume at the St. Anthony Falls Hydraulic Laboratory 
confirmed this result (Winterstein and Stefan, 1983).

To address the potential effect of turbulent conditions 
creating lags between flow direction and sampler nozzle 
orientation, and the potential resultant effects on field 
intake efficiencies, we investigated whether the rate of 
nozzle reorientation to observed changes in flow direction 
experienced by a transiting depth-integrating sampler 
at a vertical was sufficient to keep the nozzle oriented 
within 30 degrees of the upstream flow direction (FISP, 
1941a; Winterstein and Stefan, 1983). This analysis was 
conducted using the previously described measurements 
of nozzle‑reorientation rates for the D-96-A1 sampler 
in combination with numerical simulations of a depth-
integrating sampler transiting through turbulent flow. For 
this analysis, depth-binned ADCP data collected in the 
Colorado River at the 30-mile and 61-mile study sites were 
first analyzed to evaluate the relative change in horizontal 
velocity azimuth between successive depth bins (average 
depth-bin size 1.2 ft) likely experienced by a depth-integrating 
sampler transiting a vertical. In the numerical simulations, the 
transit rate of the depth-integrating sampler is adjusted as a 
function of ambient stream velocity such that the transit rate 
of the sampler never exceeds the FISP-specified maximum 
transit rate of 40 percent of the ambient stream velocity.  

6Because ambient stream velocity is in the denominator of the definition 
of intake efficiency (equation 1), the independent and dependent variables 
are intercorrelated when intake efficiency is plotted as a function of ambient 
stream velocity.
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Figure 10.  Plots showing relations between ambient stream velocity, V , and nozzle velocity, nV , associated with depth-integrated 
samples collected using 1/4- and 5/16-inch nozzles on US D-77 bag-type and US D-96-type samplers at individual verticals along the 
cross-sections at (A–C  ) 30-mile tagline A, (D–F   ) 30-mile tagline B, (G–I  ) 61-mile tagline A, (J–L ) 61-mile tagline B, (M–O  ) 61-mile tagline 
C, and (P–R  ) the 87-mile cableway.
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Figure 10.—Continued
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Figure 10.—Continued
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At typical ambient stream velocities, results indicate that 
over the average 0.8-second interval a depth-integrating 
sampler typically transits a 1.2-ft depth bin; the average 
difference in horizontal flow direction between successive 
depth bins typically ranges from 4 to 12 degrees (fig. 11). 
Measurements of nozzle-reorientation rates indicate that, at an 
ambient stream velocity of ~3 ft/s, the US D-96-A1 takes an 
average of 1.2 seconds to achieve nozzle reorientation into the 
upstream direction when the change in direction is 10 degrees. 
Combining these results with the effect of oblique flow angle 
on apparent nozzle entrance area calculated by FISP (1941a) 
and Winterstein and Stefan (1983), it was determined that 
average changes in flow direction of 11.4 and 7.8 degrees 
will only cause minimal reductions in apparent nozzle area, 
2 and 1 percent, respectively, during the course of collecting 
a sample at a vertical (fig. 12). Therefore, even though a 
lag frequently exists between flow direction and nozzle 
orientation, the effect of this lag on the field intake efficiencies 
plotted in figures 8 and 9 is inconsequential.

Effect of Transit Rate on Intake Efficiency

Because of the potentially large ranges in depth and 
velocity in a river cross-section, it is sometimes impossible to 
make an EWI measurement that does not include a vertical in 
lower-velocity zones that violates the maximum transit-rate 
limitation of 40 percent of the depth-averaged ambient stream 
velocity. This problem may arise in an EWI measurement 
because (1) the transit rate must be held constant among 
all verticals, (2) the minimum transit rate is limited by the 
slowest transit rate in the deepest, highest‑velocity vertical 
that will not overfill the sampler, and (3) this minimum 
transit rate may exceed the maximum FISP-allowed 
transit rate of 40 percent of the depth-averaged velocity at 
shallow, low-velocity verticals. Reducing the diameter of 
the nozzle (3/16‑inch minimum diameter) used in the EWI 
measurement may reduce the occurrence of this problem but 
will not prevent it from occurring in all cases. Although the 
influence of this transit-rate problem on the velocity‑weighted 
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Figure 11.  Plots showing relative change in horizontal flow direction between different 1.2-foot depth bins along simulated 
upward and downward transits of depth-integrating suspended-sediment samplers plotted as a function of depth- and 
time‑averaged ambient stream velocity. Numerical sampler-transit simulations were conducted within the range of Federal 
Interagency Sedimentation Project accepted transit rates at the 30-mile tagline B and 61-mile tagline C cross‑sections. Error 
bars are one standard error.
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Figure 12.  Plots showing relation between the oblique angle of flow approaching the nozzle entrance and the apparent 
area of the nozzle entrance for the US D-96-A1 depth-integrating suspended-sediment sampler. When the nozzle is pointed 
directly into the flow, the apparent area of the nozzle entrance is equal to the area of the nozzle entrance; when the nozzle is 
oriented perpendicular to the flow direction, the apparent area of the nozzle entrance is 0 percent of the area of the nozzle 
entrance.
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suspended‑sediment concentration in a full EWI measurement 
may be small because shallow, low-velocity verticals 
contribute relatively little to the velocity-weighted suspended-
sediment concentration in a river cross-section, it is important 
to understand the effects of higher-than-maximum-allowed 
transit rates on field intake efficiencies because it is sometimes 
unavoidable to make EWI measurements without some 
verticals in violation of transit-rate limitations. Furthermore, 
because all previous investigations of the effects of higher-
than-maximum-allowed transit rates were conducted using 
rigid-container depth-integrating samplers (FISP, 1952, 
1954; Edwards and Glysson, 1999), it was deemed important 
to evaluate the effect of higher-than-maximum-allowed 
transit rates on the field intake efficiency of collapsible-bag 
depth‑integrating samplers.

This analysis of the effect of transit rate on intake 
efficiency was conducted using the US D-96-A1 sampler at 
the 30-mile and 61-mile study sites. The previous plots of field 
intake efficiency (figs. 8, 9) only included data from sampling 
verticals in EWI measurements that were collected at transit 

rates less than the maximum FISP-allowed transit rate of  
0.4 .V  However, during the course of the EWI measurements 
from which these IEfield-data were obtained, some data, not 
included in figures 8 and 9, were collected in low-velocity 
verticals near the banks at transit rates exceeding 0.4 .V  To 
evaluate the effect of transit rate on IEfield of the US D-96-type 
sampler, the IEfield data from all sampling verticals along the 
30-mile tagline B and 61-mile tagline C cross-sections were 
binned relative to V  and plotted in figure 13. At the 30-mile 
tagline B cross-section, measurements of IEfield were obtained 
for the US D-96-A1 sampler at 328 verticals, covering a 
transit-rate range of 0.14 to 0.66 .V  At the 61-mile tagline C 
cross-section, measurements of IEfield were obtained for the 
US D-96-A1 sampler at 274 verticals, covering a transit-rate 
range of 0.12 to 0.71 .V  Because of the channel geometry 
and spatial distribution of velocity at these cross-sections, 
data at 71 of the 328 verticals along the 30-mile tagline 
B cross-section and only 37 of the 274 verticals along the 
61-mile tagline C cross-section were collected at transit rates 
exceeding 0.4 .V
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Results from this analysis (fig. 13) indicate that transit 
rate does not greatly affect the field intake efficiency of the 
US D-96-A1 sampler, at least over the range in relative transit 
rate of 0.1 to 0.7V  investigated. The clouds of data (red 
bullets in fig. 13) collected at transit rates in excess of 0.4V  
fall well within the regions defined by the data collected at 
FISP‑allowed transit rates (≤ 0.2V ), (> 0.2 to ≤ 0.3V ), and  
(> 0.3 to ≤ 0.4V ). In fact, some of the data collected at transit 
rates exceeding 0.4V in very low ambient stream velocities 
of ~2 ft/s have higher and better field intake efficiencies 
(closer to 1.0) than those collected at lower transit rates. This 
observation suggests that the US D-96-type sampler may be 
more isokinetic when sampling durations are shorter (further 
physical support for this suggested outcome is provided 
below). As expected, because pressure-driven inrush does not 
affect the intake efficiency of collapsible-bag depth-integrating 

samplers (Szalona, 1982; Davis, 2001), we did not observe 
the superefficient intake efficiencies (much greater than 1.0) 
measured by FISP (1954) for the rigid-container US D-43 
depth-integrating sampler at higher transit rates. Our analysis 
suggests that despite potential errors in sediment concentration 
arising from large entrance angles between the streamlines 
and the nozzle (FISP, 1952; Edwards and Glysson, 1999), 
transit rate does not greatly affect the behavior of the field 
intake efficiency of the US D-96-type sampler. In any case, 
the overall error in the velocity-weighted suspended-sediment 
concentration in a full EWI measurement arising from 
exceeding the maximum FISP-allowed transit rate of 0.4V  at 
a few low-velocity verticals is deemed to be small because 
shallow, low-velocity verticals contribute relatively little to the 
velocity-weighted suspended-sediment concentration in a river 
cross-section, especially for sand-sized sediment.
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Figure 13.  Plots showing effect of transit rate on the field intake efficiency of the US D-96-A1 sampler at sampling verticals 
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Review of Fluid Mechanics Pertinent for Flow 
Through a Sampler Nozzle, with an Emphasis on 
Water Temperature

Previous authors have concluded that intake efficiency 
is temperature dependent through temperature-driven 
changes in viscosity (FISP, 1952; Beverage and Futrell, 
1986). Laboratory-based testing of the US D-43 and US D-96 
samplers detected similar effects of water temperature on 
intake efficiency, with decreases in water temperature resulting 
in measurable decreases in intake efficiency (FISP, 1952; 
Davis, 2001). On the basis of the similarity between these 
US D-43 and US D-96 tests, Davis (2001) concluded that the 
decrease in the intake efficiency of the US D-96 sampler at 
lower water temperatures resulted from changes in viscosity 
affecting the flow through the nozzle, rather than through 
changes in the stiffness of the bag (as suggested by Szalona, 
1982). As shown in figures 40 and 41 in FISP (1952), the 
temperature effect on intake efficiency is not inconsequential. 
For example, a 20-degree Celsius decrease in temperature will 
lead to a ~12 to 17 percent decrease7 in intake efficiency at an 
ambient stream velocity of ~3.5 ft/s (fig. 14).

To further illustrate the effect of water temperature on 
the velocity of water in a sampler nozzle, the data in figure 40 
in FISP (1952) were replotted to remove the intercorrelation 
of the dependent and independent variables through ambient 
stream velocity8 (fig. 15). Figure 15 shows the resultant 
relations between ambient stream velocity and nozzle velocity 
for both (1) all data collected with 1/8-, 3/16-, and 1/4-inch-
entrance-diameter nozzles in cold (0ºC) and warm (19.4ºC) 
water, and (2) data collected using all three nozzle diameters 
segregated into two groups on the basis of water temperature. 
Analysis of variance using a standard F-test results in 
F1,2 8 =1,012, indicating that the relation between stream and 
nozzle velocity for all data in all temperatures is significant at 
the 0.05 critical level. Furthermore, analysis of variance using 
the Griffiths (1967, p. 453–455) method indicates that the 
temperature-segregated relations between stream and nozzle 
velocity are significantly different at the 0.05 critical level 
(Griffiths F1,26 = 6.9, p = 0.014). Across the 1 to 7 ft/s-range 
in ambient stream velocity in fig. 15, the nozzle velocities in 
19.4ºC water are ~0.3 ft/s higher than they are in 0ºC water. 
This difference corresponds to a ~15 percent increase in 
nozzle velocity in warmer water at lower stream velocities but 
only a ~5 percent increase in nozzle velocity in warmer water 
at higher stream velocities. Thus, as observed by FISP (1952) 
and reiterated by Davis (2001), the effect of water temperature 
on intake efficiency “shows up markedly at lower velocities, 

but seems to decrease rapidly as velocities increase.” 
Additional analysis of the data in figure 15 segregated by 
nozzle diameter using the Griffiths (1967, p. 453-455) 
method indicates that the effects of water temperature on the 
relations between stream and nozzle velocities are slightly but 
significantly different between the data collected with the three 
different nozzle diameters (F2, 24 = 25.75, p < 0.0001). Results 
from these analyses and from the physically based model 
described below therefore indicate that water temperature 
(1) affects the intake efficiency of sampler nozzles differently 
at different ambient stream velocities and (2) affects the intake 
efficiency of different-diameter sampler nozzles differently.

To fully understand how changes in water temperature 
affect the intake efficiency of suspended-sediment samplers, 
an understanding of the energy balance between the flow 
upstream from a sampler nozzle and the water and air in 
the container (rigid container or collapsible bag) inside the 
sampler is required, along with a basic knowledge of the fluid 
mechanics of flow evolution and resistance in pipe entrances. 
Solution of an appropriate physically based model can then be 
used to evaluate the effects of differences in water temperature 
on intake efficiency. Because the physical sampling 
characteristics of any given depth-integrating sampler depend 
on the interactions of sampler geometry (for example, the 
locations of air exhausts or vent holes), nozzle geometry 
(nozzle length, internal diameter, and internal taper), ambient 
stream velocity, and water temperature, it is exceedingly 
difficult to empirically deduce the effect of changing any one 
of these physical parameters on the intake efficiency without 
such a model. The following section describes the derivation, 
testing, and application of such a physically based model for a 
generalized depth-integrating suspended-sediment sampler.

At a given flow depth, the energy balance between 
the flow upstream from a nozzle and the flow inside a 
rigid‑container (that is, bottle) sampler nozzle is:

	 V-stream P-difference friction

nozzle-geometry V-nozzle

H H HL
HL H

+ −
− =

,	 (4)

after Rouse (1946). The first two terms in equation 4 
are the terms responsible for “driving” water through 
the sampler nozzle, the second two terms are the terms 
responsible for “resisting” the flow of this water through 
the nozzle, and the final term is the velocity head of the 
water flowing through the nozzle into the sampler container. 
The energy balance for operation of a collapsible-bag 
sampler is slightly different; inclusion of an additional 
“resistance” term, HLbag-dispacement, accounting for the head 
loss arising from it becoming progressively more difficult 
for a filling bag to displace the water in a sampler cavity 
and purge this displaced water through the vent holes as 
the bag progressively occupies more of the sampler cavity. 

7As shown in FISP (1952, fig. 41), the decrease in intake efficiency gets 
slightly larger as nozzle diameter decreases from 1/4 to 1/8 inch.

8Ambient stream velocity is the dependent variable and also appears in the 
denominator of the independent variable in figure 40 in FISP (1952).
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Figure 14.  Graphs showing measured 
and modeled intake efficiencies of a 
US D-43 sampler (Federal Interagency 
Sedimentation Project (FISP), 1952) with 
nozzles that have entrance diameters of (A ) 
1/8 inch, (B  ) 3/16 inch, and (C  ) 1/4 inch at 
an ambient stream velocity of 3.5 ft/s (feet 
per second; measurements from FISP, 1952, 
figs. 40, 41), and measured and modeled 
intake efficiencies of a US D-96 sampler 
with a nozzle with an entrance diameter of 
3/16 inch (D ) at an ambient stream velocity 
of 3.7 ft/s (measurements from Davis, 2001). 
Taper depths were 3 inches for the 1/8-inch 
nozzle, 1-7/8 inches for the 3/16-inch nozzle, 
1-3/8 inches for the 1/4-inch nozzle on the 
US D-43 sampler, and 1-11/16 inches for the 
3/16-inch nozzle on the US D-96 sampler. 
Modeled intake efficiencies are from the 
physically based model described below 
in this section of this report. Because its 
use requires extremely low transit rates 
to avoid pressure-driven inrush during the 
descending transit, the 1/8-inch nozzle is 
no longer recommended for use on depth-
integrating samplers (J.R. Gray, USGS, 
written commun., 2011).
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Figure 15.  Graph showing relations between ambient stream 
velocity and the velocity of water through nozzles on US D-43 
samplers at water temperatures of 0 and 19.4 Celsius (°C) (after 
Federal Interagency Sedimentation Project (FISP), 1952, fig. 40). 
Shown are data for sampler nozzles with 1/8-, 3/16-, and 1/4-inch 
entrance diameters; taper depths for these sampler nozzles were 
set so that these nozzles would be isokinetic at an ambient stream 
velocity of 3.5 ft/s (feet per second) and a water temperature 
of approximately 0 to 5°C (see fig. 14). The 1/8-inch nozzle is no 
longer used.

This additional head loss dictates equation 4 to be rewritten as,

	 V-stream P-difference friction nozzle-geometry

bag-displacement V-nozzle

H H HL HL
HL H  

+ − −
− =

,	 (5)

for a collapsible-bag depth-integrating suspended-sediment 
sampler. The first of the two driving terms in equations 4 
and 5, 

	
2

V-streamH ,
2
V

g
= 	 (6)

is the velocity head of the undisturbed flow immediately 
upstream from the nozzle entrance. As before, V is the 
instantaneous ambient stream velocity at the locus of the 
sampler-nozzle intake unaffected by the presence of the 
sampler; g is the gravitational acceleration. The second of the 
two driving terms in equations 4 and 5 is the pressure head 
resulting from both (1) the difference between the hydrostatic 
pressures in the sample container and the nozzle entrance (this 
difference is zero in a collapsible-bag sampler) and (2) the 
difference between the dynamic pressure at the positions of 
either the air-exhaust exit (in a rigid-container sampler) or the 
sampler-cavity vent holes (in collapsible-bag samplers) and 
the dynamic pressure in the undisturbed flow immediately 
upstream from the nozzle entrance.

All depth-integrating samplers use the pressure head 
to compensate for the effect of friction inside the sampler 
nozzle. Without the pressure head, nozzle friction would 
result in nozzle velocities that are always lower than the 
ambient stream velocity and isokinetic sampling would be 
impossible. To help facilitate higher intake efficiencies at 
lower ambient stream velocities, rigid-container samplers 
are designed such that the hydrostatic pressure inside the 
sample container is slightly lower than that in the undisturbed 
flow immediately upstream from the nozzle entrance. As 
the ambient stream velocity increases, this hydrostatic 
pressure difference has progressively less of an effect on 
offsetting nozzle friction. Therefore, at higher ambient stream 
velocities, all depth‑integrating samplers (rigid-container and 
collapsible‑bag) are designed such that the dynamic pressure 
difference associated with the acceleration of flow around the 
sampler body is used to compensate for the effects of nozzle 
friction. Figure A9 in the appendix illustrates the relative 
importance of the hydrostatic and dynamic components of the 
pressure head at different ambient stream velocities.

The hydrostatic pressure difference between the nozzle 
entrance and the sample container in a rigid-container sampler 
results from the elevation difference between the nozzle 
entrance and the air-exhaust exit. As long as some air is 
present in the sample container, the hydrostatic pressure inside 
the sample container is equal to the hydrostatic pressure at 
the elevation of the air-exhaust exit. Unlike rigid‑container 
samplers, collapsible-bag samplers are designed so that only 
minimal (in the perfect case, zero) air will be trapped in the 
sample container upon submergence. Ideally, this trapped air 
will be located only in the nozzle and nozzle holder and not 
in the bag. Because the volume of this trapped air is much 
smaller than that trapped in the bottle of a rigid-container 
sampler, there is no mechanism in a collapsible-bag sampler 
for creating a sustained difference between the hydrostatic 
pressures at the nozzle entrance and inside the sample 
container. However, because the volume of trapped air in a 
collapsible-bag sampler is typically slightly greater than zero, 
this air must be evacuated from the sample container or it 
will interfere with the filling of the bag with water through 
the nozzle, especially at lower ambient stream velocities. 
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To provide an avenue by which any air trapped in the nozzle, 
nozzle holder, and bag can escape, a pressure-equalization 
hole is drilled into the top of the nozzle holder in the 
US D-96‑type, US D-99, and US DH-02 samplers. While air 
is passing from the inside of the nozzle holder through this 
pressure-equalization hole in the collapsible-bag sampler, the 
pressure equalization hole serves a similar purpose as the air 
exhaust in a rigid-container sampler. Because the top of the 
pressure-equalization hole is higher than the elevation of the 
nozzle entrance, the presence of the pressure-equalization hole 
creates a slight hydrostatic pressure difference between the 
nozzle entrance and the sample container. However, because 
the volume of air trapped in a collapsible-bag sampler’s 
sample container is much smaller than that trapped in a 
rigid‑container sampler (and ideally no larger than the volume 
of the inside of the nozzle holder), the hydrostatic pressure 
difference caused by the pressure-equalization hole decreases 
rapidly over time as the trapped volume of air in the sample 
container approaches zero. Thus, unlike in a rigid‑container 
sampler, where the effect of the hydrostatic pressure 
difference between the nozzle entrance and the air‑exhaust 
exit is sustained throughout the collection of a sample, the 
effect of the hydrostatic pressure difference between the 
nozzle entrance and the top of the pressure-equalization hole 
decreases rapidly over time to zero during sample collection.

Among all rigid-container depth-integrating samplers, 
the hydrostatic component of the pressure head, ∆ z, ranges 
from ~0.4 to 0.8 inch9. In the collapsible-bag samplers with 
a pressure-equalization hole, ∆ z decreases rapidly during 
sample collection when air can pass through the hole; 
thus, over typical longer durations of sample collection ∆ z 
is approximately zero in these samplers. Because of the 
differences between ∆ z among the various depth-integrating-
sampler models, nozzle designs are unique10 for each sampler 
model to allow isokinetic sampling (Guy and Norman, 
1970; Edwards and Glysson, 1999). The positive elevation 
difference between the nozzle entrance and the air-exhaust 

exit or top of the pressure-equalization hole is required 
to ensure that the sample will be collected in the sampler 
container rather than immediately exit the sampler through 
the air exhaust or pressure-equalization hole. In addition, as 
a result of the slightly positive pressure head arising from 
this elevation difference, the hydrostatic pressure inside 
the sampler container is slightly lower than the hydrostatic 
pressure in the river at the nozzle entrance. This slight 
hydrostatic pressure difference is used in rigid‑container 
depth-integrating samplers to partially offset the frictional 
head losses in the nozzle and allow the isokinetic collection 
of a sample. This difference in hydrostatic pressure is 
especially important at low ambient stream velocities where 
HLfriction approaches or exceeds the combined velocity head 
plus dynamic pressure head, as illustrated by the following 
two examples. First, the first three FISP prototypes of a 
depth-integrating sampler had air exhausts that were located 
substantially higher above the nozzle entrance than in the 
final design of the US D-43 sampler (FISP, 1952). As a result, 
these earlier three designs had intake efficiencies that were 
too high, with nozzle velocities generally exceeding the 
ambient stream velocity, especially at lower ambient stream 
velocities. As a result, during the development of the US D-43, 
the midpoint‑elevation of the air exhaust was lowered to a 
position 0.5 inch above the elevation of the nozzle entrance, 
at an elevation head that was empirically found to result in 
acceptable intake efficiencies over a wider range in ambient 
stream velocity, especially when an internal taper was applied 
to the rear part of the nozzle (FISP, 1952). Second, placement 
of the air-exhaust exit ~0.8 inch above the nozzle elevation 
in the US D-77 sampler results in sample being collected 
even when the ambient stream velocity is zero; in tests of this 
sampler in 0.6°C water, Vn was observed to be ~1 ft/s when V 
was zero (FISP, 1979).

The dynamic pressure difference between the nozzle 
entrance and the positions of either the air-exhaust-exit 
or sampler-cavity vent holes arises from the acceleration 
of the flow around the sampler body. This dynamic 
pressure difference aids in the evacuation of the air from a 
rigid‑container sampler or the water from the sampler cavity 
in a collapsible-bag sampler, thereby helping to offset the 
effect of nozzle friction on the velocity inside the sampler 
nozzle. In all depth-integrating samplers except those using 
the US D-77 nozzle holder11, the air exhaust or vent holes 
are typically located near the widest part of the sampler 
body. Because the flow accelerates around the body of a 
submerged depth-integrating sampler, the dynamic pressure 
at the typical locations of either the air exhaust or vent holes 
is lower than that immediately upstream from the nozzle 
entrance. In addition, because the bodies of depth-integrating 
samplers are streamlined to prevent flow separation, the 
dynamic pressure field around the body of a depth-integrating 
sampler can be estimated using irrotational flow. On the 
basis of the irrotational flow approximation for unseparated 
flow around a streamlined object with a shape similar to 

9For the samplers that use the US D-77 nozzle holder, ∆ z ≈ 0.8 inch; 
for the US D-43 sampler and its successors, the US D-49 and US D-74 
samplers, ∆ z ≈ 0.5 inch; for the US DH-48, US DH-59 and US DH-76 
samplers, ∆ z ≈ 0.7 inch; and for the US DH-75 sampler, ∆ z ≈ 0.4 inch (FISP, 
1952, 1965, 1979; 1986; [n.d.]d, e; Webb and Radtke, 1998; McGregor, 
2000a, 2000b, 2006). For all samplers with an air exhaust, we calculate ∆ z 
as the change in elevation between the midpoint elevation of the nozzle 
entrance and the elevation of the air-exhaust exit. Because the volume 
of air trapped in the bag of a collapsible-bag sampler is minimal, the 
hydrostatic pressure difference between the nozzle entrance and the top of the 
pressure‑equalization hole decreases rapidly during sample collection, thus 
∆ z ≈ 0 over typical longer sampling durations for the US D-96-type, US D-99, 
and US DH-2 collapsible-bag samplers (Davis, 2001, 2005; McGregor, 2006).

10In this usage, a unique nozzle design refers to a unique combination of 
nozzle entrance diameter, nozzle length, and an internal taper applied to the 
rear part of the nozzle.

11Depth-integrating samplers that use the US D-77 nozzle holder are the 
US D-77 rigid-container and bag-type samplers, and the US DH-81, US D-95, 
and US DH-95 samplers.
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that of a depth‑integrating sampler (for example, fig. 118 
in Rouse, 1946), the dynamic pressure in the undisturbed 
flow immediately upstream from the nozzle entrance is 
likely ~0.4 ρV 2/2 higher than that in the accelerated flow 
at the typical locations of either the air exhaust or vent 
holes (where ρ is the density of water). Furthermore, as 
long as flow separation does not occur around the body of 
the depth‑integrating sampler, this difference in dynamic 
pressure should be constant regardless of the magnitude of the 
Reynolds number associated with the flow around the sampler 
(Pinkerton, 1938) (the Reynolds number is a dimensionless 
measure of the ratio of the inertial forces on an element to 
the viscous forces on an element). For all depth-integrating 
samplers except those using the US D-77 nozzle holder, the 
difference in dynamic pressure can be expressed as a dynamic 
pressure head as ~0.4 V 2/(2g). Thus, for rigid-container 
samplers the second term in equation 4 can be written as a 
combination of its hydrostatic and dynamic components as,

	
2

P-differenceH 0.4
2
Vz

g
= ∆ + .	 (7a)

For collapsible-bag-type depth-integrating samplers, the 
second term in equation 5 is written (that is, equation 7a is 
rewritten) as, 

	
2

P-differenceH 0.4
2
V

g
= ,	 (7b)

to remove the effect of ∆z, which is approximately zero 
over the duration of sample collection in collapsible-bag 
samplers. On depth-integrating samplers that use the US D-77 
nozzle holder, the air exhaust is located on the nozzle holder 
immediately behind the nozzle, a position upstream from 
most of the acceleration of the flow around the sampler body. 
Therefore, on these samplers, the dynamic pressure at the 
location of the air-exhaust exit is only slightly less than that in 
the undisturbed flow immediately upstream from the nozzle 
entrance. Thus, for the rigid-container-type samplers that use 
the US D-77 nozzle holder, the second term in equation 4 is 
written as,

	
2

P-differenceH 0.1
2
Vz

g
= ∆ + .	 (7c)

Just as equation 7a was rewritten for collapsible-bag-type 
samplers as equation 7b to remove the effect of ∆z, equation 
7c is therefore rewritten as,

	
2

P-differenceH 0.1
2
V

g
= ,	 (7d)

to remove the effect of ∆z in collapsible-bag samplers 
that use the US D-77 nozzle holder (that is, the US D-77 
bag-type sampler).

The first of the resisting terms in equations 4 and 5, 
HLfriction, includes the major head losses resulting from the 
friction between the water flowing through the nozzle and the 
inside walls of the nozzle, and is described in detail below. 
To allow different diameter nozzles to be used with the same 
model depth-integrating sampler (with a fixed value of ∆ z), 
the rear portions of most sampler nozzles are internally 
tapered with a 1.19-degree expansion. Nozzles are calibrated 
to be isokinetic at a given ambient stream velocity and water 
temperature by adjusting the depth of this internal taper 
(FISP, 1952; Guy and Norman, 1970; Davis, 2001, 2005). 
This expanding internal taper diameter of 1/4 inch per foot 
(FISP, 1952, 1979; Guy and Norman, 1970, table 1) is the 
key aspect of a depth-integrating sampler nozzle that allows 
nozzles with identical lengths but different entrance diameters 
to be calibrated for a given model sampler to allow isokinetic 
sampling over specific ranges of water temperature and 
ambient stream velocity. The internal taper achieves this result 
by effectively reducing the magnitude of HLfriction, as shown in 
the appendix.

The second of the resisting terms, HLnozzle-geometry, in 
equations 4 and 5 includes the minor head losses resulting 
from changes in the geometry of the flow as it passes into and 
through a sampler nozzle. In contrast to the more‑standard 
cases in the pipe-flow literature where water either enters 
a pipe from a tank (in which the water in the tank has zero 
velocity) or undergoes a constriction in flow (in which 
streamlines converge into a pipe entrance), (1) the velocity 
in a river immediately upstream from an isokinetic sampler 
nozzle is approximately equal to the velocity of the water 
in the nozzle entrance and (2) streamlines do not converge 
into a nozzle entrance because the water in streamlines 
adjacent to those upstream from a nozzle entrance can freely 
travel downstream around the outside of the nozzle and 
sampler body. Therefore, the minor head loss associated with 
water entering a sampler nozzle is negligible. Furthermore, 
because the expansion in the tapered rear parts of nozzles 
is only 1.19 degrees, the minor head loss associated with 
this minor flow expansion in the nozzle is also negligible. 
Because HLnozzle-geometry is much smaller than the other 
terms in equation 5, it is excluded from our analysis, and 
the influence of the small internal taper angle on head loss 
is included only with respect to its effect on the mean inside 
nozzle diameter and associated velocity in the HLfriction 
term (defined below). By this approach, D〈 〉 is the mean 
inside diameter of the internally tapered sampler nozzle 
and  nV〈 〉 is the nozzle velocity associated with D〈 〉12. 
This approach greatly simplifies the analysis below. 

12Relations between 〈 〉nV  and Vn, and between D〈 〉 and D are provided in 
the appendix.
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Because HLfriction is calculated on the basis of nV〈 〉 , the final 
term in equations 4 and 5, the velocity head of the water 
flowing through the nozzle into the sampler container, is 
expressed as: 

	
2

n
V-nozzleH

2
V

g
= .	 (8)

The first resisting term in equations 4 and 5, HLfriction 
varies as a function of nozzle geometry, velocity in the 
nozzle, and water temperature. Water temperature influences 
HLfriction mainly through its effect on viscosity, and to a 
much lesser degree through its effect on density. Calculation 
of HLfriction for sampler nozzles is much more complicated 
than calculation of HLfriction in long horizontal pipes because 
sampler nozzles can be either shorter or longer than the 
distance required for flow to become fully developed in a 
pipe entrance. In this usage, “fully developed flow” refers 
to the condition where the boundary layer has grown from 
the pipe wall to the pipe center, resulting in a stable velocity 
profile that does not change with distance along the pipe. In 
this discussion, distance x inside the entrance of a horizontal 
pipe increases from x = 0 at the pipe entrance. As first observed 
by Reynolds (1883), flow entering a small-diameter pipe 
is initially uniform and may remain laminar or undergo a 
transition to turbulence as a function of the pipe diameter, 
velocity, and temperature. At x = 0, the initial velocity profile 
of water entering a small-diameter pipe from a larger body of 
water is approximately uniform (Rouse, 1946) and can best 
be described as “plug flow.” As the water enters the pipe, the 
velocity of the water along the pipe walls goes to zero by the 
“no-slip” condition and a laminar boundary layer starts to 
develop (Rouse, 1946; Schlichting, 1968). By conservation of 
mass and momentum, growth of this boundary layer results in 
deceleration of flow near the pipe walls and acceleration of the 
slowly shrinking inviscid “plug flow” in the center of the pipe 
(Rouse, 1946; Bender, 1969; Shimomukai and Kanda, 2008). 
Over some distance from the pipe entrance, the boundary 
layer will either remain laminar or undergo a transition to 
turbulence. Regardless of whether this transition to turbulence 
occurs within the pipe, the boundary layer will grow to the 
center of the pipe. The distance x at which the boundary layer 
grows to the center of the pipe is known as the “entrance 
length,” Lent, and the region of the pipe where x < Lent is known 
as the “entrance region.” After growth of the boundary layer 
to the center of the pipe, no plug flow will remain and the 
flow in the pipe will be “fully developed” laminar or turbulent 
flow, with velocities increasing from zero at the pipe wall to a 
maximum13 in the center of the pipe. 

As reviewed in Munson and others (2009), for developing 
laminar flow,

	 ent-lam 0.06 ,L D≈ Re 	 (9a)

and for developing turbulent flow,

1/6
ent-turb 4.4 ,

where
is the Reynolds number defined below in

 equation 11, and
is the inside diamer of the pipe.

L D

D

≈ Re

Re

	 (9b)

These equations are only approximations because the exact 
value of Lent and whether the flow in the pipe entrance 
undergoes a transition to turbulence depend strongly on 
the smoothness of the pipe walls, the geometry of the pipe 
entrance, and the nature of the flow upstream from the pipe 
entrance (Pfenniger, 1961; Schlichting, 1968; Kanda, 1988; 
Hof and others, 2003; Ichimiya, 2004). Kanda (1988) provides 
a relatively thorough review of the experiments that form the 
basis for the equation 10 approximations. Over a wide range 
of flow conditions (ambient stream velocities ranging from 
less than 1 to ~16 ft/s and water temperatures ranging from 
0 to 30ºC), the length, L, of a sampler nozzle is much shorter 
than the value of Lent-lam required for fully developed laminar 
flow, but is typically comparable to the value of Lent-turb 
required for fully developed turbulent flow. For example, for 
the 3-1/8-inch-long, 1/8-, 3/16-, and 1/4-inch-diameter nozzles 
used in the US D-43 sampler, L is about a factor of ~2 to 60 
less than Lent-lam, but only a factor of ~0.6 to 1.6 less than 
Lent-turb. Similarly, for the 4-3/8-inch-long, 3/16-, 1/4-, and 
5/16-inch-diameter nozzles used in the US D-96 sampler, L is 
about a factor of ~3 to 160 less than Lent-lam, but only a factor 
of ~0.6 to 1.8 less than Lent-turb. Therefore, the flow within a 
sampler nozzle may be developing laminar flow, developing 
turbulent flow, or fully developed turbulent flow, depending 
on the value of the nozzle Reynolds number defined below. 
Because of the relative shortness of sampler nozzles, it is 
unlikely that the flow within a sampler nozzle is ever fully 
developed laminar flow.

Because flow in sampler nozzles can be either developing 
laminar or turbulent flow or fully developed turbulent flow, 
the friction experienced by the flow in a sampler nozzle will 
be greater than or equal to the friction associated with fully 
developed turbulent flows. In developing flow, the longitudinal 
drop in pressure is nonlinear and arises from both wall shear 
and the acceleration of the shrinking plug flow in the center 
of the pipe; in fully developed flow, the longitudinal drop in 
pressure is linear and arises purely from wall shear (Rouse, 
1946; Bender, 1969; Shah, 1978; Bejan, 1984; Kanda, 1988; 
Yilmaz, 1990; Shimomukai and Kanda, 2008; Muzychka 
and Yovanovich, 1998, 2009; Munson and others, 2009). 

13For fully developed turbulent flow, the maximum velocity is a time-
averaged maximum velocity.
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Therefore, in the entrance region of a pipe, the pressure 
decreases nonlinearly at a progressively decreasing rate until 
the flow becomes fully developed at a distance of x = Lent, 
after which the pressure continues to decrease linearly with 
distance. In the region of fully developed flow and linear 
pressure drop beyond the entrance region, 

2

frictionHL ,
2

where
is the Darcy-Weisbach friction factor estimated

on the basis of Moody (1944),
is the pipe length over which  is calculated, and
is the cross-sectionally averaged velocity insi

L Vf
D g

f

L f
V

=

de
the pipe. 

(10)

Associated with the rapid nonlinear drop in pressure in the 
entrance region of a pipe are values of the friction factor, 
commonly referred to as the apparent friction factor (denoted 
as fapp), that will be much larger than the value of flam, the 
friction factor estimated on the basis of Moody (1944) for 
fully developed laminar flow, and typically larger than the 
value of fturb, the friction factor estimated on the basis of 
Moody (1944) for fully developed turbulent flow in smooth 
pipes14 (Shah and London, 1978; Bejan, 1984; Muzychka and 
Yovanovich, 1998, 2009; Kandlikar and Campbell, 2002). 
Because fapp can be much larger than f for fully developed 
flows, empirical measurements of pipe friction will be 
dominated by fapp until x  >> Lent.

The nozzle Reynolds number,

	
VDρ
µ

=Re ,	 (11)

is the nondimensional physical balance between inertial forces 
(in the numerator) and viscous forces (in the denominator) 
and determines whether fully developed flow in a nozzle is 
ultimately turbulent or laminar (reviewed by Rouse, 1946). 
In equation 11, μ is the viscosity, which varies nonlinearly 
with the inverse of water temperature. In addition, both f 
(Moody, 1944) and Lent scale with the Reynolds number 
(Reynolds, 1883; Boussinesq, reviewed in Prandtl and others, 
1934; Langhaar, 1942; Kanda, 1988; Munson and others, 
2009). Unlike the values of flam and fturb, which depend only 
on Re, fapp depends on the Re, D, and x because Lent varies 
as a function of both Re and Dent (Bender, 1969; Shah, 1978; 
Bejan, 1984; Yilmaz, 1990; Muzychka and Yovanovich, 1998, 

2009). On the basis of the analysis in the appendix, the best 
equation describing the major head losses arising from friction 
in an internally tapered sampler nozzle is, 
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where
is the nozzle friction factor and depending on

the value of  for a given  and ,  
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turb  (see appendix).f

	 (12)

The additional, third, resisting term for collapsible-bag 
samplers in equation 5, HLbag-displacement, arises because of 
“backpressure” on the filling bag in the flooded sampler cavity. 
Isokinetic sampling in a collapsible-bag sampler requires that 
the filling bag be able to displace the water in the flooded 
sampler cavity and purge this displaced water through the 
vent holes at exactly the rate at which the water-sediment 
mixture enters the sampler nozzle isokinetically. As discussed 
previously, the laboratory experiments of both Szalona 
(1982) and Davis (2001) show that the intake efficiency of 
collapsible-bag samplers decreases over time as the filling 
bag occupies more of the sampler cavity. The reason for 
this time-dependent decrease in intake efficiency becomes 
obvious upon derivation of the equation for HLbag-displacement. 
As a bag fills within a sampler cavity, the region around the 
filling bag becomes progressively smaller, whereas the vent 
holes (assuming they do not become blocked by the filling 
bag) remain constant in diameter. Thus, the dominant source 
of the progressive increase in the resistance to the filling bag’s 
displacement and purging of water from the sampler cavity is 
likely the progressive decrease in the cross-sectional area of 
flow in the sampler cavity around the filling bag. Assuming 
that the mathematical form of HLbag-displacement must be similar 
to that of HLfriction allows HLbag-displacement to be written as,

2
cavity cavity-flow

bag-displacement
cavity-flow

cavity

cavity-flow

HL ,
2

where
is the length of the sampler cavity and is 

assumed to be constant,
is the decreasing diameter of the water,

in the samples ca

L V
D g

L

D

∞

cavity-flow

vity around the
filling bag, and

is the velocity of the water in the sampler
cavity being displaced by the filling bag.

V

	 (13)

14Sampler nozzles are made of machined brass, plastic, or Teflon®; pipe 
materials that are all considered “smooth” in the fluid mechanics literature.
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By conservation of mass, as Dcavity-flow decreases over time, Vcavity-flow must increase to remain in 
balance with the isokinetic rate of flow into the sampler nozzle. Because Dcavity-flow decreases over time 
and Vcavity-flow increases over time, HLbag-displacement must increase over time, leading to the physical 
requirement that intake efficiency must decrease over time in collapsible-bag samplers. In addition, 
because it is likely that a filling bag will also at least partially block some of the vent holes, HLbag-

displacement likely increases over time at a rate higher than that predicted by equation 13. Therefore, 
although it is physically impossible to design a collapsible-bag sampler in which intake efficiencies 
do not decrease over time, it may be possible to minimize this effect by increasing the venting of the 
sampler cavity, an idea that is tested in a subsequent section of this report. 

Rearrangement of equation 4 or rearrangement of equation 5 for the ideal case of HLbag-displacement 
~ 0, after making the appropriate substitutions on the basis of the analysis in the appendix, yields the 
following simplest relation between nV〈 〉 and the ambient stream velocity, V:
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where
is a constant arising from the dynamic pressure

head between the nozzle entrance and air-
exhaust exit or vent hole and, on the basis of
equation 7, is s
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et to 1.1 for the samplers that
use the US D-77 nozzle holder and is set to
1.4 for all other depth-integrating samplers.

		
						      (14)

Further substitution of equations A1 and A2 into equation 14 and rearrangement yields the following 
relation between the nozzle entrance velocity, Vn, and the ambient stream velocity,
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where
is the nozzle taper depth.
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 	 (15)

Correction of Water-Temperature Effects on the Field Intake 
Efficiencies of US D-96-Type Samplers

Equation 15 describes the physically based model that can be used to evaluate the intake efficiency 
of any depth-integrating suspended-sampler under a wide range of nozzle geometries, ambient stream 
velocities, and water temperatures. The model performed well in comparisons with data collected 
using depth-integrating samplers with very different sampler designs; tests of this model (equation 15) 
against US D-43 rigid-container, US D-77 rigid-container, US D-96 collapsible-bag, and US DH-02 
collapsible‑bag samplers yield an in-sample RMAE of ± 4.3 percent (n = 400) and an out of sample RMAE 
of ± 5.0 percent (n = 882); see appendix. The excellent performance of this model provided justification 
for using it as a tool to investigate the effects of water temperature on intake efficiency over a relatively 
wide range of conditions. The model was therefore used to evaluate whether the differences between the 
~26.7°C water temperature used in FISP US D-96 nozzle calibrations and the typically much colder water 
temperatures in the Colorado River experiments could help explain the generally sub-isokinetic sampling 
of the US D-96-type samplers at the six cross-sections among the three study sites on the Colorado River. 
After completing this evaluation, equation 15 was used to determine whether application of a deeper taper 
depth to the sampler nozzles could improve the field intake efficiencies of the US D-96-type samplers at 
colder water temperatures over a wide range of ambient stream velocities.
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Intake efficiencies calculated using the model are in 
excellent agreement with those measured for the US D-96 
sampler using the development nozzles (a set of nozzles used 
in the US D-96 development testing) in the flume and tow 
tests, and transit tests conducted at water temperatures of 
23.9–29.4°C; also they are in generally excellent agreement 
with those measured in the flume tests for the US D-96 
sampler using the standard calibrated nozzles conducted 
at water temperatures ranging from 2.8 to 29.4°C (fig. 16). 
For comparison with the measurements, the modeled intake 
efficiencies in figure 16 are plotted at increments of 5°C 
over the range in water temperature from 0 to 30°C. The 
local maximum in these curves (most obvious in the model-
predicted intake efficiencies for the 3/16- and 1/4-inch 
nozzles in fig. 16A–D) owes to the transition in the nozzle 
friction factor, fn, from one associated with developing flow 
to one associated with fully developed turbulent flow (see 
appendix). As discussed in the appendix, unlike the transit 
tests conducted on either the US D-96 sampler with the 
development nozzles or the DH-2 sampler, the transit-test 
data for the US D-96 sampler with the standard nozzles is not 
internally consistent with the flume-test data for the US D-96 
sampler with the standard nozzles, and it is likely that the 
ambient stream velocities in these transit tests were measured 
~10 percent low (on the basis of Davis’ [2001] statement on 
the “difficulty of precise boat velocity control, coordination 
of personnel operating the crane, timing the sample, and 
measuring the sample volume on a moving boat”). Thus, the 
model-predicted intake efficiencies tend to be ~10 percent less 
than the intake efficiencies measured in these transit tests for 
the US D-96 sampler using the standard calibrated nozzles. 
The model-predicted intake efficiencies are in excellent 
agreement with those measured for the US D-96 sampler using 
the standard 5/16-inch plastic and Teflon® nozzles in flume 
tests conducted at all ambient stream velocities investigated by 
the FISP (ranging from 2 to 3.7 ft/s) and water temperatures 
ranging from 2.8 to 29.4°C (fig. 16F). For the standard 
3/16- and 1/4-inch plastic and Teflon® nozzles, the model-
predicted intake efficiencies for the US D-96 sampler are 
also generally in excellent agreement with the measurements. 
The only measurements not in excellent agreement with the 
model predictions are the intake efficiencies measured in the 
five flume tests conducted at an ambient stream velocity of 
2 ft/s and a water temperature of 8.3°C, where the modeled 
values tend to be slightly lower than the measured values 
(fig. 16B, D). Thus, among all 24 cases, the model predictions 
of intake efficiency for the US D-96 sampler with the standard 
nozzles are deemed to be in generally excellent agreement 
with the measured intake efficiencies because the model-
predicted values are in excellent agreement with the measured 
values in all but the five cases (where the agreement is not 
as good). Because the US D-96 sampler development-nozzle 
flume- and tow-test dataset was used in part to constrain fn in 

the appendix, it is not surprising that the model-predicted and 
measured intake efficiencies in this dataset are in excellent 
agreement (fig. 16A, C, E). However, because the US D-96 
sampler standard-nozzle flume tests were not in any way 
used to constrain fn, and are, therefore, part of the “out-of-
sample” model evaluations in the appendix, this result means 
that the model predictions of intake efficiency at different 
ambient stream velocities and different water temperatures are 
sufficiently accurate to use to develop temperature corrections 
for the cold-water Colorado River data.

Temperature corrections were developed for the 
Colorado River data by first dividing the model-predicted 
intake efficiency associated with the ambient stream 
velocity and water temperature for each measurement by 
the model‑predicted intake efficiency associated with the 
same ambient stream velocity but a water temperature 
of 26.7°C (the average of the water temperature range of 
Davis’ (2001) data. This correction factor was then applied 
to each measurement by multiplying the measured intake 
efficiency by this factor. After applying this correction, the 
temperature‑corrected intake efficiencies in the cold-water 
Colorado River US D-96-type data could be directly compared 
to the intake efficiencies in Davis’ (2001) warm-water data; 
any remaining discrepancies in intake efficiency would then 
arise from physical processes other than from the effects of 
the differences in water temperature between the two datasets 
on nozzle friction. Comparisons of the temperature-corrected 
field intake efficiencies with the intake efficiencies measured 
by Davis (2001) in the Mississippi River are provided in 
figure 17.

As shown in figure 17, applying the temperature 
corrections to the US D-96-type Colorado River data 
reduces but does not fully remove the discrepancies in intake 
efficiency between this dataset and Davis’ (2001) dataset. The 
average increase in intake efficiency of the Colorado River 
data after applying this temperature correction is only 0.035 
over the entire range of ambient stream velocity in the dataset. 
Because of the convergent nature of the model‑predicted 
intake-efficiency curves for large nozzle diameters, above an 
ambient stream velocity ~ 5 ft/s, in figure 16, this temperature 
correction has less of an effect at higher ambient stream 
velocities than it does at lower ambient stream velocities. 
At ambient stream velocities < 3 ft/s, the average increase in 
intake efficiency arising from application of the temperature 
correction is 0.047; at ambient stream velocities > 5 ft/s, 
the average increase in intake efficiency arising from 
application of the temperature correction is only 0.016. In 
any case, because application of the temperature correction 
only partially shifts the Colorado River data into the FISP-
accepted isokinetic intake-efficiency range of 1.0 ± 0.1, some 
additional physical process must explain the differences in 
intake efficiency between this US D-96-type data and Davis’ 
(2001) data.
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Figure 16.  Graphs showing modeled and measured intake efficiencies plotted as a function of ambient stream velocity for the US D-96 sampler 
using (A) the 3/16‑inch development nozzle, (B ) the 3/16-inch standard nozzle, (C ) the 1/4-inch development nozzle, (D ) the 1/4-inch standard 
nozzle, (E) the 5/16-inch development nozzle, and (F) the 5/16‑inch standard nozzle. Temperature ranges of the measured values are indicated; 
modeled intake efficiencies are plotted at increments of 5°C for comparison with the measurements. Shaded area represents range in intake 
efficiency (1.0 ± 0.10) considered to be isokinetic Taper depths and other aspects of nozzle geometry are listed in table A1 in the appendix. For 
simplicity, because the Federal Interagency Sedimentation Project (FISP) taper depths for the plastic and Teflon® standard calibrated nozzles are 
almost identical, nozzle type is not indicated for the flume-measured intake efficiencies for the standard plastic and Teflon® nozzles.men12-3089_fig16
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Figure 17.  Plots showing comparison of US D-96 intake efficiencies obtained during river tests in the Mississippi River near 
Vicksburg, Mississippi, from Davis (2001), and the temperature-corrected field-determined intake efficiencies for all samples 
collected within the operating range of the US D-96-type depth-integrating suspended-sediment samplers at (A ) 30-mile 
tagline A, (B ) 30-mile tagline B, (C ) 61-mile tagline A, (D ) 61-mile tagline B, (E) 61-mile tagline C, and (F ) 87-mile cableway. 
Shaded area represents range in intake efficiency (1.0 ± 0.10) considered to be isokinetic.

Nozzles in older FISP-developed depth-integrating 
samplers, for example, the US D-43 and the US D-77 
rigid-container samplers, were calibrated to be isokinetic at 
colder water temperatures than the modern depth-integrating 
samplers developed by the FISP (table A1 in appendix) after 
FISP moved its laboratory facilities from Saint Anthony 
Falls Hydraulic Laboratory in Minneapolis, Minnesota, 
to the Waterways Experimental Station in Vicksburg, 
Mississippi, in 1992 (FISP, 2011). This increase in the 
water temperature at which taper depths were empirically 
determined in flume experiments is likely because it is 
more difficult to achieve colder water temperature in 
flumes in Mississippi than it is in Minnesota. To evaluate 
the effect of an increase in the calibration temperature at 
which taper depths are determined, the model was used 
to determine the taper depths for nozzles in the US D-96 
sampler that would result in isokinetic sampling at an 
ambient stream velocity of 3.7 ft/s and a water temperature 

of 10°C (fig. A10D in appendix). The model‑predicted intake 
efficiencies associated with these taper depths over a range 
of ambient stream velocities and water temperatures were 
then compared to those associated with the smaller taper 
depths determined by the FISP at an ambient stream velocity 
of 3.7 ft/s and water temperatures of 23.9–29.4°C (fig. 18). As 
expected on the basis of the analysis in the appendix, use of 
a cold-water isokinetic taper depth results in a much greater 
increase in intake efficiency in smaller diameter nozzles than 
it does in larger diameter nozzles. As shown in figure 18, use 
of such a cold-water isokinetic taper depth actually results 
in an improvement in isokinetic sampling at lower ambient 
stream velocities over the entire likely range in river water 
temperature of 0 to 30°C. However, use of such a cold-
water isokinetic taper depth instead of the FISP warm-water 
isokinetic taper depth does result in intake efficiencies that are 
generally unacceptably high in 3/16-inch nozzles at ambient 
stream velocities in excess of 4 or 5 ft/s.



44    Evaluation of US D-77 Bag-Type and US D-96-Type Depth-Integrating Suspended-Sediment Samplers

To evaluate the effect of using an alternative cold-water 
isokinetic taper depth in nozzles for the US D-96 sampler 
instead of the FISP warm-water isokinetic taper depth on 
errors in suspended-sand concentration, we combined the 
results in figure 18 with the FISP (1941a) laboratory data 
in figure 4 (fig. 19). For this evaluation, the error curve in 
figure 4 for 0.15-mm sediment was used because this grain 
size is a fairly common size for suspended sand in many 
rivers. As shown in figure 19, use of a cold-water isokinetic 
taper depth instead of the FISP warm-water isokinetic taper 
depth is predicted to reduce or remove positive biases in 
0.15‑mm suspended-sand concentration at lower ambient 
stream velocities. Furthermore, only when using nozzles 
with 3/16-inch entrance diameters is this reduction expected 
to increase negative biases to unacceptable levels at higher 
ambient stream velocities (fig. 19A). When using 3/16-inch 
nozzles and a 10°C isokinetic taper depth (instead of the 
23.9–29.4°C FISP taper depth) with a US D-96 sampler 
between ambient stream velocities of 2 and 4 ft/s, the biases 
in 0.15-mm suspended‑sand concentration are predicted to 
decrease on average from +6.5 to +3.6 percent at a water 
temperature of 0°C, from +3.9 to +1.4 percent at a water 
temperature of 10°C, from +2.2 to 0.0 percent at a water 
temperature of 20°C, and from +1.1 to −1.0 percent at a 
water temperature of 30°C. When using 1/4-inch nozzles and 
a 10°C isokinetic taper depth (instead of the 23.9–29.4°C 
FISP taper depth) with a US D-96 sampler between ambient 
stream velocities of 2 and 4 ft/s, the biases in 0.15-mm 
suspended‑sand concentration are predicted to decrease 
on average from +4.3 percent to +2.7 percent at a water 
temperature of 0°C, from +2.5 percent to +1.0 percent at a 
water temperature of 10°C, from +1.3 percent to − 0.1 percent 
at a water temperature of 20°C, and from + 0.4 percent to 
−0.8 percent at a water temperature of 30°C. Finally, when 
using 5/16‑inch nozzles and a 10°C isokinetic taper depth 
(instead of the 23.9–29.4°C FISP taper depth) with a US D-96 
sampler between ambient stream velocities of 2 and 4 ft/s, the 
biases in 0.15-mm suspended‑sand concentration are predicted 
to decrease on average from +2.8 percent to +2.1percent at a 
water temperature of 0°C, from +1.4 percent to +0.8 percent 
at a water temperature of 10°C, from +0.5 percent to 0.0 
percent at a water temperature of 20°C, and from +0.1 percent 
to −0.5 percent at a water temperature of 30°C. Therefore, 
especially at lower ambient stream velocities, suspended-sand 
data are slightly more accurate at all water temperatures when 
using a larger cold‑water isokinetic taper depth instead of the 
smaller FISP warm-water isokinetic taper depth. Conversely, 
at higher ambient stream velocities (that is, V  >> 4 ft/s), 
suspended‑sand data are likely to be slightly more accurate 
at all water temperatures when using the FISP warm-water 
isokinetic taper depth, especially when using smaller diameter 
nozzles.

Effect of Sampling Duration on Intake Efficiency 
in Collapsible-Bag Samplers

As described previously, intake efficiency is time 
dependent in collapsible-bag samplers and decreases as 
sampling duration increases (Szalona,1982; Davis, 2001). 
This effect arises in collapsible-bag samplers because as 
the volume of the filling bag occupies more of the sampler 
cavity, it becomes progressively more difficult for the filling 
bag to displace the water in the sampler cavity and purge 
this displaced water out through the vent holes. Analysis of 
the data Szalona (1982, figs. 4–6) collected with a US D-77 
bag-type sampler held stationary in a flume indicates that, 
as sampling duration increased from < 5 seconds to ~60 
seconds, intake efficiency decreased from ~1.03–1.08 to 
~0.71–0.89, regardless of whether a flow deflector was 
present or absent from the upper sampler-cavity vent hole. 
These measurements covered a range in ambient stream 
velocity of 2.8 to 5.7 ft/s and a range in water temperature 
from 0.9 to 26.2°C (Szalona, 1982). Results from this analysis 
of Szalona’s (1982) data are plotted in figures 20A–B. No 
major difference in the time‑dependent behavior of intake 
efficiency is obvious in figure 20A on the basis of differences 
in ambient stream velocity. In contrast to the conclusion of 
Szalona (1982), the data plotted in figure 20A also suggest 
that inclusion of the flow deflector on the upper vent hole 
did not reduce the rate at which intake efficiency decreased 
over time. Interestingly, US D-77-bag-type sampler intake 
efficiencies were highest for a given sampling duration for 
the cases of warm water temperature (T > 20°C) and without 
a vent-hole flow deflector (fig. 20B). On the basis of the 
analyses in the preceding sections of this report, these slightly 
increased intake efficiencies were likely a result of lower 
nozzle friction at these warmer water temperatures and not 
a result of the absence of the flow deflector; unfortunately, 
Szalona (1982) did not make similar measurements of intake 
efficiency at warm water temperatures with a vent-hole flow 
deflector present for comparison. Analysis of the data Davis 
(2001, figs. 6, 7) collected with a US D-96 sampler held 
stationary in a flume indicates that, as sampling duration 
increased from 20 to 175 seconds at an ambient stream 
velocity of 2 ft/s and water temperatures of 23.9–29.4°C, 
intake efficiency decreased from 1.21 to 0.91; and as 
sampling duration increased from 13 to 71 seconds at an 
ambient stream velocity of 5 ft/s and water temperatures of 
23.9–29.4°C, intake efficiency decreased only from 0.99 to 
0.92. At the lower ambient stream velocity of 2 ft/s, exclusion 
of the pressure‑equalization hole in the top of the US D-96 
nozzle holder resulted in a decrease in intake efficiency 
from 0.94 to 0.65 as sampling duration increased from 29 to 
183 seconds; at the higher ambient stream velocity of 5 ft/s, 
plugging of the sampler-cavity vent holes in the US D-96 
sampler resulted in a decrease in intake efficiency from 0.99 
to 0.64 as sampling duration increased from 14 to 84 seconds. 
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Figure 18.  Graphs showing comparisons of modeled intake efficiencies for the US D-96 sampler using different diameter nozzles with 
two different taper depths (A–C ). The two taper depths used in these comparisons are (1) the FISP-determined taper depth that resulted 
in isokinetic sampling in flume tests at V = 3.7 ft/s at water temperatures of 23.9–29.4°C and (2) a model-determined larger taper depth 
that results in isokinetic sampling at V = 3.7 ft/s at a water temperature of 10°C. Intake efficiencies are plotted as a function of ambient 
stream velocity at water-temperature increments of 10°C. Shaded area represents range in intake efficiency (1.0 ± 0.10) considered to 
be isokinetic. (A ) intake-efficiency comparison for a nozzle with a 3/16-inch entrance diameter; (B ) intake-efficiency comparison for a 
nozzle with a 1/4‑inch entrance diameter; (C ) intake-efficiency comparison for a nozzle with a 5/16-inch entrance diameter.
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Figure 19.  Graphs showing comparisons of the predicted errors in 0.15-millimeter (mm) suspended-sand concentration associated 
with the modeled intake efficiencies in figure 18 for the US D-96 sampler using nozzles with three different entrance diameters and two 
taper depths (A–C  ). Errors are calculated on the basis of the laboratory data in figure 4 from FISP (1941a). Shaded area represents range 
in intake efficiency (1.0 ± 0.10) considered to be isokinetic. (A) error comparison for a nozzle with a 3/16-inch entrance diameter; (B ) error 
comparison for a nozzle with a 1/4-inch entrance diameter; (C ) error comparison for a nozzle with a 5/16-inch entrance diameter.
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Figure 20.  Plots showing effect of sampling duration on intake efficiency measured in flume tests of collapsible-bag samplers 
(after Szalona, 1982; Davis, 2001). Shaded area represents range in intake efficiency (1.0 ± 0.10) considered to be isokinetic. (A) Intake 
efficiency plotted as a function of sampling duration for the US D-77 bag-type sampler segregated into two ranges of ambient stream 
velocity (V ) and with or without an upper vent-hole flow deflector. (B ) Intake efficiency plotted as a function of sampling duration for the 
US D-77 bag-type sampler segregated into three ranges of water temperature and with or without an upper vent-hole flow deflector. (C ) 
Intake efficiency plotted as a function of sampling duration for the US D-96 sampler for two ranges in V  ; shown for the high-V case are 
results with and without the three sampler-cavity vent holes included in the final sampler design; shown for the low-V case are results 
with the sampler cavity vent holes but with and without the pressure-equalization hole in the nozzle holder. 
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Therefore, both (1) the ability of the air trapped in the sampler 
nozzle upon submergence to be able to escape through the 
pressure‑equalization hole and (2) the ability of water to be 
able to be displaced from the flooded sampler cavity through 
the vent holes at the rate at which water enters the bag 
through the nozzle are crucial to reducing the rate at which the 
intake efficiency of a US D-96 sampler decreases over time. 
Results from this analysis of Davis’ (2001) data are plotted 
in figure 20C.

Analysis of the time-dependent behavior of the intake 
efficiency of the US D-77 bag-type and US D-96-type 
samplers transiting verticals in the Colorado River indicates 
that in both samplers, after sampling for about 20–30 seconds 
and after about 0.5 to 1 liter of sample has been collected, 
intake efficiency decreases much more rapidly with increasing 
sampling duration in the river than in the stationary flume 
experiments of Szalona (1982) and Davis (2001). These 
Colorado River observations were made over a range in water 
temperature from 7 to 17°C with no apparent dependence 
on water temperature within this range. Figures 21 and 22 
show the time-dependent decrease in intake efficiency in 
both samplers binned by ambient stream velocity at all six 
cross‑sections at all three study sites. As indicated by the 
presence of regression lines significant at the 0.05 critical 
level in these figures, the relations between sampling duration 
and intake efficiency are significant over most ranges in 
ambient stream velocity for both the US D-77 bag-type 
and US D-96-type samplers using both 1/4- and 5/16-inch 
nozzles. As shown in figure 22, the intake efficiency of the 
US D-96-type sampler can be within the FISP-accepted range 
of 1 ± 0.10 when the sampling duration is less than about 
30 seconds. However, as shown in figure 21, although the 
intake efficiency of the US D-77 bag-type sampler is greatest 
at sampling durations less than about 30 seconds, it is typically 
still <<1. In both sampler designs, as sampling duration 
increases and the filling bag occupies progressively more of 
the volume of the sampler cavity, it apparently becomes more 
difficult for the filling bag to displace the remaining water in 
the sampler cavity and purge it through the vent holes at the 
rate required for isokinetic sampling. As discussed previously, 
the likely causes of this problem in both sampler designs 
are the increased importance of wall friction on the water in 
the sampler cavity being displaced by the filling bag and the 
potential of the filling bag to block one or more vent holes. 
With respect to the design of the US D-77 bag-type sampler 
and unlike in the design of the US D-96-type sampler, it is 
important to note that there are no vent holes located on the 
rear of the US D-77 bag-type sampler; thus, the absence of 
rear vent holes could help explain the much lower intake 
efficiencies of the US D-77 bag-type sampler. It is important to 

note that Davis (2001, 2005a) did not observe such substantial 
decreases in intake efficiency when sampling durations greatly 
exceeded 30 seconds in the towed-transit tests in the lake of 
the US D-96 or DH-2 samplers. Furthermore, Davis (2001) 
did not observe major decreases in intake efficiency in most of 
his 22 transit tests of the US D-96 sampler in the Mississippi 
River, although he did not report sampling duration for these 
river tests.

On the basis of the measurements plotted in figure 22, 
the temperature-corrected US D-96-type data in figure 17 
were filtered to remove all data collected with sampling 
durations exceeding 30 seconds. These data were then 
re-plotted in figure 23 as a function of ambient stream 
velocity. After application of the temperature correction to 
make our colder-water US D-96-type data consistent with 
the warmer-water data of Davis (2001) and after removing 
all data with sampling durations in excess of 30 seconds, the 
average intake efficiency of the US D-96-type sampler in 
our river tests is 0.93, a value well within the FISP‑accepted 
range for isokinetic sampling. Therefore, it seems reasonable 
to conclude that a combination of differences in water 
temperature and sampler venting could explain the observed 
differences in the intake efficiency of the US D-96-type 
sampler between the Colorado River and Mississippi 
River tests. 

To determine if progressive blocking of sampler-cavity 
vent holes (from front to back) was a cause of the large 
time-dependent reductions in intake efficiency observed with 
the US D-96-type sampler in the Colorado River, a set of 
experiments were conducted using a US D-96-A1 sampler 
submerged in a tank. As water was pumped into the nozzle of 
the submerged sampler, observations showed that as the bag 
fills with water through the nozzle, the bag fills mostly from 
front to back within the sampler cavity and not from bottom to 
top. As the bag initially begins to fill, the water displaced by 
the expanding bag in the sampler cavity can exit the sampler 
cavity through any of the three vent holes. However, as the 
bag continues to fill with the water (with volumes of water in 
the bag exceeding ~0.5 to 1 liter), the front two holes become 
partially blocked and water displaced by the expanding bag 
from the sampler cavity must exit the sampler cavity largely 
through the bottom rear vent hole. Further examination of the 
bottom rear vent hole revealed that in all of the US D-96-type 
samplers used in this study, the clear molded plastic sampler 
tray (on which the bag rests) extends all of the way to the 
back of the sampler cavity, partially blocking the bottom rear 
vent hole. Thus, tests were conducted to evaluate whether 
shortening the tray and thereby increasing the effective area 
of the rear vent hole could improve the intake efficiency of 
US D-96-type samplers in the Colorado River.
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Figure 21.  Plots showing velocity-binned intake efficiency plotted as a function of sampling duration for the US 
D-77 bag-type sampler using 1/4-inch nozzles (A–F  ) and using a 5/16-inch nozzles (G–K  ) at all six cross-sections at 
all three study sites. Nozzle entrance diameter and range in time- and depth-averaged ambient stream velocity, V , 
are indicated on each plot. Linear regressions fit to the data in each velocity bin (black lines) are shown when these 
regressions are significant at the 0.05 critical level, thus indicating significant time-dependent decrease in intake 
efficiency. Gray shaded regions indicate 1.0 ± 0.1 Federal Interagency Sedimentation Project (FISP) accepted range 
of isokinetic sampling.
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Figure 21.—Continued
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Figure 22.  Plots showing velocity-binned intake efficiency plotted as a function of sampling duration for the US D-96-type sampler 
using 1/4-inch nozzles (A–H  ) and using 5/16-inch nozzles (I–P  ) at all six cross-sections at all three study sites. Nozzle entrance diameter 
and range in time- and depth-averaged ambient stream velocity,  V , are indicated on each plot. Linear regressions fit to the data in each 
velocity bin (black lines) are shown when these regressions are significant at the 0.05 critical level, thus indicating significant time-
dependent decrease in intake efficiency. Shaded area represents range in intake efficiency (1.0 ± 0.10) considered to be isokinetic.
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Figure 22.—Continued
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Figure 22.—Continued

Figure 23.  Plots showing comparison of US D-96 intake efficiencies in river tests on the Mississippi River near Vicksburg, Mississippi 
(from Davis, 2001), with the temperature-corrected US D-96 intake efficiencies in the Colorado River for sampling durations of ≤ 30 
seconds at (A ) 30-mile tagline A, (B   ) 30-mile tagline B, (C  ) 61-mile tagline A, (D ) 61-mile tagline B, (E  ) 61-mile tagline C, and (F  ) 87-mile 
cableway. All plotted data were collected within the operating range of the US D-96-type sampler. Shaded area represents range in 
intake efficiency (1.0 ± 0.10) considered to be isokinetic.
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 Comparison of the US D-96-type sampler trays used in 
the Colorado River with the sampler tray from the likely FISP 
prototype US D-96 sampler photographed in figures 12, 14, 
and 15 in FISP ([n.d.]c) suggests that the sampler trays used in 
this study are ~4 cm longer than the sampler tray likely used 
by Davis (2001) in his tests of the US D-96 sampler. Thus, 
it is possible that the reason Davis (2001) did not observe 
substantial decreases in intake efficiency when sampling 
durations greatly exceeded 30 seconds is that the bottom 
rear vent hole in his US D-96 sampler was not obstructed, 
whereas it was in all three of the US D-96-type samplers 
purchased from the FISP by the USGS-GCMRC and used in 
this study, beginning in 2002. In support of this likelihood, the 
one set of experiments that Davis (2001) conducted showing 
time‑dependent decreases in intake efficiency as large and 
rapid as those observed in the tests in this study was the 
series of tests conducted on a US D-96 sampler without any 
sampler‑cavity vent holes, at an ambient stream velocity of 
5 ft/s and with a 1/4-inch nozzle (fig. 20C). These “cavity not 
vented” data plotted in figure 20C closely track with the data 
collected in the Colorado River using a D-96-type sampler 
with a 1/4-inch nozzle at ambient stream velocities of 4-5 ft/s 
depicted in figure 22E.

In summary, intake efficiencies of collapsible-bag 
samplers with two very different designs, the US D-77 
bag-type and the US D-96-type samplers, decrease much 
more quickly when these samplers are transiting verticals in 
the Colorado River than (1) when these samplers are held 
stationary in a flume, (2) when these samplers are towed 
(either stationary or transiting) behind a boat in a lake under 
nonturbulent, nonshear-flow15 conditions, or (3) likely when 
these samplers transit verticals in a relatively deep river (in 
this case, the lower Mississippi River). With respect to the 
US D-96-type sampler, the two possible explanations for 
this difference in sampling behavior are (1) a key difference 
between the physical environment in the Colorado River 
and in the laboratory and field tests conducted by Davis 
(2001), or (2) a difference in the design of the prototype 
US D-96 sampler tested by Davis (2001) and the design of 
the US D-96-type samplers purchased by the USGS-GCMRC 
from FISP beginning in 2002.

The only major differences between the Colorado River 
study sites in this paper and the Mississippi River study site 
in Davis (2001) are the shallower water depths and higher 
velocity gradients that are present in the Colorado River. Even 

though the range in sampled ambient stream velocity in the 
Colorado and Mississippi Rivers is virtually identical and 
the locations of verticals sampled in both rivers are typically 
sand bedded with dunes (and, as a result, have similar bed 
roughness), the water depths are very different in these two 
rivers. The depths of the sampled verticals in the Colorado 
River range from ~5 to ~30 feet, whereas the depths of Davis’ 
(2001) sampled verticals in the Mississippi River range from 
~30 to ~70 feet. Therefore, because only the depths differ 
between the two rivers (that is, ambient stream velocities 
and bed roughness are similar), the gradient in the velocity 
profiles in the Colorado River is likely much greater than the 
gradient in the velocity profiles in the Mississippi River. As a 
result of this steeper velocity gradient, the Colorado River in 
Grand Canyon is subject to much greater shear and turbulence. 
Thus, it is fair to conclude that the Mississippi River is much 
more similar to a flume or towing tank than the Colorado 
River, which can also have a very irregular shoreline. This 
greater gradient in velocity will, by Bournoulli-principle-
based shear-lift effects (for example, Rouse, 1946; Wiberg and 
Smith, 1985; Auton and others, 1988; Schmeeckle and others, 
2007), result in a greater differential in the dynamic pressures 
between the bottom and top vent holes of the US D-96-type 
sampler in the Colorado River than in the Mississippi River. 
Although this effect is predicted to be small, it could possibly 
make it relatively more difficult for water to exit a flooded 
sampler cavity through the lower vent holes in shallower 
rivers than in deeper rivers with comparable ambient stream 
velocities. Because the above effect is predicted to be small, 
however, the more likely explanation, discussed in subsequent 
sections, seems to be that the longer sampler trays in the 
US D-96-type samplers used in this study made it more 
difficult for water to exit the sampler cavity through the 
bottom rear vent hole than did the likely shorter tray in the 
prototype US D-96 sampler used by Davis (2001). In theory, 
shortening the sampler tray in a US D-96-type sampler could 
better allow water to exit the flooded sampler cavity through 
the bottom rear vent hole and therefore result in higher 
intake efficiencies at longer sampling durations. Additionally, 
increasing the number and area of the sampler-cavity vent 
holes could make it less difficult for the water in the cavity, 
trapped between the sampler cavity walls and the actively 
filling collapsible-bag container, to exit the sampler cavity at 
the rate required for isokinetic sampling.

15All flows in rivers and flumes are turbulent “shear flows,” whereas some 
of the “flows” in which depth-integrating samplers have been tested have 
zero shear and no turbulence, specifically the tests in which depth-integrating 
samplers are towed behind boats in lakes (Davis, 2001, 2005a; McGregor, 
2006). In shear flows, that is, any boundary-layer flow with a nonzero gradient 
in the velocity parallel to the boundary, the dynamic pressure will be different 
between the bottom and top of a depth-integrating sampler because the 
velocity at the top of the sampler body is slightly higher than the velocity at 
the bottom of the sampler body.
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Therefore, (1) until the large time-dependent decrease 
in intake efficiency in the US D-96-type samplers is reduced 
(as informed by future research, perhaps by shortening the 
sampler tray or increasing the number of vent holes) and 
(2) because both the US D-96-type and the phased-out 
US D-77 bag-type samplers show evidence of similar and 
substantial time-dependent decreases in intake efficiencies 
when deployed for sampling durations of more than 
~30 seconds under actual-river conditions, users should be 
aware of equipment limitations. We recommend that sampling 
durations be kept as short as possible and isokinetic sampling 
be confirmed by independent velocity measurements when any 
collapsible-bag sampler is used in a river (as recommended 
previously by Pickering, 1983; Webb and Radtke, 1998; Yorke 
and Ward, 1998; Sorenson, 2002), especially when velocity 
gradients are relatively large and when the accuracy of 
suspended-sand data is important. In addition, if the situation 
permits, we recommend that rigid-container depth-integrating 
samplers be used instead of collapsible-bag depth-integrating 
samplers because rigid-container samplers do not have 
time-dependent intake efficiencies when these samplers are 
used within their operational limits. When the purpose of a 
data-collection program is to measure either suspended-silt-
and-clay concentrations or dissolved constituents that are 
less affected by non-isokinetic sampling, it may not matter as 
much if the intake efficiency decreases rapidly over time, and 
therefore this independent check may not be needed.

Likely Biases in Suspended-Sediment 
Concentration in EDI and EWI Measurements 
Arising from Observed Field Intake Efficiencies

The above-evaluated field intake efficiencies at the six 
cross-sections can be combined with the results from FISP 
laboratory experiments (fig. 4; FISP, 1941a) to estimate 
the likely biases in velocity-weighted suspended-sediment 
concentrations, in three size classes, when full EDI or EWI 
measurements are made using either the US D-77 bag-type or 
US D-96-type sampler. These bias estimations were made on 
the basis of a two-step process. First, composite field intake 
efficiency was computed for each EDI or EWI measurement 
by weighting the field intake efficiency at each vertical (fig. 8) 
by the proportion of the total volume of sample in the EDI 
or EWI measurement collected at that vertical. Second, these 
composite field intake efficiencies were combined with the 
FISP experimental results in figure 4 to estimate how these 
intake efficiencies correspond to biases in the measured 
velocity-weighted concentration of suspended sediment in 
a cross-section, in three size classes (table 2). As shown in 
table 2, because of the US D-77 bag-type sampler’s inferior 
isokinetic behavior (IE<<1), the predicted likely biases in 
0.15‑mm suspended-sand concentration associated with the 
US D-77 bag-type sampler are on average much larger and 
cover a much broader range than those associated with the 
US D-96-type sampler. 

Table 2.  Composite field intake efficiencies and associated predicted likely biases in suspended-sediment concentration in three 
size classes. 

[Study site and cross-section: RM30A, tagline cross-section A at the 30-mile study site; RM30B, tagline cross-section B at the 30-mile study site; RM61A, 
tagline cross-section A at the 61-mile study site; RM61B, tagline cross-section B at the 61-mile study site; RM61C, tagline cross-section C at the 61-mile 
study site; RM87, cableway cross-section at the 87-mile study site; μ, mean; σ, 1 standard deviation; n, number of EWI or EDI measurements. Sampler type: 
“D-77 bag” indicates US D-77 bag-type sampler; “D-96-A1” indicates US D-96-A1 sampler; “D-96-type” indicates both US D-96 and US D-96-A1 samplers 
used. The EWI method was used for all measurements at the 30-mile and 61-mile study sites and the EDI method was used for all measurements at the 
87-mile study site. Abbreviations: EDI, equal-discharge instrument; EWI, equal-width instrument; IE, intake efficiency; mm, millimeter]

Study 
site 

and cross-
section

Sampler 
type

Composite field intake 
efficiency (IE)

Percent error in 0.06-mm-
sediment concentration 

corresponding to 

Percent error in 0.15-mm-
sediment concentration 

corresponding to 

Percent error in 0.45-mm-
sediment concentration 

corresponding to

Mean
(μ)

σ n
μ 
IE

μ-1 σ 
IE

μ +1 σ 
IE

μ 
IE

μ -1 σ 
IE

μ +1 σ 
IE

μ 
IE

μ -1 σ 
IE

μ +1 σ 
IE

RM30A D-77 bag 0.56 0.08 19 +3 +4 +2 +16 +22 +12 +23 +31 +16
RM30A D-96-A1 0.80 0.11 20 +1 +2 0 +5 +9 +2 +7 +13 +2

RM30B D-77 bag 0.50 0.09 193 +4 +5 +3 +21 +29 +15 +29 +43 +20
RM30B D-96-A1 0.74 0.10 56 +2 +2 +1 +7 +12 +4 +10 +16 +5

RM61A D-77 bag 0.55 0.12 110 +3 +4 +2 +17 +27 +10 +23 +39 +14
RM61A D-96-A1 0.85 0.11 16 0 +2 0 +4 +7 +1 +5 +10 0

RM61B D-77 bag 0.60 0.09 18 +3 +4 +2 +14 +20 +9 +19 +28 +13
RM61B D-96-A1 0.89 0.13 17 0 +2 0 +3 +7 -2 +3 +9 -2

RM61C D-77 bag 0.44 0.12 278 +4 +6 +3 +26 +42 +16 +38 +68 +23
RM61C D-96-A1 0.82 0.10 57 +1 +2 0 +4 +8 +2 +6 +12 +2

RM87 D-77 bag 0.64 0.16 1,027 +2 +4 +1 +12 +23 +5 +16 +33 +7
RM87 D-96 type 0.75 0.11 247 +2 +3 0 +7 +13 +3 +9 +18 +4
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The intake efficiencies of each sampler 
model vary among different cross‑sections 
(table 2), as a function of the different 
deployment depths, velocities, and the 
possibly different levels of turbulence 
encountered. These differences in intake 
efficiencies between different sampler 
models at different cross‑sections may 
result in substantial relative biases in 
measured suspended‑sand concentrations 
when different sampler models are used to 
sample the same cross-section or possibly 
even when the same sampler model is 
used to sample different cross‑sections. 
Therefore, to avoid introduction of biases 
when (1) changing between different 
models of suspended-sediment samplers at 
the same cross-section or (2) changing the 
cross‑section at which data are collected 
with the same model of suspended‑sediment 
sampler, intake efficiencies should be 
evaluated at each river cross-section where 
collapsible-bag-type suspended-sediment 
samplers are used.

Intake efficiencies in both the US D-96-type 
and the US D-77 bag type sampler models were 
typically < 1 in our field tests. However, because 
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Figure 24.  Plot of relative intake efficiencies between US D-77 bag-type and 
US D-96-type depth-integrating suspended-sediment samplers deployed at all 
cross-sections at all study sites.

intake efficiencies were much closer to isokinetic 
in the US D-96-type sampler, there should be 
a measurable bias in the suspended-sand data 
collected using the US D-77 bag‑type sampler 
relative to that collected using the US D-96‑type 
sampler. To investigate this likely bias, we 
collected a total of 160-paired US D-96-A1 and 
US D-77 bag-type suspended‑sediment samples, 
from all six cross-sections under a wide range 
of flow and sediment conditions. These paired 
samples allowed us to evaluate the size-class 
by size-class biases in suspended-sediment 
concentrations measured using the US D-77 bag-
type samplers relative to those measured using 
the US D-96-type samplers. Each paired sample 
consists of either sequential EWI cross-section 
data from the 30-mile and 61-mile study sites 
or sequential EDI cross-section data from the 
Grand Canyon gaging station. At each study site, 
data collected using both the 1/4-inch and 5/16-
inch nozzles were combined to construct cross-
section specific curves of the relative intake 

Relative Biases in 
Suspended‑Sediment Concentration 
Arising from Use of the US D-77 
Bag‑Type Sampler

efficiency between these two sampler models. Relative intake efficiencies 
were calculated by dividing the field intake efficiencies of the US D-77 bag-
type sampler by those of the US D-96-type sampler over the full range of 
flow conditions in which the paired samples were collected (fig. 24).

The relative intake efficiencies plotted in figure 24 allow the results 
from laboratory experiments in FISP (1941a) to be used to estimate the 
likely bias in the suspended-sediment concentration measured using the US 
D-77 bag-type sampler relative to the suspended-sediment concentration 
measured using the US D-96-type sampler, for the three size classes of 
sediment in table 2 (0.06, 0.15, and 0.45 mm). Among all paired suspended-
sediment samples, with the exception of some low velocity data at the 
87-mile cableway, observed intake efficiencies for the US D-77 bag-type 
sampler are much lower than those for the US D-96-type sampler (fig. 24). 
As expected, this lower relative intake efficiency leads to large biases in 
suspended-sand concentration, which are positively correlated with grain 
size. With the exception of cross-section B at the 61-mile study site, both 
laboratory data and field-based intake-efficiency estimates of error in 
concentration (fig. 25) show the same positive correlation between grain 
size and sediment-concentration bias, with the field-measured biases in 
suspended-sediment concentration generally exceeding the laboratory-
measured biases in suspended‑sediment concentration, especially for the 
sand size classes.
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Figure 25.  Graphs showing US D-77 bag-type to US D-96-type sampler relative bias in measured suspended-sediment concentration 
at (A) 30-mile tagline A, (B  ) 30-mile tagline B, (C  ) 61-mile tagline A, (D ) 61-mile tagline B, (E  ) 61-mile tagline C, and (F ) the 87-mile 
cableway; error bars are one standard error. All silt-and-clay-sized sediment are treated as though they are one 0.03-millimeter (mm) 
size class; sand-size sediment is segregated into 1/4-f increments. Green boxes display the predicted range in the bias in sediment 
concentration at this site—for 0.06-mm, 0.15-mm, and 0.45‑mm sediment—based on the results from laboratory experiments in FISP 
(1941a). With the exception of (D ) 61-mile tagline B, the paired sampler comparisons at these locations indicate greater bias in the 
concentration of each size class of sediment than that expected on the basis of the laboratory experiments conducted under more-
controlled and more-uniform flow conditions in flumes. %, percent.



58    Evaluation of US D-77 Bag-Type and US D-96-Type Depth-Integrating Suspended-Sediment Samplers

Biases in Suspended-Sediment Concentration 
Arising from Use of the US D-96-Type Sampler

As previously discussed, super- and sub-isokinetic 
sampling typically leads to biases in suspended-sediment 
concentration that can be estimated on the basis of laboratory 
experiments in FISP Report 5 (fig. 4; FISP, 1941a). On the 
basis of the published effects of non-isokinetic sampling on 
errors in suspended-sediment concentration (figs. 3, 4), and 
the field intake efficiency data collected in this study (fig. 8), 
it is predicted that the US D-77 bag-type sampler oversamples 
sand (by about +18 percent) and that the US D-96-type 
sampler slightly oversamples sand (by about +5 percent) 
at the six cross-secitons at the study sites on the Colorado 
River (table 2). In addition, back-to-back comparisons of 
suspended-sand data collected with the US D-77 bag-type and 
US D-96-type samplers indicate that the US D-77 bag-type 
sampler oversamples sand by about 20 percent relative to the 
US D-96-type sampler, on average, at the six cross-sections at 
the study sites on the Colorado River (fig. 25). This 20 percent 
oversampling of sand relative to the US D-96-type sampler 
suggests that the true oversampling of sand by the US D-77 
bag-type sampler might be closer to about +26 percent16, not 
the +18 percent suggested by the results from the laboratory 
experiments in figures 3 and 4. Thus, it seems possible that 
the results from the 1940s FISP laboratory experiments might 
underpredict the amount of oversampling of sand produced by 
sub-isokinetic sampling in actual rivers. Therefore, to evaluate 
whether the predicted errors in suspended-sand concentrations 
measured with the US D-96-type sampler are consistent with 
those expected on the basis of the 1940s FISP laboratory 
experiments, a series of single-vertical sampling tests were 
conducted at the 61-mile and 87-mile study sites with the 
US D-96-A1 sampler and the known isokinetic rigid-container 
US D-74 and US D-77 (bottle not bag) samplers. In these tests, 
intake efficiencies were measured and suspended-sediment 
data were analyzed to determine the relative concentration 
biases in different size classes of sediment between the 
different sampler models. In addition, samples were collected 
with the US D-96-A1 sampler over different sampling 
durations with two different tray-length configurations to 
evaluate whether increasing the cavity venting through the 
rear vent hole improved the intake efficiency of this sampler, 
and whether any improvement in intake efficiency resulted in 
a reduction in any biases in the suspended-sand concentrations 
measured with the US D-96-A1 sampler. The two different 
trays used in these tests were the standard US D-96-type tray 
sold with this sampler since 2002 (this tray extends to the back 
of the sampler cavity and partially blocks the rear vent hole) 
and a tray ~4 cm shorter than the standard tray. The shorter 
length of this second tray may correspond to the length of the 

tray used in Davis’ (2001) tests of the US D-96 sampler and 
was based on analyses of photographs in figures 12, 14, and 15 
in FISP ([n.d.]c). In this study, these two trays are referred to 
as the “standard tray” and the “short tray.” 

The single-vertical sampling tests at the 61-mile and 
87-mile study sites were conducted by collecting a sequential 
series of depth-integrated suspended-sediment samples with 
the three sampler models, rotating through each sampler 
model, under constant flow and suspended‑sediment 
conditions. Depth-averaged velocity was measured 
concurrently with sample collection using a boat-mounted 
ADCP (fig. 6), to allow accurate calculations of the field intake 
efficiency associated with each sample. For the US D-74 and 
US D-77 rigid-container samplers, sampling duration was held 
approximately constant at each study site; for the US D-96-A1 
sampler, sequential back-to-back samples were collected 
with each tray length (standard and short) with progressively 
longer sampling durations until overfill of the bag occurred. 
At the 61-mile study site, samples were collected while ADCP 
velocity measurements were made from the boat (depicted in 
fig. 6) at cross-section C tagline station 318 ft; at the 87-mile 
study site, samples were collected from the cableway at station 
158 ft while ADCP velocity measurements were made from 
the boat deployed under the cableway at this station. At each 
study site, samples were collected such that groups of samples 
collected with the US D-74 and US D-77 rigid‑container 
samplers bracketed those collected with the US D-96-A1 
collapsible bag sampler. The sequence of samples collected 
at the 61-mile study site was as follows: (1) five US D-74 
samples, (2) five US D-77 rigid-container samples, (3) seven 
US D-96-A1 “short tray” samples with progressively longer 
sampling durations (increasing from 21 to 85 seconds), 
(4) five US D-77 rigid-container samples, (5) five US D-74 
samples, (6) seven US D-96-A1 “standard tray” samples with 
progressively longer sampling durations (increasing from 
21 to 80 seconds), (7) five US D-74 samples, and (8) five 
US D-77 rigid-container samples. The sequence of samples 
collected at the 87-mile study site was as follows: (1) three 
US D-74 samples, (2) three US D-77 rigid-container samples, 
(3) six US D-96-A1 “short tray” samples with progressively 
longer sampling durations (increasing from 20 to 70 seconds), 
(4) eight US D-96-A1 “standard tray” samples with 
progressively longer sampling durations (increasing from 20 
to 84 seconds), (5) three US D-77 rigid-container samples, and 
(6) three US D-74 samples. At the 87-mile study site, overfill 
of the bag in the US D-96-A1 “short tray” sampler occurred 
at a much shorter sampling duration than in the US D-96-A1 
“standard tray” sampler. 

For these single-vertical sampling tests, all samples 
were collected within the operational limits of each model 
depth-integrating sampler (FISP, 1979, [n.d.]c, d) except for 
the US D-77 rigid-container sampler at the 61-mile study site 
and the US D-74 sampler at the 87-mile study site, where 
the the maximum allowable transits rates were exceeded. 

16This +26 percent value was estimated by multiplying the observed 
+20 percent average oversampling of sand for the US D-77 bag-type sampler 
by the predicted +5 percent average oversampling of 0.15-mm sand for the 
US D-96-type sampler presented in table 2.
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Because flow depth at each sampling vertical was slightly 
deeper than the 15-ft maximum depth of the US D-74 sampler, 
each sample was integrated to depths of only 15 ft so that all 
samples would be collected over the same part of the water 
column (to allow direct comparison of the data collected with 
each sampler) and at depths within the operational limits of 
all three depth-integrated suspended-sediment samplers (FISP, 
1979, [n.d.]c, d). Nozzles were selected for the rigid‑container 
samplers to prevent overfill and to minimize the possibility 
of pressure-driven inrush during the descending transits. 
Because depth-averaged velocity was 25 percent larger at the 
sampling vertical at the 61-mile study site than at the 87-mile 
study site, 1/4-inch nozzles were used on both the US D-77 
rigid-container sampler and the US D-96-A1 sampler at the 
61-mile study site and 5/16-inch nozzles were used on both 
these samplers at the 87-mile study site. The 3/16-inch nozzle 
was used on the US D-74 rigid-container sampler at both 
study sites. Transit rates for each sampler were much less than 
0.4V , and attempts were made to keep transit rates within 
the operational limits of each sampler (FISP, 1979, [n.d.]
c, d) such that the rigid-container samplers did not overfill. 
This proved difficult, however, and although transit rates 
at the 61-mile study site were approximately equal to the 
maximum allowable transit rate17 for the 3/16-inch nozzle on 
the US D-74 sampler, the transits rates at the 87-mile study 
site slightly exceeded the maximum allowable transit rate 
for the 3/16-inch nozzle on this sampler. Thus, it is likely 
that some small amount of pressure-driven inrush occurred 
during the descending transit for the samples collected with 
the US D-74 rigid-container sampler at the 87-mile study 
site. Likewise, although transit rates at the 87-mile study site 
were less than the maximum allowable transit rate for the 
5/16-inch nozzle on the US D-77 rigid-container sampler, the 
transits rates at the 61-mile study site exceeded the maximum 
allowable transit rate for the 1/4-inch nozzle on this sampler. 
Thus, it is likely that pressure-driven inrush occurred during 
the descending transit for the samples collected with the 
US D-77 rigid‑container sampler at the 61-mile study site. 
Given the relative transit rates, the amount of pressure-driven 
inrush experienced by the US D-77 rigid-container sampler 
at the 61-mile study site likely exceeded the amount of 
pressure‑driven inrush experienced by the US D-74 sampler at 
the 87-mile study site. 

Shortening the tray in the US D-96-A1 sampler, and 
thereby increasing the effective area of the rear sampler-cavity 
vent hole, appears to improve the intake efficiency of this 
sampler at both study sites, with perhaps greater improvement 
in IEfield at shorter sampling durations (fig. 26). At the 61-mile 
study site, IEfield = 0.85±0.06 (μ± 1s) among the 7 samples 
collected with the US D-96-A1 “standard tray” sampler and 
IEfield = 0.89 ± 0.05 among the 7 samples collected with the 
US D-96-A1 “short tray” sampler. At sampling durations less 
than 45 seconds, this improvement in intake efficiency is more 
pronounced, with IEfield increasing from 0.84 ± 0.03 (n = 3) 
for the US D-96-A1 “standard tray” sampler to 0.94 ± 0.03 
(n = 3) for the US D-96-A1 “short tray” sampler at the 61-mile 
study site. At the 87-mile study site, IEfield = 0.65 ± 0.07 among 
the 8 samples collected with the US D-96-A1 “standard 
tray” sampler and IEfield = 0.74 ± 0.08 among the 6 samples 
collected with the US D-96-A1 “short tray” sampler. Unlike 
at the 61-mile study site, the improvement in IEfield obtained 
by shortening the tray was not restricted to shorter sampling 
durations at the 87-mile study site. In general, however, 
shortening the tray did result in a 12 to 14 percent increase in 
the intake efficiency of the US D-96-A1 sampler. As expected 
on the basis of the discussion in the previous paragraph, 
the US D-74 rigid-container was isokinetic at the 61-mile 
study site, with IEfield = 1.05 ± 0.04 among the 15 samples 
collected with this sampler, whereas the US D-77 rigid-
container was super-isokinetic at the 61-mile study site, with 
IEfield = 1.27 ± 0.07 among the 15 samples collected with this 
sampler (fig. 26). Likewise, the US D-77 rigid‑container was 
isokinetic at the 87-mile study site, with IEfield = 0.98 ± 0.04 
among the 6 samples collected with this sampler, whereas 
the US D-74 rigid-container was slightly super-isokinetic at 
the 61-mile study site, with IEfield = 1.13 ± 0.03 among the 
6 samples collected with this sampler (fig. 26).

Results from the single-vertical tests indicate that, 
although the intake efficiency of the US D-96-type sampler 
generally decreases as sampling duration increases (fig. 22), 
the intake effciency of the US D-96-type sampler may 
not always decrease as sampling duration increases at any 
individual sampling vertical (fig. 26). Among the four tests 
of this sampler with progressively increasing sampling 
duration (standard and short tray tests at the two study sites), 
intake efficiency significantly decreased as sampling duration 
increased in only one, the US D-96-A1 “short tray” test at the 
61-mile study site (F 1,5 = 12.1, p = 0.018). In the other three 
tests, no significant relation between intake efficiency and 
sampling duration was detected at the 0.05 critical level18. 

17In this study, the maximum allowable transit rates were calculated using 
a logarithmic velocity profile, not using the depth-averaged constant velocity 
approach of FISP (1979, [n.d.]c, d). Because velocity profiles in rivers are 
approximately logarithmic and are not constant, our approach provides a more 
accurate estimate of the maximum transit rate that avoids pressure‑driven 
inrush during the descending transit. The maximum allowable transit rate 
calculated using a logarithmic velocity profile is slightly greater than that 
using a constant depth-averaged velocity because, under a logarithmic velocity 
profile, more water enters the sampler nozzle isokinetically in the upper 
part of the water column than is predicted under a constant depth‑averaged 
velocity.

18Although intake efficiency decreases with increasing sampling duration in 
the US D-96-A1 "standard tray" test at the 87-mile study site, this decrease is 
only significant at the 0.074 level.
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Regardless of whether significant relations exist between 
sampling duration and intake efficiency in these four tests, 
however, it is important to note that values of IEfield measured 
in these tests fall within the variability of the “clouds” of IEfield 
in figure 22, and that even with this large variability in IEfield, 
the relations between sampling duration and intake effficiency 
in figure 22 are significant. This result suggests that, even 
though there is a general statistically significant tendency for 
the intake efficency of the US D-96-type sampler to decrease 
with increasing sampling duration, the likely variability 
in how the bag actually fills and displaces the water in the 
sampler cavity (and perhaps even blocks vent holes) plays a 
major role in regulating the intake efficiency of this sampler 
during the collection of any individual sample. 

Comparison of suspended-sand data collected with the 
US D-96-A1 sampler with suspended-sand data collected 
with the isokinetic rigid-container samplers indicates that 
the US D-96-A1 sampler oversamples sand as a function of 
intake efficiency in exactly the manner expected on the basis 

of the laboratory experiments in FISP (1941a). Biases in the 
US D-96-A1-measured concentration of suspended‑sand 
in each size class (fig. 27) were calculated on the basis that 
rigid-container depth-integrating samplers shown to be 
isokinetic collect unbiased suspended-sediment data. Thus, 
because the US D-74 sampler was shown to be isokinetic 
at the 61-mile site and the US D-77 rigid-container sampler 
was shown to be isokinetic at the 87-mile study site, biases 
in the US D-96-A1-measured concentrations of suspended 
sediment in each size class were calculated relative to the 
US D-74-measured concentrations at the 61-mile study 
site and relative to the US D-77-rigid-container-measured 
concentrations at the 87-mile study site (fig. 27). The median, 
mean, and standard error of these biases in figure 27 were 
calculated on the basis of comparing the concentration of 
each size class of suspended sediment measured among the 
given set of US D-96-A1 samples to the mean concentrations 
of each size class of suspended sediment measured by the 
rigid-container sampler shown to be isokinetic in figure 26. 

Figure 26.  Plots showing relations between sampling duration and intake efficiency for paired comparisons among the 
US D-96-A1 collapsible-bag sampler, the US D-74 rigid-container sampler, and the US D-77 rigid-container (bottle) sampler along 
61-mile cross-section C at tagline station 318 feet (A  ) and along the 87-mile cross-section at cableway station 158 feet (B ). Error 
bars for the US D-74 and US D-77 intake efficiencies indicate one standard deviation (computed among all the samples collected 
with each of the samplers at each study site). Gray box indicates FISP-accepted 1.0 ± 0.1 range in intake efficiency deemed to 
be isokinetic. The US D-96-A1 sampler was deployed using sampler trays with two different lengths. Sampling duration for the 
US D-74 and US D-77 rigid-container samplers was held constant. Sampling duration for the US D-96-A1 sampler was increased 
until an overfill of the sampling container (bag) was achieved. V , ambient stream velocity.

men13-3089_fig26

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100

Sampling duration, in seconds

In
ta

ke
 e

ffi
ci

en
cy

A B

US D-74
US D-77 (bottle)
US D-96-A1 "standard tray"
US D-96-A1 "short tray"

EXPLANATION

V– = 4.72 feet per second V– = 3.78 feet per second



Analyses    61

men13-3089_fig27

BA

DC

-50

0

50

100

150

200

0.01 0.1 1
-50

0

50

100

150

200

0.01 0.1 1

Bi
as

 in
 m

ea
su

re
d 

co
nc

en
tra

tio
n,

 in
 p

er
ce

nt

Grain size, in millimeter

Standard tray Short tray

si
lt

sa
nd

si
lt

sa
nd

si
lt

sa
nd

si
lt

sa
nd

Median bias
Mean bias
Laboratory-predicted 

range in error
Sand D50 = 0.13 mm 
Sand D84 = 0.21 mm

EXPLANATION

Mean bias in D 96-measured total
sand concentration is +6.22%
among all paired samples (n=7)

Mean bias in D 96-measured total
sand concentration is +5.34%
among all paired samples (n=8)

Mean bias in D 96-measured total
sand concentration is +2.67%
among all paired samples (n=7)

Mean bias in D 96-measured total
sand concentration is +3.66%
among all paired samples (n=6)

Figure 27.  Graphs showing biases in the concentration of each size class of suspended sediment measured with the US D-96-A1 
collapsible-bag sampler; measured biases are compared with those predicted on the basis of the 1940s Federal Interagency 
Sedimentation Project (FISP) laboratory experiments. Biases at the 61-mile study site (A, B ) are calculated relative to the assumed 
unbiased data collected with the isokinetic US D-74 rigid-container sampler. Biases at the 87-mile study site (C, D ) are calculated 
relative to the assumed unbiased data collected with the isokinetic US D-77 rigid-container sampler. Results from the “standard” tray 
tests are shown on the left half of this figure (A–C ) and results from the “short” tray tests are shown on the right half of this figure 
(B–D  ). All silt-and-clay-sized sediments are treated as though they are one 0.03-mm size class; sand-sized sediment is segregated into 
1/4-f increments. Error bars are one standard error. Green boxes display the laboratory-predicted range in concentration bias—for 
0.06-millimeter (mm), 0.15-mm, and 0.45-mm sediment—on the basis of FISP (1941a).
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These biases were calculated separately for the “standard” 
and “short” tray tests of the US D-96-A1 sampler at each 
study site. Predicted ranges in the biases in the concentration 
of suspended sediment in the 0.06, 0.15, and 0.45-mm size 
classes were calculated on the basis of the data in figure 4 
from FISP (1941a) in combination with the mean plus and 
minus one standard error IEfield measured among each of 
the four US D-96-A1 sampler tests with different sampling 
durations. As shown in figure 27, the laboratory-predicted 
biases in suspended-sediment concentration are in good to 
excellent agreement with the biases in suspended-sediment 
concentration measured with the US D-96-A1 sampler 
at both the 61-mile and 87-mile study sites for both the 
“standard” and “short” tray sets of samples. Because these 
biases arise as a result of sub-isokinetic sampling, and as 
in the case of the relative biases in the suspended-sediment 
concentration measured by the US D-77 bag-type sampler, 
the biases in the suspended-sediment concentration measured 
by the US D-96-A1 sampler are also positively correlated 
with grain size. For the grain-size distributions of sand in 
suspension during the tests at the sampling verticals, the US 
D-96-A1 sampler with the standard tray oversampled sand by 
+6.2 percent at the 61-mile study site and by +5.3 percent at 
the 87-mile study site, and the US D-96-A1 sampler with the 
short tray oversampled sand by +2.7 percent at the 61-mile 
study site and by +3.7 percent at the 87-mile study site. 
Therefore, the 12–14 percent improvement in IEfield resulting 
from shortening the tray corresponds to a ~50 percent decrease 
in the bias (from about +6 to +3 percent) in suspended-sand 
concentration measured with the US D-96-A1 sampler. These 
results indicate that improving the venting of the sampler 
cavity could markedly improve the intake efficiency of the 
US D-96-type sampler and greatly reduce the tendency for 
the US D-96-type sampler to oversample suspended sand. In 
addition, these results, in combination with the previously 
discussed water-temperature results, suggest that improving 
the venting of the sampler cavity and increasing the nozzle 
taper depth could result in the US D-96-type sampler being 
isokinetic, and therefore could result in the US D-96-type 
sampler collecting unbiased suspended-sand data in cold water 
rivers like the Colorado River downstream from Glen Canyon 
Dam in Grand Canyon National Park. 

Conclusions
Any time new suspended-sediment samplers are designed 

that function in a physically different manner from previous 
model samplers, it is prudent to conduct extensive testing both 
in the laboratory and at various sites in different rivers. In 

addition, it is beneficial if these tests include not only analyses 
of intake efficiency, but also analyses of suspended‑sediment 
data collected using intercomparisons with previous model 
isokinetic suspended-sediment samplers that are known 
to collect accurate suspended-sediment data. This was the 
approach used by the FISP when it developed and tested the 
fundamentally new (at that time) isokinetic rigid-container 
depth- and point-integrating suspended-sediment samplers 
in the 1940s and 1950s (Benedict, 1944; FISP, 1944, 1951, 
1952, 1957). Because of the quality and importance of the 
measurement cross-section, some of these FISP river tests 
were conducted at one of the same cross-sections used in this 
study, the 87-mile cableway cross-section at the Colorado 
River near Grand Canyon, Arizona, gaging station. 

Since the development of the US D-43 rigid-container 
depth-integrating sampler in the early 1940s, the first 
fundamental change in the physics underlying the operation 
of depth-integrating samplers came with the development 
of the US D-77 bag-type sampler (Szalona, 1982) and the 
subsequent development of the US D-96, US D-99, and US 
DH-2 collapsible-bag depth-integrating samplers (Davis, 
2001, 2005a; McGregor, 2006). These samplers are much 
more physically complex than the older rigid-container 
samplers. In addition to the physics governing the isokinetic 
operation of rigid-container samplers, isokinetic operation 
of collapsible‑bag samplers also requires that a filling bag 
be able to displace water from a sampler cavity through vent 
holes at exactly the rate at which the water enters the nozzle 
isokinetically. This is a much more difficult physics problem 
and, even with proper vent-hole design, it is likely not possible 
to design a collapsible-bag sampler that has intake efficiencies 
that do not decrease over time as sampling duration increases.

Because the development of the collapsible-bag samplers 
represented the largest increase in the physical complexity 
of depth-integrating samplers since the early 1940s, it would 
have been prudent if extensive river tests with the collection 
of suspended-sediment data were conducted to confirm 
that these samplers (with radically new designs) sampled 
isokinetically under a reasonable range of actual-river 
conditions. Unfortunately, these tests were never conducted; 
thus, the study described in this report was undertaken 
beginning in 2002–03. As indicated in Topping and others 
(2011), the sampling conditions at these study sites on the 
Colorado River are typical of those found at many USGS 
gaging stations where suspended-sediment data are collected, 
and perhaps more so than the sampling conditions found 
at Davis’ (2001) site on the deep lower Mississippi River. 
Therefore, the conclusions reached in this study should be 
generally applicable to the use of collapsible-bag samplers on 
other rivers. 
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The major conclusions from this study are as follows: 
•	 Although both the US D-77 bag-type and US 

D-96-type samplers have been shown to sample 
isokinetically in flumes, typically neither of these 
samplers sampled isokinetically in field tests on the 
Colorado River. The sub-isokinetic sampling behavior 
of both sampler designs is similar regardless of 
whether the samplers were deployed from cableways 
or boats.

•	 Even though both samplers typically sampled with 
intake efficiencies < 1 in the Colorado River tests, 
the intake efficiencies of the US D-96-type sampler 
were generally closer to unity at all ambient stream 
velocities than were the intake efficiencies of the 
US D-77 bag-type sampler.

•	 Transit rate does not greatly affect the intake efficiency 
of the US D-96-type sampler over the relative transit 
rate range of 0.1 to 0.7 V investigated in this study.

•	 Despite the fact that the nozzles for the US D-96-type 
sampler were calibrated by the FISP to be isokinetic 
at water temperatures much warmer than those in the 
Colorado River in this study, and this warm-water 
nozzle calibration contributed to the intake efficiencies 
of the US D-96-type sampler being generally < 1 in 
the Colorado River, water temperature was not the 
dominant physical factor in causing the sub-isokinetic 
sampling of the US D-96-type sampler in the Colorado 
River tests. 

•	 Although water temperature was not the dominant 
physical factor causing the sub-isokinetic sampling 
of the US D-96-type sampler in the Colorado River 
tests, model results indicate that the calibration of 
nozzles with greater taper depths for colder water 
would measurably improve the intake efficiencies of 
the US D-96-type sampler at lower ambient stream 
velocities, regardless of water temperature. Use 
of a nozzle calibrated with a cold-water isokinetic 
taper depth is predicted to result in more accurate 
suspended-sand data at ambient stream velocities 
below ~4 ft/s over the entire likely range in river 
water temperature of 0 to 30°C. Conversely, at 
ambient stream velocities much greater than 4 ft/s, 
suspended-sand data are likely to be slightly more 
accurate at all water temperatures when using the 
FISP warm-water isokinetic taper depth standard for 
US D-96-type nozzles, especially when using smaller 
diameter nozzles.

•	 Intake efficiencies of all bag-type samplers in this study 
are time dependent and decrease over time as sampling 
duration increases. Conversely, intake efficiencies in 
all rigid-container samplers are constant so long as 
some air remains in the sampling container and no 
pressure-driven inrush occurs during the descending 
transit. This difference in the behavior of intake 
efficiency arises because collapsible-bag samplers are 
much more physically complex than rigid-container 
samplers. Isokinetic sampling in a bag sampler requires 
that, as the bag fills with water through the nozzle, the 
expanding bag must displace the water in the flooded 
sampler cavity and purge this displaced water through 
the vent holes at exactly the rate required for isokinetic 
sampling through the nozzle. This is an extremely 
difficult physics problem that requires the proper 
design of vent holes for the sampler cavity. In reality 
(as shown by the flume data of previous investigations 
and by our data), regardless of vent-hole design, as the 
filling bag progressively occupies more of the volume 
of the sampler cavity, it becomes increasingly more 
difficult for the expanding bag to purge the displaced 
water through the vent holes. Proper design of the 
vent holes and ensuring that the vent holes remain 
unobstructed may reduce the time-dependent decrease 
in intake efficiency, as observed by Davis (2001, 
2005a), but it will not likely remove this effect.

•	 The most likely physical mechanism responsible for 
the large time-dependent decreases in intake efficiency 
observed in the Colorado River tests of both the 
US D-77 bag-type and US D-96-type samplers is the 
improper venting of the rear of the sampler cavity. 
During the initial stages of bag filling, the expanding 
bag can easily displace the water in the sampler cavity 
and purge this water from the cavity through any of the 
vent holes, thus resulting in near isokinetic sampling. 
However, because bags generally fill from front to 
back within a sampler cavity, as the volume of the 
bag occupies progressively more of the volume of 
the sampler cavity, the ability of the expanding bag to 
purge the remaining water in the sampler cavity out 
through the rear vent hole(s) becomes more important 
as the influence of wall friction on the flow of water 
outside the bag in the sampler cavity grows. In both 
the US D-77 bag-type and the US D-96-type samplers, 
as sampling duration exceeds ~20 to 30 seconds 
and sample volume exceeds ~0.5 to 1 liter, intake 
efficiencies decrease rapidly to approach values of 
~0.5 to 0.6 over much longer sampling durations. 
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•	 The physical environments of the Mississippi River 
test sites of Davis (2001) and the Colorado River test 
sites are slightly different. Although this (physical 
environmental differences) could result in small 
differences in the venting behavior of the sampler 
cavity in the US D-96-type sampler, the most likely 
explanation for the differences in venting observed by 
Davis (2001) and observed in this study is a probable 
design difference between Davis’ (2001) prototype 
of the US D-96 sampler and all of the US D-96-type 
samplers purchased by the USGS-GCMRC from 
the FISP since 2002 that were used in this study. 
The prototype sampler tested by Davis likely had a 
much shorter sampler tray than any of the US D-96-
type samplers used in this study. As depicted in FISP 
([n.d.]c), the sampler tray in the prototype sampler 
was shorter than the length of the bag; in all of the 
USGS-GCMRC’s US D-96-type samplers, the sampler 
tray is as long as the bag and extends completely to 
the back of the sampler cavity, largely blocking the 
bottom rear vent hole. Because Davis’ (2001) tests 
were likely conducted using a sampler with a shorter 
sampler tray, the bottom rear vent hole in the prototype 
US D-96 sampler was most likely unobstructed, 
allowing relatively easy venting of water through 
the bottom rear vent hole as the bag filled within the 
sampler cavity. In the USGS-GCMRC’s US D-96-type 
samplers with standard trays, it would be very difficult 
for the expanding bag to adequately purge water 
through the obstructed lower vent hole. Tests with 
different tray lengths show that shortening the tray 
results in substantially improved intake efficiencies 
in the US D-96-type sampler, as a likely result of the 
improved venting of the cavity through the lower rear 
vent hole. In addition, shortening sampling durations 
to < 60 seconds at any given sampling vertical also 
helps alleviate the problem of large time-dependent 
decreases in the intake efficiency of the US D-96-
type sampler.

•	 The large variance in the intake-efficiency datasets 
of both the US D-77 bag-type and US D-96-type 
samplers results from time-dependent decreases in 
intake efficiency that arise from improper venting of 
the sampler cavity and backpressure on the bag.

•	 Because the intake efficiencies of the US D-77 
bag-type samplers were generally lower than those 
of the US D-96-type samplers, suspended-sand 
concentrations measured by the US D-77 bag-type 
samplers were higher than those measured by the 
US D-96-type samplers. On average, among the six 
cross sections at the three study sites on the Colorado 
River, suspended-sand concentrations measured by the 
US D-77 bag-type sampler were ~20 percent higher 
than those measured by the US D-96-A1 sampler.

•	 As expected on the basis of the laboratory experiments 
in FISP (1941a), any positive bias in suspended-sand 
concentration measured using the US D-77 bag-type 
sampler and the US D-96-type sampler in the Colorado 
River tests was positively correlated with grain size.

•	 Although the US D-96-type sampler is generally 
sub-isokinetic in the Colorado River, paired sampler 
comparison between the US D-96-type sampler and 
the isokinetic and nonbiased US D-74 and US D-77 
rigid-container samplers indicate that the US D-96 type 
sampler slightly oversamples sand (+3 to +6 percent 
depending on tray length) and in a manner consistent 
with the FISP (1941a) laboratory experiments in figure 4. 

•	 Shortening the tray in the US D-96-type sampler to 
increase the effective area of the rear sampler‑cavity vent 
hole results in a measurable (~12 to 14 percent) increase 
the intake efficiency of the US D-96-type sampler. 
This improvement in the venting of the rear part of the 
sampler cavity resulted in an approximate 50 percent 
decrease in the small positive bias in the suspended-sand 
concentration measured by the US D-96-type sampler 
under the conditions in the river tests. The positive bias 
in suspended-sand concentration decreased from about 
+6 percent with the standard tray to about +3 percent 
with the shorter tray.

•	 This study shows that isokinetic sampling behavior in 
laboratory and tow tests does not generally equate with 
isokinetic sampling behavior in rivers. Furthermore, 
sub-isokinetic sampling behavior does not always result 
in substantial oversampling of sand. Thus, river tests that 
include hydraulic and sediment data should be conducted 
when fundamentally new sampler designs are introduced.

Because it remains somewhat unclear as to why the 
time dependent decrease in intake efficiency for both the 
US D-77 bag-type sampler and the US D-96-type sampler is 
larger and more rapid in our river tests than was observed in 
flume experiments by Szalona (1982) or Davis (2001), and 
because collapsible-bag samplers are much more physically 
complex than standard rigid-container samplers, it would be 
prudent for others using collapsible-bag samplers to confirm 
that these samplers are functioning isokinetically at the river 
sites where they are being used, as originally recommended by 
Pickering (1983), Webb and Radtke (1998), and Yorke and Ward 
(1998). This additional fieldwork only requires independent 
measurement of the time- and depth-averaged ambient stream 
velocity at each sampling vertical (data that are already collected 
to rate USGS gaging stations) and measurements of water 
temperature, sampling duration, and sample volume. Although 
this additional work would add some amount of time and effort 
in the field, it has great importance in that it would allow for the 
evaluation of whether the suspended-sediment data collected 
with a collapsible-bag sampler on any specific river are of 
acceptable accuracy.
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Appendix—Development and Testing of a Generalized Physically Based Model 
for Depth-Integrating Samplers

The most difficult part of solving the energy balance 
between the flow upstream from a nozzle and the flow inside 
a sampler nozzle is the parameterization of the friction factor, 
fn, for the flow inside the nozzle. As stated in this report, 
this difficulty arises because the length of sampler nozzles 
are much shorter than the entrance length required for fully 
developed laminar flow and may be shorter or longer than the 
entrance length required for fully developed turbulent flow. 
Because of the relative shortness of sampler nozzles, fn will be 
much greater than the value of f, the Darcy-Weisbach friction 
factor, estimated on the basis of Moody (1944) for fully 
developed laminar flow in a pipe and may even be greater 
than that for fully developed turbulent flow in a smooth pipe. 
This greater apparent friction arises for those cases where 
over most or all of a sampler nozzle’s length, the boundary 
layer is growing from the nozzle wall to the nozzle center. 
Depending on the ambient stream velocity, water temperature, 
and nozzle geometry, this growing boundary layer may remain 
laminar or undergo a transition to turbulence in the rear part of 
the nozzle.

The key physical balance that determines whether the 
flow inside a sampler nozzle will remain as either developing 
or fully developed laminar flow is the Reynolds number 
(Re), which is the nondimensional physical balance between 
inertial forces and viscous forces that determines whether 
fully developed flow in a nozzle is ultimately turbulent or 
laminar. When Re is less than ~2,000 to 2,300 for pipe flow, 
disturbances to the flow are damped by viscous forces and 
turbulence is impossible to maintain (for example, Reynolds, 
1883; Rouse, 1946; Schlichting, 1968). Thus, when Re 
is < 2,300, the flow inside a sampler nozzle will be either 
developing laminar flow or become fully developed laminar 
flow depending on whether the length, L, of the sampler 
nozzle is greater or less than Lent-lam (the distance from the 
nozzle entrance at which the flow in the nozzle will be fully 
developed laminar flow). However, when Re ≥ 2,300, the 
flow in a pipe does not necessarily become turbulent, but will 
likely become turbulent as a result of disturbance to the flow, 
with the likelihood of a transition to turbulence increasing 
with Re (Rouse, 1946; Schlichting, 1968; Hof and others, 
2003). In fact, laminar flow has been maintained for Re 
numbers as large as 100,000 in a case where the pipe was 
extremely smooth and the flow was free of all disturbances 
(Pfenniger, 1961). In general, however, fully developed pipe 
flow is assumed to usually be turbulent when Re is greater 
than ~4,000 (Munson and others, 2009). Because in the case 
of sampler nozzles, L is always comparable in magnitude to 
Lent-turb (the distance from the nozzle entrance at which the 
flow in the nozzle will be fully developed turbulent flow), 
we assume that the developing flow in sampler nozzles will 

undergo the transition to turbulence somewhere within a 
sampler nozzle when 2,300 20,000<< <<Re . The standard 
technique for referencing the longitudinal position within a 
developing flow in a pipe or duct entrance is by calculating 
the dimensionless duct entrance length (for example, Bender, 
1969; Shah, 1978; Bejan, 1984; Kanda, 1988; Yilmaz, 1990; 
Muzychka and Yovanovich, 1998, 2009; Kandlikar and 
Campbell, 2002; Shimomukai and Kanda, 2008), which 
in the case of an internally tapered sampler nozzle can be 
written as, ( )L D Re , where D is the diameter of the nozzle 
entrance. Because it is likely that any transition to turbulence 
within the developing flow inside a sampler nozzle occurs 
at an approximately constant value of the dimensionless 
duct entrance length, we assume that this transition occurs 
at a fixed value of ( )L D Re  when L ≈ Lent-turb. The chief 
implication from this approximation is that for a given 
nozzle length, the transition to turbulence occurs at slightly 
greater Reynolds numbers for smaller diameter nozzles; as 
shown below, there is some evidence for this inverse relation 
between nozzle diameter and the transition Reynolds number 
in the data of Davis (2001). Therefore, when Re > 2,300, the 
flow in a sampler nozzle may be either developing laminar 
flow, developing turbulent flow, or fully developed turbulent 
flow, depending on ( )L D Re  and the relation between 
L and Lent-turb. 

Development and testing of the physically based model 
for a generalized depth-integrating sampler (including 
evaluation of the parameterization of fn) requires datasets that 
include nozzle velocity measurements made using different 
depth-integrating samplers with a range of nozzle geometries 
(nozzle lengths, diameters, and taper depths) over a range 
of ambient stream velocities and water temperatures. The 
only datasets that were found to be sufficiently complete 
and accurate for this undertaking were the US D-43-sampler 
flume dataset presented in figures 40 and 41 in FISP (1952); 
the US D-77-rigid-container-sampler flume dataset presented 
in figure 1 in FISP (1979); the warm-water flume and tow 
tests conducted using the US D-96 sampler with both the 
development and flume-calibrated nozzles in Davis (2001); the 
cold-water flume tests of the US D-96 sampler with flume-
calibrated nozzles in Davis (2001); and, the warm-water flume 
and tow tests conducted using the DH-2 sampler with flume-
calibrated nozzles in Davis (2005a). Other sampler datasets 
were too incomplete, with typically insufficient information 
provided for the nozzle taper depths or water temperatures. 
The geometric properties of the sampler nozzles used in the 
analyses in this study are provided in table A1. For a given 
taper depth, LT, the mean inside diameter of an internally 
tapered sampler nozzle by trigonometry is,
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Table A1.  Geometric properties of sampler nozzles.

[Taper depths for these nozzles were determined empirically in flume tests at the indicated calibration ambient stream velocity and water temperature. 
Abbreviations: FISP, Federal Interagency Sedimentation Project; ft/s, feet per second; °C, degrees Celsius] 

Sampler 
model

Nozzle type

Nozzle 
entrance 
diameter
(inches)

Nozzle 
length

(inches)

Taper 
depth

(inches)

Calibration
ambient stream 

velocity
(ft/s)

Calibration
water 

temperature
(ºC)

Taper-depth source

US D-43 Brass
Brass
Brass

1/8 3.375 13.000 3.5 n/a FISP (1952, fig. 40)
3/16 3.375 11.875 3.5 0 to 5 FISP (1952, fig. 40)
1/4 3.375 11.375 3.5 0 to 5 FISP (1952, fig. 40)

US D-77 Plastic 5/16 4.375 1.111 2.4 0.6 FISP (1979, fig. 1)

US D-96 Plastic or Teflon® 
development2

3/16 4.375 2.000 3.7 23.9 to 29.4 B.E. Davis (written 
  commun., 2010)

Plastic or Teflon® 
development2

1/4 4.375 1.062 3.7 23.9 to 29.4 B.E. Davis (written 
  commun., 2010)

Plastic or Teflon® 
development2

5/16 4.375 1.094 3.7 23.9 to 29.4 B.E. Davis (written 
  commun., 2010)

Plastic 3/16 4.375 1.688 3.7 23.9 to 29.4 B.E. Davis (written 
  commun., 2010)

Teflon® 3/16 4.375 1.875 3.7 23.9 to 29.4 B.E. Davis (written 
  commun., 2010)

Plastic 1/4 4.375 1.188 3.7 23.9 to 29.4 B.E. Davis (written 
  commun., 2010)

Teflon® 1/4 4.375 1.156 3.7 23.9 to 29.4 B.E. Davis (written 
  commun., 2010)

Plastic 5/16 4.375 0.875 3.7 23.9 to 29.4 B.E. Davis (written 
  commun., 2010)

Teflon® 5/16 4.375 0.937 3.7 23.9 to 29.4 B.E. Davis (written 
  commun., 2010)

US DH-2 Plastic 3/16 4.375 2.250 3.7 23.9 to 29.4 Davis (2005a, table 3)
Teflon® 3/16 4.375 1.920 3.7 23.9 to 29.4 Davis (2005a, table 3)
Plastic nozzle 1 1/4 4.125 2.250 3.7 23.9 to 29.4 Davis (2005a, fig. 4)
Plastic nozzle 2 1/4 4.375 2.250 3.7 23.9 to 29.4 Davis (2005a, fig. 4)
3Plastic nozzle 3 1/4 4.375 1.556 3.7 23.9 to 29.4 Davis (2005a, fig. 4, table 3)
Plastic nozzle 4 1/4 4.375 1.188 3.7 23.9 to 29.4 Davis (2005a, fig. 4)
Teflon® 1/4 4.375 1.670 3.7 23.9 to 29.4 Davis (2005a, table 3)
Plastic 5/16 4.375 0.875 3.7 23.9 to 29.4 Davis (2005a, table 3)
Teflon® 5/16 4.375 0.937 3.7 23.9 to 29.4 Davis (2005a, table 3)

1The taper depths for the US D-43 3/16-inch and 1/4-inch nozzles resulted in an intake efficiency of 1.0 at an ambient stream velocity of 3.5 ft/s and a 
water temperature of ~0 to 5°C; the 3-inch taper depth for the US D-43 1/8-inch nozzle was too large to permit isokinetic sampling at any water temperature 
at this ambient stream velocity (Federal Interagency Sedimentation Project, 1952, fig. 41). 

2The taper depths for the plastic and Teflon® development nozzles for the US D-96 sampler were determined in a flume using a US D-77 nozzle holder 
mounted on the body of a rigid-container sampler (Davis, 2001); thus, ∆z = 0.8 inches and kP = 1.1 for the calibration of the development nozzles, whereas 
∆ z = 0 and kP = 1.4 for the nozzles calibrated in a US D-96 sampler, hence the slightly different taper depths between the development nozzles and the 
standard US D-96 plastic and Teflon® nozzles.

3The taper depth associated with 1/4-inch plastic nozzle 3 was found by Davis (2005a) to give the best results and thus is the standard taper depth used for 
US DH-2 1/4-inch plastic nozzles. 
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where
is the diameter of the nozzle entrance, and,

by conservation of mass, the nozzle velocity
associated with is,
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The first step in the development of the physically based 
sampler model is an evaluation of the flow conditions that are 
likely to exist in a sampler nozzle. Because fn depends on the 
type of flow present, this first step is required to know which 
relations to use to estimate fn. As shown in figure A1, on the 
basis of all the US D-43, US D-77, US D-96, and DH-2 flume 
and tow-test data in FISP (1952, figs. 40, 41), FISP (1979), 
and Davis (2001, 2005a)—data that cover the flow conditions 
expected in almost all river settings—the two most likely 
conditions for flow within a sampler nozzle are developing 
laminar and developing turbulent flow. Fully developed 
laminar flow is predicted to never occur (as already suggested 
in the main part of this report) and fully developed turbulent 
flow is predicted to only occur rarely. 

Figure A1.  Predicted state of the flow in sampler nozzles for the US D-43, US D-77, US D-96, and DH-2 data in 
Federal Interagency Sedimentation Project (FISP) (1952, figs. 40, 41), FISP (1979), and Davis (2001, 2005a) that cover 
the flow conditions expected in most river settings. Gray shaded regions show the likely transitional regions between 
developing and fully developed flow on the basis of L being within 30 percent of either Lent-lam or Lent-turb. In these 
plots, nozzle diameter increases from lower right to upper left. (A) Ratio of the laminar-flow entrance length to 
nozzle length plotted as a function of the nozzle Reynolds number (Re). When Re < ReCRIT = 2,300, the flow in sampler 
nozzles is developing laminar flow; when Re > ReCRIT, the flow in sampler nozzles is either developing laminar flow, 
developing turbulent flow, or fully developed turbulent flow. (B) Ratio of the turbulent-flow entrance length to nozzle 
length plotted as a function of the nozzle Reynolds number. As Re increases to be >> 2,300, it becomes more likely 
that the developing flow in a sampler nozzle has undergone the transition to turbulence, depending on  
L/( D  Re) and the relation between L and Lent-turb. Fully developed turbulent flow is not commonly predicted to occur 
in sampler nozzles. 
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By the reasoning in the previous paragraphs, fn can be 
estimated for the simplest cases when the flow emerging 
from a sampler nozzle is fully developed using the following 
common well-tested relations: 
1.	 Although on the basis of figure A1, fully developed 

laminar flow is never likely to occur in sampler nozzles, 
when Re < 2,300 and L >> Lent-lam, fn is calculated using 
the equation of Poiseuille (Moody, 1944; Rouse, 1946) as: 

	
n lam

64f f= =
Re

.	 (A3)

2.	 Whereas fully developed turbulent flow is predicted on 
the basis of figure A1 to only rarely occur in sampler 
nozzles, when Re >> 2,300 and L >> Lent-turb, fn is 
calculated for a smooth pipe using the equation of 
Blassius (Moody, 1944; Rouse, 1946) as: 

	
n turb 1/4

0.316f f= =
Re

. 	 (A4)

Because fully developed laminar flow is predicted to never 
occur and fully developed turbulent flow is predicted to only 
rarely occur in sampler nozzles, the ultimate accuracy of 
the physically based model for depth-integrating samplers 
depends largely on the extremely difficult problem of 
estimating fn for the cases where the flow emerging from 
a sampler nozzle is developing laminar or developing 
turbulent flow.

Relatively few generalized relations exist in the literature 
for the estimation of the longitudinal pressure drop and 
associated apparent friction factor for regions of developing 
laminar flow in pipe entrances; no known generalized relations 
exist in the literature for the estimation of the longitudinal 
pressure drop and associated apparent friction factor for 
regions of developing turbulent flow in pipe entrances. 
For developing laminar flow, the only known relations are 
those in the heat-transfer literature for developing laminar 
flow in ducts; for example, the relations of Shah (1978), 
Yilmaz (1990), and Muzychka and Yovanovich (1998, 
2009), developed on the basis of Shapiro and others (1954) 
and Bender (1969). These relations were developed for 
cases where the fully developed flow is laminar, therefore 
they cannot be used without modification when Re > 2,300. 
Because these relations produce similar results and the 
relation of Muzychka and Yovanovich (2009) is the simplest, 
the Muzychka and Yovanovich relation is used herein as a 
basis for modification of the apparent friction factor, fapp, 
relation we use for developing flow in sampler nozzles. 

The Darcy-Weisbach-friction-factor form of the Muzychka 
and Yovanovich (2009) apparent-friction-factor relation, 
fMY,19 written using our notation for sampler nozzles is:
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where the first term in quadrature is the square of the 
short‑duct asymptote for the apparent friction factor for 
developing laminar flow, and the second term in quadrature, 
4096, is the square of the long-duct asymptote of flam Re 
(the friction factor associated with fully developed laminar 
flow—Reynolds number product). The numerator in the first 
term in quadrature in equation A5 is determined on the basis 
of theory for the core velocity near the entrance of a circular 
duct; the denominator in this first term is the square root 
of the dimensionless duct entrance length. Muzychka and 
Yovanovich (2009) argue on the basis of Bejan (1995) that the 
square root of the dimensionless duct length is the appropriate 
scaling for this first term; we show that this approximation 
can be slightly improved for the case of developing flow in 
sampler nozzles. 

Comparison of the developing-laminar-flow apparent 
friction factors, fMY, predicted by equation A5 with empirically 
determined apparent friction factors, femp, for the developing 
laminar and/or turbulent flow cases in the sampler-nozzle 
dataset indicates that the relation in equation A5 tends to 
slightly overpredict femp when Re < 2,000, adequately predict 
femp when ~2,000 < Re < ~4,000, and underpredict femp when 
~4,000 < Re < ~10,000 (fig. A2). In other words, although 
the mean magnitudes of femp for each nozzle diameter are 
reasonably predicted by equation A5, femp decreases more 
rapidly as a function of Re than do the values of fMY for each 
nozzle diameter. The values of femp used in this comparison 
were calculated on the basis of a rearranged version of 
equation 14 (where femp is treated as the unknown). This 
rearranged version of equation 14 is written as:
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The data chosen for this comparison were the flume data for 
the US D-43 rigid-container sampler (FISP, 1952, figs. 40, 41) 
and the flume data for the US D-96 collapsible-bag sampler 
with the plastic and Teflon® development nozzles (Davis, 
2001, figs. 9–14). These two datasets were chosen for this 
comparison because they have sufficient data that cover a 
wide range in Re and were collected using depth-integrating 
samplers with very different designs. 

19For consistency, we have converted the original Muzychka and 
Yovanovich (2009) apparent friction factor relation from a Fanning-friction-
factor form to a Darcy-Weisbach-friction-factor form.
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Figure A2.  Comparison of empirical values, femp, with 
theoretical values of the friction factor for the flow inside a 
sampler nozzle plotted as a function of Re. Theoretical values 
of f shown are: fMY for each nozzle diameter, flam, and fturb. 
Also shown are the values of fapp modified from fMY on the 
basis of the data in this figure. The value of ReCRIT separating 
the likely sampler-nozzle flow states is also indicated. 
(A) f-comparison for the US D-43 rigid-container-sampler 
dataset from FISP (1952, figs. 40, 41) . (B ) f-comparison for 
the US D-96 collapsible-bag-sampler flume- and tow-test 
plastic development-nozzle dataset from Davis (2001). (C ) 
f-comparison for the US D-96 collapsible-bag-sampler flume- 
and tow-test Teflon development-nozzle dataset from Davis 
(2001). Bold arrows in B and C indicate approximate Re values 
at which upward steps in femp occur in the 3/16-inch-nozzle 
dataset (black), 1/4-inch-nozzle dataset (red), and 5/16-inch-
nozzle dataset (blue).
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Because the results from this comparison indicate 
similar behavior in the discrepancies between fMY and femp 
for these two very different samplers, the data presented 
in figure A2 were used to modify equation A5 to provide a 
better fit with the observed behavior of femp. This best fit was 
obtained by modifying the short-duct asymptote (the first term 
in quadrature) in equation A5. This modification included 
(1) a dimensionless dependence on nozzle geometry in the 
numerator of this term, and (2) a reduction in the power of 
the exponent from 1/2 to 1/5 in the denominator of this term 
(the dimensionless duct entrance length). The dimensionless 
dependence on nozzle geometry in the numerator is included 
by multiplying 13.76 by a factor of 19 /L D . The modified 
version of equation A5 is thus,
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which upon simplification becomes,
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Predictions of fapp calculated using equation A8 are shown 
in figure A2 for comparison with the predictions of fMY 
calculated using equation A5. 

As hypothesized above, the transition between 
developing laminar and turbulent flow inside a sampler 
nozzle appears to depend, for a given nozzle length, on nozzle 
diameter and Re. Evident in figures A2B-C are upward steps 
in the values of femp occurring with increasing Re over the 
range in Re from ~10,000 to 21,500, depending on nozzle 
diameter. The data in figure A2A do not extend to a large 
enough Re to show this effect. For each nozzle diameter, 
these upward steps in femp roughly correspond to a shift from 
fn being best characterized by the Darcy-Weisbach friction 
factor associated with developing flow, fapp, to fn being best 
characterized by the Darcy-Weisbach friction factor associated 
with fully developed turbulent flow in smooth pipes, fturb. 
The best constrained of these upward steps in femp occurs at 
Re ≈ 10,000 in the US D-96 flume data for both the 5/16-inch 
plastic and Teflon® development nozzles. Unfortunately, the 
upward steps in femp for the other diameter sampler nozzles 
typically coincide with changes in the laboratory method 
between flume and tow tests; therefore they are less well 
constrained because the tow-test data are less accurate than 

the flume-test data (after Davis, 2001) and these steps could 
merely reflect the change in laboratory method (as evidenced 
by the second upward step in the US D-96 flume data for 
both the 5/16-inch plastic and Teflon® nozzles coinciding 
with the change between flume and tow tests at Re ≈ 20,000). 
The style of the upward step in femp in the US D-96 3/16-inch 
development-nozzle data is different depending on whether 
the nozzle is plastic or Teflon®. For the plastic 3/16-inch 
development nozzle, the upward step in femp occurs almost 
entirely within the tow-test part of the dataset and occurs 
gradually over the range in Re from ~11,000 to ~21,000. For 
the Teflon® 3/16-inch development nozzle, the upward step 
in femp coincides with the change between flume and tow 
tests and occurs abruptly at Re ≈ 11,500. On the basis of the 
assumption that the upward step in femp is better defined by the 
plastic-nozzle data because it does not coincide with a change 
between laboratory methods, the upward step in femp in the 
US D-96 3/16-inch development-nozzle data occurs therefore 
at an average value of Re ≈ 16,000. The upward step in femp 
in the US D-96 1/4-inch development-nozzle data is the least 
constrained of the upward steps in femp because, even though 
this upward step occurs at the same Re for both plastic and 
Teflon® nozzles, it is coincident with the change between 
flume and tow tests. This questionable upward step in femp 
occurs at Re ≈ 14,700. 

Evidence that these upward steps in femp are associated 
with the transition between developing laminar and turbulent 
flow is provided in figure A1B, where the Re values 
associated with these upward steps in femp are relatively 
high and approximately correspond to values of Lent-turb 
that are either equal to or only slightly greater than L. For 
the 3/16-inch‑nozzle dataset, the upward step in femp at 
Re ≈ 16,000 occurs at a value of Lent-turb /L ≈ 1.0; for the 
1/4-inch-nozzle dataset, the upward step in femp at Re ≈ 14,700 
occurs at a value of Lent-turb /L ≈ 1.3; and for the 5/16-inch-
nozzle dataset, the upward step in femp at Re ≈ 10,000 occurs 
at a value of Lent-turb /L ≈ 1.5. The approximate values of the 
dimensionless duct length, ( )L D Re , associated with these 
upward steps in femp is 0.0014 for the 3/16-inch-nozzle dataset, 
0.0012 for the 1/4-inch-nozzle dataset20, and 0.0014 for the 
5/16-inch-nozzle dataset. Therefore, for the entire US D-96 
development-nozzle dataset, the best approximation of the 
dimensionless duct length is ( )L D Re  ≈ 0.0014 at the 
transition from a friction factor best characterized by fapp to a 
friction factor approximately equal to that for fully developed 
turbulent flow. In addition, because the dimensionless duct 
length theoretically should be constant at this transition, 
the transition to turbulence in the developing flow inside a 
sampler nozzle likely occurs at slightly higher Re for smaller 
diameter nozzles (as hypothesized above). Therefore, we 
impose a linear transition from fn = fapp to fn = fturb over the 
range 0.0015 > ( )L D Re  > 0.0014 in the physically based 
depth-integrated sampler model.

20This value is weighted the least in the average below because the upward 
step in femp is least well-defined for the 1/4-inch-nozzle dataset.
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On the basis of the analyses above, the following 
approach is used to estimate fn across the entire range of 
flow conditions likely to occur inside a sampler nozzle: 
(1) equation A8 is used to estimate fn at lower Re when 
( )L D Re  ≥ 0.0015, (2) equation A4 is used to estimate 

fn at higher Re when ( )L D Re  ≤ 0.0014 and the flow 
emerging from the sampler nozzle is likely to be either 
developing or barely fully developed turbulent flow, and (3) 
linear interpolation on the basis of ( )L D Re  is used to 
smoothly match the values of fn predicted by equations A8 
and A4 when 0.0015 > ( )L D Re  > 0.0014. The predicted 
behavior of fn by this approach is similar to that observed 
by Moody (1944) for fully developed pipe flow, but with 
transitions in fn occurring at different Re than the transitions 
in the Darcy-Weisbach friction factor for fully developed 
flow. As illustrated in figures A2 and A3, for a given nozzle 
geometry, as Re increases from ~100 to between ~10,000 
and 16,000, fn decreases. Over this range in Re, because the 
flow is developing, fn is always much greater than flam and, 
at lower Re, is also much greater than fturb. As Re continues 
to increase, fn decreases to be slightly less than fturb, and then 
over a narrow range in Re (between ~10,000 and 16,000 
depending on nozzle geometry), a transition to turbulence in 
the developing flow likely occurs, and fn abruptly increases 
to be equal to fturb. Finally, as Re increases further, fn remains 
equal to fturb. This behavior is very similar to that in fully 
developed pipe flow, where as Re increases, a transition from 
laminar to turbulent flow occurs over the range in Re between 
~2,300 and ~4,000, and the Darcy-Weisbach friction factor 
abruptly increases from flam to fturb. 

Evaluations of this approach, through “in-sample” 
comparison of predicted fn and measured femp, are provided in 
figure A3. Evaluations through independent “out-of-sample” 
comparisons of predicted fn and measured femp are provided 
in figure A4. The in-sample evaluation uses data used to help 
constrain fapp in equations A7 and A8, that is, the US D-43 data 
and US D-96 development-nozzle data in FISP (1952, figs. 40, 
41) and Davis (2001), and is therefore less independent 
than the out-of-sample evaluation that uses data not used to 
constrain fn. Data used in this out-of-sample evaluation are 
the US D-77 rigid-container-sampler data in FISP (1979), the 
US D-96 calibrated-nozzle warm and cold-water flume data in 
Davis (2001), and the US DH-2 collapsible-bag-sampler data 
in Davis (2005a). 

The in-sample and out-of-sample evaluations of data 
presented in figures A3 and A4 indicate that our approach for 
estimating fn produces reasonable results. Across the entire 
range of Re for all four depth-integrating samplers with all 
nozzles (a total of 1,050 cases among four depth-integrating 
samplers with very different designs), the geometric mean f 
ratio of fn to femp is 1.04 (fig. A5). Furthermore, for each of 
the four depth-integrating samplers, the vast majority of all 

cases of the ratio of fn to femp falls within a factor of 1.5× unity 
(where unity indicates perfect agreement between fn and femp). 
This result suggests that our approach for estimating fn works 
equally well for a wide range in depth-integrating-sampler 
design. By equation 12, because for a given nozzle geometry 
fn changes as the square of nV , the error in the ambient 
stream velocity, V, predicted by equation 15, is typically 
much less than ±22 percent. In addition, the ratio of fn to femp 
is distributed symmetrically about unity suggesting that our 
approach to estimating fn performs equally well across a broad 
range in Re. In any case, the agreement between fn and femp 
is deemed to be sufficiently good over a wide range in Re to 
proceed with using our generalized physically based model for 
depth-integrating samplers to model intake efficiency.

Evaluation of in-sample and out-of-sample comparisons 
between measured and model-predicted ambient stream 
velocities indicates that the model predictions are in good 
agreement with the measurements, and indicates that the 
model performs equally well for depth-integrating samplers 
with very different designs (figs. A6, A7). The modeled 
ambient stream velocities in figures A6 and A7 were 
calculated using equation 15 (in the main section of this 
report). In all cases, solution of equation 15 was accomplished 
after conversion of all units into centimeter, gram, and second 
units, with reconversion of V into inch-pound-second units for 
consistency with the units used for velocity in this report. In 
addition to illustrating that the model performs well, analysis 
of the data plotted in figures A6 and A7 also indicates that the 
data collected in flume, tow, and transit tests are all internally 
consistent for each sampler with each nozzle (meaning that 
no systematic difference exists between the velocities in the 
different tests), with only one exception. Velocities measured 
in the transit tests conducted on the US D-96 sampler with 
standard nozzles differ from those measured in the flume tests 
conducted on the US D-96 sampler with standard nozzles by 
about 10 percent (figs. A7B-D). This discrepancy requires that 
either the nozzle-entrance velocities in these transit tests were 
measured ~10 percent high or that the ambient stream velocity 
(that is, boat velocity) in these transit tests were measured 
~10 percent low. None of the other transit tests conducted on 
either the US D-96 sampler with the development nozzles 
or the DH-2 sampler show this discrepancy. Although 
Davis (2001) reported problems with “timing the sample 
and measuring the sample volume on a moving boat,” it is 
unlikely that the nozzle-entrance velocities in these tests were 
measured with a consistent bias; because Davis (2001) also 
reported problems with maintaining “precise boat velocity 
control,” it seems more likely that the boat velocities in these 
transit tests were measured ~10 percent low. This internal 
inconsistency in this dataset is more evident in figure 16 in the 
main section of this report.
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Figure A3.  In-sample comparison of empirical and 
theoretical values of f plotted as a function of Re. Values of 
femp calculated using equation A6, values of fapp calculated 
using equation A8, values of flam calculated using equation A1, 
and values of fturb calculated using equation A2. Colored 
arrows indicate Re where L/( D  Re) = 0.0015 for each nozzle 
diameter; when 0.0015 > L/( D  Re) > 0.0014, fn is estimated 
using linear interpolation between fapp and fturb on the basis 
of L( D  Re). Comparison of empirical and theoretical values 
of f for the:  (A) US D-43 flume dataset from FISP [1952, 
figs. 40, 41]; (B) US D-96 plastic development-nozzle flume and 
tow-test dataset from Davis [2001]; and (C ) US D-96 Teflon® 
development-nozzle flume and tow-test dataset from Davis 
[2001].
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Figure A4.  Out-of-sample comparison of empirical and theoretical values of f plotted as a function of Re. Values of femp calculated 
using equation A6, values of fapp calculated using equation A8, values of flam calculated using equation A1, and values of fturb calculated 
using equation A2. Colored arrows indicate Re where L/( D  Re) = 0.0015 for each nozzle diameter; when 0.0015 > L/( D  Re) > 0.0014, fn 
is estimated using linear interpolation between fapp and fturb on the basis of L/( D  Re). Comparison of empirical and theoretical values of 
f for the: (A) US D-77 flume dataset from FISP [1979]; (B) US D-96 plastic- and Teflon®-calibrated-nozzle flume dataset from Davis [2001]; 
(C  ) US DH-2 plastic-nozzle flume dataset from Davis [2005a]; and (D ) US DH-2 Teflon®-nozzle flume dataset from Davis [2005a]. See 
table A1 for geometric details for US DH-2 1/4-inch nozzles 1–4.
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Figure A5.  The f ratio of fn to femp plotted as a function of Re for all data shown in figures A3 and 
A4. Perfect agreement between fn and femp is indicated when this ratio is unity; threshold values of 
this ratio at factors of 1.5 × above and below unity are indicated. Gray shaded region indicates Re 
region where fn is estimated using linear interpolation between fapp and fturb on the basis of L/( D  Re). 
Predicted to observed ratios of any quantity are right-skewed distributions. To remove the right skew 
in the ratio of fn to femp, the Y-axis in this figure is plotted in logarithmic space, and geometric means 
(not arithmetic means) are used to characterize the central tendencies of the fn to femp ratios for 
each sampler.

Figure A6.  (See opposite page.) In-sample comparison of 
measured and model-predicted values of the ambient stream 
velocity for the (A) US D-43 1/8-inch nozzle flume dataset; (B ) 
US D-43 3/16-inch nozzle flume dataset; (C ) US D-43 1/4-inch 
nozzle flume dataset; (D ) US D-96 3/16-inch plastic and Teflon® 
development-nozzle flume, tow, and transit-test dataset; (E) US 
D-96 1/4-inch plastic and Teflon® development-nozzle flume, 
tow, and transit-test dataset; and (F ) US D-96 1/4-inch plastic 
and Teflon® development-nozzle flume, tow, and transit-test 
dataset. US D-43 data are from FISP (1952, figs. 40–41); US D-96 
data are from Davis (2001). For the US D-43 comparisons, water-
temperature ranges for the various flume tests are indicated. All 
of the flume, tow, and transit tests of the US D-96 sampler were 
conducted at water temperatures ranging from 23.9 to 29.4 degree 
Celsius (°C) (Davis, 2001); all model predictions of ambient stream 
velocity for these tests were made at the assumed average water 
temperature of 26.7°C. For the US D-96 sampler, flume tests were 
conducted at ambient stream velocities ≤ 6 ft/s and tow tests 
were conducted at ambient stream velocities > 6 ft/s (Davis, 2001).
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Figure A7.  Out-of-sample comparison of measured and model-predicted values of the ambient stream velocity for the: 
(A) US D-77 5/16-inch nozzle flume dataset; (B) US D-96 3/16-inch nozzle flume and transit-test dataset; (C ) US D-96 1/4-
inch nozzle flume and transit-test dataset; (D) US D-96 5/16-inch nozzle flume and transit-test dataset; (E) US DH-2 3/16-
inch plastic and Teflon® nozzle flume and transit-test dataset; (F ) US DH-2 1/4-inch plastic and Teflon® nozzle flume and 
transit-test dataset; (G ) US DH-2 1/4-inch plastic nozzles 1, 2, and 4 flume-test dataset; and (H  ) US DH-2 5/16-inch plastic 
and Teflon® nozzle flume and transit-test dataset. US D-77 data are from Federal Interagency Sedimentation Project (FISP) 
(1979); US D-96 data are from Davis (2001); US DH-2 data are from Davis (2005a). The flume tests of the D-77 rigid-container 
sampler were conducted at a water temperature of 0.6 degree Celsius (°C) (FISP, 1979). All of the flume and transit tests of 
the US DH-2 sampler were conducted in water temperatures ranging from 23.9 to 29.4°C (Davis, 2005a); all model predictions 
of ambient stream velocity for these tests were made at the assumed average water temperature of 26.7°C.
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Following the in-sample and out-of-sample evaluations 
of the model, the model was used to evaluate, at different 
ambient stream velocities, the relative importance of the 
hydrostatic and dynamic pressure heads, between the nozzle 
entrance and air exhaust, on offsetting the effects of nozzle 
friction. The agreement between the model predictions and 
measurements in this first part of the analysis was excellent. 
This analysis was conducted by first using the data from 
FISP (fig. 1, 1979) collected using a US D-77 rigid-container 
sampler in a flume at a water temperature of 0.6°C to model 
and evaluate changes in intake efficiency arising from either 
changing the elevation of the air exhaust or changing the 
position of the air exhaust relative to the position of maximum 
flow acceleration around the body of the sampler. Because 
the FISP (1979) US D-77 dataset was not used in any way 
to constrain fn and is part of the out-of-sample evaluation 
in figure A7, this application of the model is robust and 
provides an accurate measure of the relative importance of 
the hydrostatic and dynamic pressure heads on offsetting the 
effects of nozzle friction. Comparisons of the measured and 
modeled velocities and intake efficiencies for the FISP (1979) 

US D-77 dataset, provided in figure A8, illustrate the excellent 
performance of the model; the effects on intake efficiency of 
changing either the hydrostatic pressure head or the dynamic 
pressure head are illustrated in figure A9.

As shown in figure A9, changes in the hydrostatic 
pressure head have a greater effect on intake efficiency 
at lower ambient stream velocities than do changes in the 
dynamic pressure head, and changes in the dynamic pressure 
head have a greater effect on intake efficiency at higher 
ambient stream velocities than do changes in the hydrostatic 
pressure head. Therefore, at lower ambient stream velocities, 
the elevation difference between the nozzle entrance and 
either the air exhaust in a rigid-container sampler or the 
pressure‑equalization hole in a collapsible-bag sampler 
provides the dominant mechanism for offsetting nozzle 
friction and allowing for isokinetic sampling. At higher 
ambient stream velocities, the position of the air exhaust in a 
rigid-container sampler or the vent holes in a collapsible‑bag 
sampler, relative to the position of the flow acceleration 
around a sampler body, provides the dominant mechanism for 
offsetting nozzle friction and allowing for isokinetic sampling. 
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Figure A8.  Comparison of measured and model-predicted velocities and intake efficiencies for the US D-77 rigid-container 
sampler. (A ) Nozzle velocity plotted as a function of ambient stream velocity. (B) Intake efficiency plotted as a function of 
ambient stream velocity. Because of the relatively large value of the hydrostatic pressure head (∆  z = 0.8 inch) associated 
with use of the US D-77 nozzle holder, the measured and modeled nozzle velocity for this sampler is not zero when the 
ambient stream velocity is zero, leading to the infinite intake efficiencies in B. Dashed line in A indicates perfect isokinetic 
sampling; gray shaded region in B indicates 1.0 ± 0.1 Federal Interagency Sedimentation Project (FISP) accepted range of 
isokinetic sampling. Dashed vertical line in B indicates ambient stream velocity at which the hydrostatic pressure head 
equals the dynamic pressure head. To the left of this line, the hydrostatic pressure head dominates over the dynamic 
pressure head in offsetting the effects of nozzle friction, and, to the right of this line, the dynamic pressure head dominates 
over the hydrostatic pressure head in offsetting the effects of nozzle friction.
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Figure A9.  Plots showing the intake-efficiency effects of different elevations of the air exhaust above the nozzle entrance 
(A  ) and different positions of the air exhaust relative to the position of flow acceleration around the outside of the sampler 
body (B  ). Gray shaded regions indicate 1.0 ± 0.1 Federal Interagency Sedimentation Project (FISP) accepted range of 
isokinetic sampling. In A, the red curve indicates the modeled intake efficiency at a water temperature of 0.6 degree 
Celsius (°C) of samplers using the US D-77 nozzle holder, in which the air exhaust is located 0.8 inch above the nozzle 
entrance (this is the same red curve as in figure A8B). The other two curves in A indicate the modeled intake efficiencies 
when the air exhaust is 0.4 inch (black) and 0 inch (green) above the nozzle entrance. In B, the red curve indicates the 
modeled intake efficiency at a water temperature of 0.6 °C of samplers using the US D-77 nozzle holder, in which the air 
exhaust is located immediately behind the nozzle and upstream from most of the flow acceleration around the sampler 
body [that is, modeled with a dynamic pressure head of 0.1V 2/(2g)]. The other two curves in B indicate the modeled intake 
efficiencies when the elevation of the air exhaust remains unchanged but the dynamic pressure head is either 0 (black) 
or equal to that associated with the maximum acceleration of flow around a streamlined submerged object (green). The 
green curve thus indicates the intake efficiencies that would exist at a water temperature of 0.6°C if the air exhaust on a 
US D-77 rigid-container sampler were located 0.8 inch above the nozzle entrance on the outside of the widest part of the 
sampler body (not immediately behind the nozzle).

To quantify the effect of water temperature on the nozzle 
taper depth required for isokinetic sampling, we used the 
model to calculate the taper depths required for isokinetic 
sampling at FISP-chosen ambient stream velocities for nozzles 
in US D-43, US D-77, US D-96, and US DH-2 samplers. 
Nozzles included in this evaluation were (1) for the US 
D-43 sampler, the 3-3/8-inch long brass nozzles with 1/8-, 
3/16-, and 1/4-inch entrance diameters, (2) for the US D-77 
rigid‑container sampler, the 4-3/8-inch long plastic nozzle with 
a 5/16-inch entrance diameter21, (3) for the US D-77 nozzle 
holder mounted on a rigid-container sampler, the 4-3/8‑inch 
long plastic and Teflon® US D-96 development nozzles with 
3/16-, 1/4-, and 5/16-inch entrance diameters, (4) for the 
US D-96 sampler, the 4-3/8-inch long plastic and Teflon® 
nozzles with 3/16-, 1/4-, and 5/16-inch entrance diameters, 
and (5) for the US DH-2 sampler, the 4-3/8-inch long standard 
plastic and Teflon® nozzles with 3/16-, 1/4-, and 5/16-inch 
entrance diameters (see table A1 for detailed descriptions 
of nozzle geometry). This evaluation of taper depths was 

conducted by iteratively solving equation 15 for LT for the 
condition where V = Vn over the range in water temperature 
from 0 to 30ºC. For each sampler, V was held constant at the 
value of V chosen by the FISP in the original flume calibration 
(3.5 ft/s for the US D-43 sampler, 2.4 ft/s for the US D-77 
rigid-container sampler, 3.7 ft/s for the calibration of the US 
D-96 development nozzles inserted into a US D-77 nozzle 
holder mounted on a rigid-container sampler, and 3.7 ft/s 
for the US D-96 and DH-2 samplers). Results from this 
evaluation are plotted in figure A10. Plotted in figure A10 are 
(1) the modeled taper depths over the full 0 to 30°C-range in 
water temperature that result in an intake efficiency of 1 at 
the FISP-chosen value of the ambient stream velocity, (2) the 
FISP empirically determined, that is, “measured,” taper depths 
that result in an intake efficiency of 1 in a flume at a chosen 
water temperature and ambient stream velocity, and (3) the 
modeled intake efficiencies associated with the FISP-measured 
“isokinetic” taper depths. 

21Because the taper depth for only the US D-77 5/16-inch nozzle is 
presented in FISP (1979), only this nozzle is included in this analysis.
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Figure A10.  (See opposite page.) Comparisons of the modeled and Federal Interagency 
Sedimentation Project (FISP) measured taper depths associated with an intake efficiency of 1 plotted 
as a function of water temperature at a fixed FISP-chosen ambient stream velocity. FISP-measured 
taper depths are listed in table A1. The bold number in the same color scheme as each discrete 
nozzle diameter, adjacent to a corresponding measured taper depth symbol on the plots, indicates 
the model-predicted intake efficiency associated with that taper depth. (A) US D-43 sampler modeled 
and measured brass-nozzle taper depths associated with an intake efficiency of 1 at V = 3.5 ft/s (feet 
per second). Measured taper depths are associated with intake efficiencies of 1 for 3/16- and 1/4-inch 
nozzles at water temperatures of ~2 to ~5 degrees Celsius (°C) (FISP, 1952, fig. 41); the 3-inch taper 
depth for the 1/8-inch nozzle was too large to permit isokinetic sampling at any water temperature at 
this ambient stream velocity; modeled taper depths are calculated at a water temperature of 5°C. (B) 
US D-77 rigid-container sampler modeled and measured plastic-nozzle taper depths associated with 
an intake efficiency of 1 at V = 2.4 ft/s (feet per second). Measured taper depth is associated with an 
intake efficiency of 1 at a water temperature of 0.6°C (FISP, 1979). (C  ) Modeled and measured taper 
depths associated with an intake efficiency of 1 at V = 3.7 ft/s for the US D-96 plastic and Teflon® 
development nozzles mounted on a US D-77 rigid-container sampler. Measured taper depths are 
associated with an intake efficiency of 1 at a water temperature of 23.9–29.4°C (Davis, 2001); modeled 
taper depths are calculated at a water temperature of 26.7°C. (D) US D-96 sampler modeled and 
measured plastic- and Teflon®-nozzle taper depths associated with an intake efficiency of 1 at V = 
3.7 ft/s. Measured taper depths are associated with an intake efficiency of 1 at a water temperature 
of 23.9–29.4°C (Davis, 2001); modeled taper depths are calculated at a water temperature of 26.7°C. (E ) 
US DH-2 sampler modeled and measured plastic- and Teflon®-nozzle taper depths associated with an 
intake efficiency of 1 at V = 3.7 ft/s. Measured taper depths are associated with an intake efficiency of 
1 at a water temperature of 23.9–29.4°C (Davis, 2005a); modeled taper depths are calculated at a water 
temperature of 26.7°C. 
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Results from this evaluation indicate excellent agreement 
between the modeled and FISP-measured nozzle taper depths 
that result in isokinetic sampling at the FISP-chosen ambient 
stream velocity and water temperature (fig. A10). This 
agreement is deemed excellent because, in the cases where 
the differences between the modeled and FISP-measured 
isokinetic taper depths are relatively large, the difference 
between the modeled and measured intake efficiency 
associated with the FISP-measured taper depth is extremely 
small. For example, the discrepancy between the modeled 
and FISP-measured isokinetic taper depth for the US DH-2 
1/4-inch Teflon® nozzle is 1/2 inch, whereas the discrepancy 
between the modeled and measured intake efficiency 
associated with the FISP-measured taper depth for this nozzle 
is only 3 percent, a value well within the error of either the 
measurements of V or Vn in the FISP flume tests. As illustrated 
in figure A10, the taper depth required for isokinetic sampling 
at a given water temperature and ambient stream velocity is 

inversely proportional to the nozzle entrance diameter and, 
because the values of the hydrostatic and dynamic pressure 
heads are different for each sampler, these taper depths differ 
slightly between the different sampler models. Furthermore, at 
a given ambient stream velocity and nozzle entrance diameter, 
the taper depth required for isokinetic sampling is also 
inversely proportional to water temperature. In some cases, 
a nozzle may be too short to result in sufficient frictional 
losses for isokinetic sampling at a given water temperature 
and ambient stream velocity (indicated by the cases in 
figs. A10C–E where the model-predicted taper depth is < 0). 
Upward steps in the modeled taper depths for the 5/16-inch 
nozzles in figs. A10C–E arise from the fn transition from fapp 
to fturb when 0.0015 > L /( D  Re) > 0.0014. Smaller diameter 
nozzles do not exhibit this upward step in taper depth because 
flow conditions in these nozzles do not undergo this transition 
in fn within the 0 to 30°C range in water temperature at the 
relatively low ambient stream velocities in figure A10.
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