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Flood-Frequency Estimation for Very Low Annual Exceedance Probabilities Using Historical, Paleoflood, and Regional Information with Consideration of Nonstationarity

By Karen R. Ryberg, Kelsey A. Kolars, Julie E. Kiang, and Meredith L. Carr

Abstract

Streamflow estimates for floods with an annual exceedance probability of 0.001 or lower are needed to accurately portray risks to critical infrastructure, such as nuclear powerplants and large dams. However, extrapolating flood-frequency curves developed from at-site systematic streamflow records to very low annual exceedance probabilities (less than 0.001) results in large uncertainties in the streamflow estimates. Traditionally, methods for statistically estimating flood frequency have relied on the systematic streamflow record, which provides a time series of annual maximum flood peaks, often including some historical peaks. However, most peak-flow records are less than 100 years, and uncertainties are large when trying to extrapolate magnitudes of very low annual exceedance probability events.

Other data may be available that extend the record beyond the systematic dataset. Historical data are defined as data from outside the period of systematic records but within the period of human records. Examples of historical information include flood estimates from other agencies and newspaper accounts that can be translated to flood magnitude point estimates, interval estimates, or perception thresholds (such as a statement that an 1880 flood was the largest since 1869). Paleoflood data, which may also extend the dataset, include a broad range of information about flood occurrence or magnitude from sources like sediment deposits or tree rings.

Several assumptions are made in flood-frequency analysis, and an understanding of whether the data conform to these assumptions is desired. A particularly difficult assumption to evaluate for flood-frequency analysis is the underlying assumption that the flood series is stationary—the assumption that a time series of peak flow varies around a constant mean within a particular range of values (constant variance). As the hydrologic community’s understanding of natural systems and anthropogenic effects on streamflows has evolved, the community has come to understand that many surface-water systems exhibit one or more forms of nonstationarity, and thus the stationarity assumption is often violated to some degree. However, there is currently (2020) no consensus among hydrologists regarding the most appropriate flood-frequency-analysis methods for nonstationary systems, and this topic remains an active area of research.

A literature review was completed to summarize the state of the science of flood frequency. The literature review highlights tools available to detect nonstationarities and identifies approaches that include external information to inform flood-frequency analysis. To demonstrate methods for initial data analysis and for incorporating historical and paleoflood information in flood-frequency analysis, five sites were selected: the Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada; lower reach, Rapid Creek, South Dakota; Spring Creek, South Dakota; Cherry Creek near Melvin, Colorado; and Escalante River near Escalante, Utah. The sites were chosen for the availability of published historical and paleoflood data and for their geographic diversity and unique characteristics, which highlighted issues such as autocorrelation, change points, trends, outlier peaks, or short periods of record.

An initial data analysis that involved examining records for autocorrelation, change points, and trends was completed for all sites. The flood-frequency analysis completed for this study used version 7.2 of the U.S. Geological Survey PeakFQ program. Multiple analyses were done on each site documenting the change in the flood-frequency curve when additional historical or paleoflood data were added. When other flood-frequency studies were available, their results were compared to the results here. The comparisons in some cases simply show the effect of additional years of data, whereas other comparisons show results from probability distributions or fitting methods other than those used in PeakFQ.

For the Red River of the North, flood-frequency analysis shows that paleoflood data appear necessary to reasonably estimate very low annual exceedance probabilities. For the analysis of the lower reach of Rapid Creek and Spring Creek, paleoflood information helped put a high outlier from
two processes. Statistically, a stationary peak-flow series has been recorded analysis is the underlying assumption that the peak-flow series assumptions about the data. A concern for flood-frequency to estimate flood quantiles, and the analysis requires several dramatic record. The time series is fit to a statistical distribution referred to as “peak flow”), derived from the at-site systema
tic record. The time series is fit to a statistical distribution to estimate flood quantiles, and the analysis requires several assumptions about the data. A concern for flood-frequency analysis is the underlying assumption that the peak-flow series is stationary. A stationary peak-flow series has been recorded within a consistent (albeit potentially highly variable) hydroclimatic system with long-term consistency in the fundamental flood-generating processes. Statistically, a stationary peak-flow series varies around a constant mean within a particular range of values according to a defined variance (spread of the distribution). As the hydrologic community’s understanding of natural systems and anthropogenic effects on streamflows has evolved, the community has come to understand that many surface-water systems exhibit one or more forms of nonstationarity, and thus the stationarity assumption is often violated to some degree. Nonstationarity is a statistical property of a peak-flow series such that the long-term distributional properties (the mean, variance, or skew) change one or more times either gradually or abruptly through time. Individual nonstationarities may be attributed to one source (for example, either regulation, land-use change, or climate) but often are the result of a mixture of those sources (Vogel and others, 2011), making detection and attribution of nonstationarities challenging. However, detection and attribution can inform flood-frequency analysis. Currently, there is no consensus among hydrologists regarding the most appropriate frequency-analysis methods to use for nonstationary systems, and this topic remains an active area of research.

An additional concern in fitting the flood-frequency curve is the availability of data. The systematic streamflow records that form the basis of the analysis are typically short (the oldest USGS streamflow records start in the late 1800s, and records exceeding 100 years in length are scarce), and large uncertainties remain when trying to extrapolate to very low AEPs.

Other data may be available that extend the period of record beyond the systematic dataset. Historical data are defined as data from outside the period of systematic records, yet within the period of human records, such as newspaper accounts that can be used to calculate flood magnitude point estimates, interval estimates, or perception thresholds (such as a statement that an 1880 flood was the largest since 1869).

Paleoflood data, which may also extend the dataset, include a broad range of information about flood occurrence or magnitude from sources like sediment deposits or tree rings. Paleoflood data are generally not available in the USGS peak-flow file (PFF) or the streamflow databases of other agencies but are published in paleoflood studies.

The purpose of this work was to complete some of the tasks in a work plan the NRC and USGS developed to investigate the state of practice for using and characterizing the uncertainties of statistical analytical tools for assessing very low AEPs (less than 0.001, that is floods that have an average recurrence interval of less than 1,000 years, see Holmes and Dimicola [2010] for more information). Asquith and others (2017) completed the first task of the plan, which was to better understand the uncertainty of flood-frequency estimates when they are determined from peaks collected as part of a regular program of streamflow collection to produce systematic records of peak flow. The later tasks, which are the focus of this work, were to explore methods used to identify and characterize nonstationarities and to investigate the possible usage of additional sources of information (especially historical and paleoflood data and regionalization) that may extend the record and affect the uncertainty of flood-frequency estimates for very low AEPs.

The first goal of this work is to explore how to identify if a hydrologic system may be changing over time (nonstationarit try). Tools available to detect nonstationarities are discussed,
Purpose and Scope

The purpose of this report is to describe methods for flood-frequency estimation for very low AEPs using historical, paleoflood, and regional information with consideration of nonstationarity. This report has two main sections. The first section discusses methods to detect nonstationarities and reviews some suggested methods for dealing with nonstationarities. The second section demonstrates the use of historical and paleoflood data and of regional information to extend or inform the record. Together, this report and Asquith and others (2017) are intended to serve as a resource for NRC technical staff, collaborators, and other parties interested in studying the exposure of critical infrastructure, such as nuclear powerplants and large dams. Conventions established in Asquith and others (2017) are continued in this report.

For this work, five sites were selected to demonstrate methods for initial data analysis and to incorporate historical, paleoflood, and regional information into flood-frequency analyses. The sites were chosen because published historical or paleoflood data were available for them and because of their geographic diversity and unique characteristics, some of which highlighted issues such as autocorrelation, change points, trends, outlier peaks, or short periods of record.

Limitations of Analysis

This report describes methods and illustrates their use through their application to selected sites. Some subjectivity is inherent in assessing the validity of historical and paleoflood data and in incorporating thresholds for missing periods during the systematic record and for paleo periods. Local or regional experts might make different choices when assessing these sites. In addition, flood-frequency analysis under nonstationary conditions is an active area of research, and many suggested methods are not yet able to be incorporated into currently available software or cannot incorporate historical or paleoflood data. Therefore, the flood-frequency results reported here should not be considered definitive for design purposes at any of these sites. The flood-frequency results are described as case studies to indicate that these studies are examples of using state of practice techniques to assess nonstationarity and to better characterize very low AEPs.

Literature Review of Stationary and Nonstationary Flood-Frequency Analysis

An important consideration for any flood-frequency analysis is whether a hydrologic system meets the assumption of stationarity underpinning flood-frequency analysis. Stationarity is a statistical concept meaning the underlying distribution of a process does not change when shifted in time. In the context of streamflow, stationarity means that flows vary within a particular window of variability around a long-term mean.

Milly and others (2008) concluded that the assumption of stationarity in water resources is “dead” because of anthropogenic changes to Earth’s climate and has long been compromised because of anthropogenic disturbance to the landscape. However, Villarini and others (2009, p. 1) stated that it is “easier to proclaim the demise of stationarity of flood peaks than to prove it through analyses of annual flood peak data.” The stationarity issue is not limited to anthropogenic change though. A system can exhibit long-term “excursions,” such as a multidecadal drought that may be part of the system’s natural variation about a mean, but that excursion may be difficult to distinguish from an anthropogenic change that altered the system (Cohn and Lins, 2005). Methods have been developed to treat hydrologic time series with these excursions as scaled stochastic processes (Hamed, 2008; Koutsoyiannis, 2003; Koutsoyiannis, 2006). In other cases, it has been shown through tree-ring proxy records that some hydrologic regimes have likely never been stationary and that many records of hydrologic observation are too short to be representative of the long-term properties of the systems (Razavi and others, 2015). Flood-frequency analysis of nonstationary peak flows is an area of active research without a clear path forward if one declares the stationarity assumption cannot be used. The following literature review discusses tools available to detect individual nonstationarities, identifies possible attributing factors, and reviews efforts to include external information for detection of nonstationarities. The review contributes to the understanding of underlying causes of nonstationarity and potential ways to address nonstationarities, while showing that the problem is not easy to address.

Flood-Frequency Analysis Background

Around the late 1800s, the United States began to establish an extensive streamgaging network, today (2020) known as the USGS Streamgaging Network, with the first
gaging station constructed in 1889 along the Rio Grande (U.S. Geological Survey, 2014). As the accumulation of streamflow data grew, so did the need for a nationwide standard for analyzing the data and determining flood frequencies. Fuller (1914) published the first method to estimate flood frequencies nationwide. It was an innovative approach in that it used principles of probability; however, the method assumed flood frequencies could be calculated from short peak-flow records provided one had records from several streams (Rumsey, 2015). Fuller’s work was improved upon by Hazen (1930) with technical refinements and a discussion of how flood-frequency analysis could be applied to understanding the risk associated with flood protection, such as levees (Rumsey, 2015). Initially, flood-frequency analysis was completed by private entities, but the Government increasingly became involved in flood protection and floodplain management and, therefore, had a growing interest in flood frequency. The USGS published a Water Supply Paper on flood magnitude and frequency in 1936 (Jarvis, 1936). Over the next 30 years, there was a growing interest in flood insurance and flood-loss control (Rumsey, 2015). In a 1966 U.S. Government report by the U.S. Task Force on Federal Flood Control Policy, President Lyndon Johnson’s letter of transmittal to the U.S. House of Representatives stated, “...a Great Society cannot rest on the achievements of the past. It must constantly strive to develop new means to meet the needs of the people... The task force report lays stress on actions which can and should be immediately undertaken—To improve basic knowledge about the flood hazard...” (U.S. Task Force on Federal Control Policy, 1966, p. III–IV). To improve flood hazard knowledge, the report recommended specific actions, including that “a uniform technique of determining flood frequency should be developed by a panel of the Water Resources Council” (U.S. Task Force on Federal Control Policy, 1966, p. 1). The Water Resources Council Hydrology Committee’s work resulted in a 1967 publication of a report titled “A Uniform Technique for Determining Flood Frequencies,” known as “Bulletin 15” (Water Resources Council, 1967). Since then, this Bulletin has been revised several times (Bulletin 17, U.S. Water Resources Council, 1977; Bulletin 17A, U.S. Water Resources Council, 1976; Bulletin 17B, Interagency Advisory Committee on Water Data, 1982; and Bulletin 17C, England and others, 2019), and software has been developed to assist with analysis (England and others, 2019; Flynn and others, 2006). In the most recent Bulletin (Bulletin 17C; England and others, 2019), as with the previous bulletins, the flood-frequency methods rely on the assumption that the data are stationary, independent and identically distributed, and lack any short- or long-term persistence (STP or LTP; serial or autocorrelation of values in the time series with lags greater than 1 year). For some basins, these assumptions hold true, and the methods suggested in Bulletin 17C are sufficient; for others, the methods suggested in Bulletin 17C may result in incorrect conclusions. As more information becomes available through historical and paleoflood records, there have been questions about whether the hydrologic system ever was stationary and if some apparent nonstationarities are simply the result of LTP or autocorrelation (Cohn and Lins, 2005).

Nonstationarity, as discussed in this report, refers to peak-flow distributions with either gradual or abrupt changes in mean, variance, or both. Individual nonstationarities may be attributed to one source (for example, either regulation, land-use change, or climate) but often are the result of a mixture of those sources (Vogel and others, 2011), making detection difficult.

The difficulties associated with detection and attribution of nonstationarities have prompted much research. Review papers and workshop discussions are available and serve as guides to help determine the best methods for detecting nonstationarities and to offer suggestions on potential causes for nonstationarities detected (Kundzewicz and Robson, 2000, 2004; Olsen and others, 2010; Working Group 4 Flood Frequency Estimation Methods and Environmental Change, 2013). Software tools have been created that incorporate several well-known tests used for determining abrupt or gradual changes that make detecting nonstationarities quicker, easier, and more consistent. These software tools are publicly available, such as the U.S. Army Corps of Engineers (USACE) Nonstationarity Tool (Friedman and others, 2016; U.S. Army Corps of Engineers, 2016), TREND software (Chiew and Siriwardena, 2005), and change-point analysis add-on packages for the statistical analysis software R (R Core Team, 2019), such as changepoint (Killick and Eckley, 2014), ecp (James and Matteson, 2014), and cpm (Ross, 2015). Other resources, such as websites like The Changepoint Repository (Killick and others, 2012b), have been created to aid analysts in locating references to techniques and methods related to nonstationarity. These are just some of the many resources available to those inquiring about nonstationarities in their streamflow records and how to deal with them.

Nonstationarity Detection

Consideration of nonstationarity in flood-frequency analysis starts with selecting an appropriate nonstationarity-detection method and determining the cause of detected nonstationarities. Selecting an appropriate detection method involves a thorough understanding of the data being analyzed; this understanding is gained by examining the data for autocorrelation, LTP, seasonality, independence, or non-normalities (such as skew; Kundzewicz and Robson, 2004). Method selection also requires a clear understanding of the type of nonstationarity of interest, whether looking for a nonstationarity in the mean, median, variance, or other parameter defining the peak-flow distribution, or attempting to locate a nonstationarity in the form of a gradual trend. Specifically, a detected nonstationarity in the underlying distribution could be the result of a change in the distributional parameters or of changing
from one distribution to another (Friedman and others, 2016). Even with a variety of available detection methods, it can be difficult to detect nonstationarity in peak-flow series.

Traditionally, nonstationarity-detection methods have tested time series for trends, abrupt changes in the mean or variance, or changes in frequency (He and others, 2013). Tests for abrupt changes in higher-order statistics, or higher moments, of statistical distributions (such as skew, the third moment about the mean, or kurtosis, the fourth moment about the mean) exist (He and others, 2013) but are less apt to be examined because changes in the mean are sensitive to changes in skew and skew and kurtosis are functions of both mean and variance (Abramowitz and Stegun, 1965). Many change-point methods that identify abrupt nonstationarities search for a change in the mean (Friedman and others, 2016, 2018; Ryberg and others, 2020). These generally do not work well for peak flow because of skew in the data, and change-point tests for changes in the median can be more successful (Ryberg and others, 2020).

The relation between streamflow and certain climatic factors (temperature and precipitation) can further complicate analysis because nonstationarities detected in temperature or precipitation may not be reflected in the peak-flow series (Hirsch, 2011). Extreme caution is advised when reporting on or using detected nonstationarities without a clear understanding of what caused the nonstationarity. Attributing a nonstationarity to regulation or land-use changes may be easier than climate and even easier than attributing it to a mixture of regulation and land-use change with climate.

Autocorrelated (or serially correlated) peak-flow series have persistence or memory in that each peak is not a random process but is related to one or more of the previous peaks. Change points, or step trends, are abrupt changes in distributional parameters of a time series defined by a particular statistical distribution or are abrupt changes in median or scale in a series of unknown statistical distribution. Trends are gradual increases (or decreases) in peak flow over time and are a violation of the assumption of independent identically distributed observations. Flood-frequency analysis is based on the assumption of independent, identically distributed observations. Autocorrelated series, series with change points and series with trends, violate this assumption and are therefore nonstationarities.

Analysis Tools

Publicly available tools to assist with detecting nonstationarities in time series datasets include the USACE Nonstationarity Detection Tool (U.S. Army Corps of Engineers, 2016), TREND software (Chiew and Siriwardena, 2005), and a series of R packages and functions. These tools ensure methods for detecting nonstationarities remain consistent at differing locations and with different datasets. Each tool implements a variety of nonstationarity-detection methods to aid the user, but each tool also requires that the data satisfy certain assumptions. Findings of a statistical nonstationarity should be supported by documented changes to the hydrologic system such as regulation, land-use change, or significant climatic events.

U.S. Army Corps of Engineers Nonstationarity Detection Tool

The USACE Nonstationarity Detection Tool is intended to aid users in assessing the stationarity of streamflow records in support of planning and engineering decision making (Friedman and others, 2016, 2018). The tool has been designed to produce consistent results across different locations and to be more convenient to apply than the TREND Tool or R packages (although the Nonstationarity Detection Tool itself is based on underlying R packages). The USACE Nonstationarity Detection Tool does not require the user to input time-series data (the user selects from a preset menu of individual USGS streamgages). Application of the tool is restricted to streamgages with at least 30 years of peak-flow records (the tool will automatically identify streamgages with sufficient record length). These features may make the tool convenient for novice users but also make the tool restrictive to specified USGS streamgage locations. The tool implements 12 statistical methods for nonstationarity detection that include parametric (based on estimates of distributions parameters) and nonparametric (making no assumptions about a particular distribution) approaches, gradual changes or abrupt change points, single/multiple change points, change points in the mean/variance/distribution, and a test for serial correlation that, depending on the result, further limits the options available (Friedman and others, 2016). The restrictions associated with the USACE Nonstationarity Detection Tool enforce consistent nonstationarity detection at different locations and support acceptance of the tool as meeting the guidelines for certain Federal agencies (Friedman and others, 2016).

The TREND Tool

The TREND Tool was developed in Australia for use by hydrologists, scientists, and consultants to aid in detecting trends, change points, and randomness in the data. The TREND Tool not only detects trends, as the name implies, but also detects abrupt changes in annual streamflow and precipitation and includes a test for serial correlation. The TREND Tool implements methods from Grayson and others (1996) and Kundzewicz and Robson (2000). Like the USACE Nonstationarity Detection Tool, the TREND Tool provides methods for detecting nonstationarities. The TREND Tool can be considered more flexible than the USACE Nonstationarity Detection Tool because it allows the user to input their own time-series data. Allowing user data requires more preprocessing, but also allows greater flexibility in the locations analyzed and input data type. However, allowing the user to input time-series data requires an understanding of the minimum length of record and continuity of record required for each method. Like the USACE Nonstationarity Detection Tool, the TREND Tool includes parametric and nonparametric approaches for
detecting gradual/abrupt nonstationarity in either the mean or variance. The TREND Tool tests for detecting a gradual nonstationarity are like those of the USACE Nonstationarity Detection Tool, but tests for detecting an abrupt nonstationarity differ between the two. The TREND Tool implements more parametric tests than nonparametric tests for abrupt changes compared to the USACE Nonstationarity Detection Tool. The TREND Tool can optionally resample the data (that is, randomly select a subsample of user-specified size) and report the associated test statistic and critical values after resampling. Resampling is beneficial when working with skewed data, as annual maximum streamflow data are often skewed. However, the added flexibility of resampling the data requires the user to understand how to interpret the reported results. In addition, the last update for TREND was February 2005, meaning the tool’s methods are no longer maintained or updated, which may eventually make the tool obsolete.

R Packages for Nonstationary Detection

R is an open-source programming language and environment for statistical computing and graphics (R Core Team, 2019). R packages are groupings of R functions (a piece of code that are capable of accepting user-defined arguments/parameters and returning one or more values), compiled code, and sometimes data. Source code and precompiled binaries for the R environment, as well as many contributed packages, are freely available. Using R packages and functions related to detecting nonstationarities require the user to be familiar with R and the characteristics of the data because it is up to the user to select an appropriate R package and function. The variety of R packages and functions available, as well as the choice of argument/parameters input to the functions, makes their use more flexible than the USACE Nonstationarity Detection Tool and the TREND Tool but also requires the user to have a better understanding of the different requirements and assumptions of each method (R package or R function) used. For example, the USACE Nonstationarity Detection Tool and the TREND Tool have a finite list of methods (with predefined arguments or parameters), so the user can identify properties of the data and then eliminate those methods that do not fit the properties, whereas with R packages and functions there is a larger set of methods available.

Some R packages used to detect nonstationarities include changepoint, ecp, cpm, and bcp. The changepoint package uses a series of computationally intensive algorithms (binary segmentation, segment neighborhood, and pruned exact linear time algorithms) that provide the user flexibility in selecting the type of change point (such as mean or variance), number of change points (single or multiple), and type of test statistic (assumed distribution, parametric, or distribution-free, nonparametric, method) (Killick and Eckley, 2014). The changepoint package is applicable to independent observations (an assumption sometimes violated by peak-flow series); however, the theory behind the implementation can allow for some types of serial dependence (James and Matteson, 2014; Killick and others, 2012a). The ecp package detects any type of distributional change in univariate or multivariate time series, also operating under an assumption that observations are independent over time (James and Matteson, 2014). The distributional changes detected by the ecp package include changes in distribution parameters and the actual probability distribution form (mathematical definition). The cpm package (Ross, 2015) provides “computationally efficient” methods for detecting single or multiple change points in the mean or variance of univariate, independent identically distributed sequences (conditional on the change points). The bcp package (Erdman and Emerson, 2007) accomplishes the Bayesian change-point analysis implementing methods of Barry and Hartigan (1993). Frequentist methods for change-point analysis estimate one or more specific locations for change points in a series, and this Bayesian method provides the distribution of the probability of a change point at each location in the series (Erdman and Emerson, 2007). This method assumes that the probability of a change point at a specific position, i, is independent at each i (Barry and Hartigan, 1993; Erdman and Emerson, 2007).

Many of these R packages assume the data are independent. Autocorrelated peak-flow series have persistence or memory, and this violates the assumption of independent identically distributed observations. How much correlation is too much is difficult to define; however, the degree of autocorrelation at a site is an important part of understanding the hydrology of a site and a part of the initial data analysis that should precede any flood-frequency analysis. The autocorrelation function (acf) in R (R Core Team, 2019) computes lagged correlations and generates plots that indicate, if present, autocorrelation and lags. The R package randtests (Caeiro and Mateus, 2014) provides functionality for several hypothesis-based tests for randomness in data.

A series of packages and functions are also available to test for monotonic trends in peak-flow time series. Trends can be detected using a variety of methods, including the Mann-Kendall test for monotonic trend (MKT), a nonparametric test of a monotonic trend based on Kendall’s tau (Kendall, 1938), implemented in the R package EnvStats (Millard, 2013). If a series is autocorrelated or contains change points, this is a violation of the assumptions of independence and identical distribution underlying the MKT. The variance of the MKT statistic increases with increased autocorrelation (Yue and others, 2002), and the p-value (attained significance level) calculated is not correct if the underlying assumptions are violated. Many extensions of the MKT have been implemented to adjust for STP or LTP in trend analysis. The function mkTrend in the fntune package (Santander Meteorology Group, 2012) implements a modified MKT with variance correction based on Hamed and Rao (1998) and adjusted for effective sample size on the basis of Yue and Wang (2004). The function zyp. trend.vector in the zyp package (Bronaugh and Werner, 2013) can accomplish modified-MKT analysis using two different prewhitening methods (methods that filter the data to make it free of autocorrelation; Zhang’s method described in Wang and Swail [2001] or the method of Yue and others [2002]).
MannKendallLTP function of the HKprocess package (Tyralis, 2016) applies the MKT under the scaling hypothesis (a way of modeling climatic variability; Hamed, 2008). The TheilSen function in the openair package (Carslaw and Ropkins, 2012) has an option to consider autocorrelated data using block bootstrap simulations (Kunsch, 1989).

The availability of tools such as R packages, the USACE Nonstationarity Detection Tool, and the TREND Tool assists the user by providing a more consistent framework for nonstationarity analysis, as well as reducing computational demands on the user. The statistical detection of a nonstationarity, however, does not imply one exists, but that there is merely evidence one may exist. Evidence of a nonstationarity can be supported by documented changes to the hydrologic system such as regulation, land-use change, or climatic events.

Factors that Contribute to Nonstationarity

Determining the cause of a detected nonstationarity is a way to validate if it exists and increases the reliability of extending flood-frequency estimates to extreme flooding events. Broadly, nonstationarities have been attributed to regulation, land-use change, and climate variability and change. Ryberg and others (2020) test the ability of change-point methods to detect known changes in regulation; however, they also show that change-point methods can detect statistical anomalies in randomly generated data.

Regulation

Attributing nonstationarity to regulation tends to be easier than attributing it to land-use or climate change because the construction and completion dates and location of the regulation structure(s) can be clearly identified. Oftentimes nonstationarity, resulting from regulation, can be detected through data analysis because regulation tends to dampen the streamflow record, reducing the variability in annual streamflow events (Asquith, 2001). This dampening effect on the streamflow record affects the flood-frequency distribution. However, estimating this flood-frequency distribution can be difficult because the frequency of inflows is not directly related to the frequency of flow downstream from the reservoir because downstream flows are determined by reservoir and outlet structure size, time of flood wave arrival, release capacity and outlet structures, and operation guidelines (Ayalew and others, 2013).

The extent to which a stream is regulated can vary from small agricultural dams to major structures intended to moderate downstream flows and protect downstream communities. In a study by Ayalew and others (2017), the effect of 133 small dams (storage capacities ranging from 19 to 12,640 acre-feet) throughout a 255-square-mile drainage basin in Iowa reduced peak flow (compared to unregulated peak flow) for AEPs between 0.5 and 0.001. This result indicates that the effect of small dams on flood frequencies can be significant even at lower AEPs. Specifically, when looking at reservoirs, Ayalew and others (2013) determined that reservoirs have the potential to reduce peak flow for low AEP events up to a point, and at this point, differences in regulated and unregulated streamflow become negligible. For larger structures, such as those built to accommodate low AEP floods, the effects of regulation on streamflow statistics are much more visible. Oftentimes, large regulation structures reduce the magnitude of floods, resulting in a decreased AEP for a particular flood magnitude. A study comparing preregulated and postregulated flood frequencies at four streamgages in the Delaware and North Branch Susquehanna River Basins showed annual maximum postregulation streamflows for a flood with an AEP of 0.01 had been reduced by 20 and 60 percent at two streamgages, whereas negligible increases or decreases occurred at the other two streamgages (Roland and Stuckey, 2007). The lack of change in two of the streamgages was attributed to the attenuation of a series of smaller upstream regulation structures and the short period of record used for analysis (Roland and Stuckey, 2007).

Similarly, when looking at regulation effects on the 100-year flood (AEP of 0.01), the Howard Hanson Dam constructed on the Green River decreased the magnitude of the 100-year flood from around 28,000 cubic feet per second (ft³/s) to around 14,500 ft³/s (Dinicola, 1996). Not all regulation structures are designed to handle a 100-year flood, and consideration needs to be given to the design capacities and operating criteria of different structures when analyzing flood frequencies. Once a dam (or regulation structure) is breached, the flood-frequency curve is assumed to follow the curve of the natural streamflow regime (before regulation); however, given the lack of such large flooding events, it is difficult to provide evidence for this. Flows large enough to cause failure are rare, given most major structures have been designed over the last century and have yet to see a flood near the probable maximum flood (PMF, a hypothetical flood generated by the probable maximum precipitation event for drainage area upstream from a site; Prasad and others, 2011). However, a few notable dam breaks in the United States include the South Fork Dam in Pennsylvania (1889), a tailings dam in West Virginia (1972), Teton Dam in Idaho (1976), Kelly Barnes Dam in Georgia (1977), and more recently the Lake Delhi Dam breach in Iowa (2010) (FEMA, 2016). These dam breaks remind those downstream from the dams of the devastating effects a large flood event (or degrading dam structure) can have on downstream communities (FEMA, 2016). Ideally, the use of two flood-frequency curves would be used for regulated streams, one for regulation (up to designed flood protection) and one for natural flow (once flows have exceeded design criteria). To more accurately assess the probability of large flooding, Greenbaum and others (2014) used only the unregulated portion of the recorded streamflow data, along with historical and paleoflood data, thus eliminating the effects of regulation and land-use change.

In general, for commonly reported AEPs (great than or equal to 0.01), the effects of regulation may be quite visible in a flood-frequency analysis completed for a series of peaks with preregulated and postregulation peaks. However, for
lower-frequency (AEPs less than 0.01) floods in a series of peaks with lower AEP preregulated and postregulation peaks, the effects of regulation may not appear to make a difference in the AEP estimates of interest because the regulation structures may not be able to detect a very low AEP flood.

Land-Use Change

For low AEP events, the effects of land-use change on peak flows may not be as apparent as regulation effects because the effect of land cover on peak flows for large floods is reduced. Relating land-use changes to changes in flood frequency can be much more difficult than relating regulation changes to changes in flood frequency because the exact location, extent, and timing of land-use change may not be clear. Additionally, land-use change can take on multiple forms such as urbanization, agricultural drainage, municipal water-use changes, or other vegetation changes. When looking at changes that are not as direct as regulation, but instead may involve gradual change such as land-use changes or atmospheric processes, attribution to regional land-use or climate changes may more appropriately reflect an apparent nonstationarity (Viglione and others, 2016). Recently, the National Land Cover Database covering the conterminous United States has been used to analyze land-cover changes over 10 years at a 30-meter resolution (Homer and others, 2015). Over the 10-year period (2001–11) land cover changed by 2.96 percent, of which 0.3 percent was an increase in urban area (an additional 20,296 square kilometers; Homer and others, 2015). Notable changes in land-use presented through the National Land Cover Database emphasize how rapidly various vegetative covers change and provide valuable data for flood-frequency analyses that consider land-use effects on streamflow.

Besides being able to quantify the extent of a land-use change, it also is important to understand how that a specific land-use change (such as reforestation, conversion of grassland to cropland, or urbanization) interacts with the hydrologic system. A study of the Ganaraska River Basin in southern Ontario, Canada, by Buttle (2011) found that changes in basin vegetation, such as reforestation of an area, potentially altered the extent or size of the peak flows more than the timing of peak flows. A study looking at the effects of urbanization on streamflow trends in the Milwaukee, Wisconsin, metropolitan region found that a complex mix of global and regional climate and land-use changes (urbanization), resulted in changes in streamflow trends (Yang and others, 2013). A study of streamflow trends in the Tarim River Basin in Xinjian, China, found that irrigation and domestic water use led to a downward trend in streamflow even when considering the effects of climate variability (Tao and others, 2011).

It may be difficult to distinguish between streamflow changes occurring because of land-use change from those occurring because of climate variability or a combination of both. Therefore, to assess land-use change and its effect on streamflow, studies often include a control basin with little to no land-use change and compare it with a similar (nearby) basin that has experienced notable land-use changes. An analysis of 145 long-term streamgage records (greater than 50 years) across Canada showed that basins with notable land-use change tended to have more abrupt changes in peak flow than basins with minimal regulation, minimal land-use change, or both (Tan and Gan, 2014), indicating that land-use changes played a bigger role than climate change. Vogel and others (2011) looked at decadal flood magnification factors (ratio of T-year flood in a decade to the T-year flood today, where T is the threshold return period) for sites classified as pristine, that is with minimal anthropogenic effects, and found that the magnification factors were much lower in pristine sites compared to regulated and unregulated sites. Results from the Vogel and others (2011) study indicate the current 100-year flood may become more prevalent because of a variety of factors inducing nonstationarity in the streamflow regime (land-use change in combination with regulation, water use, and climate variation).

Climate Variability and Change

Despite the general associations between climate and streamflow, attributing nonstationarities to climate effects for specific locations and periods can be challenging. Natural climate variability can encompass highly variable conditions, nonstationarities, and long-term climatic persistence (Vecchia, 2008; Ryberg and others, 2014, 2016; Razavi and others, 2015; Kolars and others, 2016), whereas climate change is driven by anthropogenic forcing of the climate, such as intensification of the hydrologic cycle or increases in temperature. Detecting a climate signal in a set of streamflow data can be difficult given the detected change could be the result of a combination of natural climate variability and various anthropogenic causes. In addition, the lack of long streamflow records (greater than 100 years) reduces the ability to relate nonstationarities detected in the streamflow record to climate (Villarini and Smith, 2010; Dutta and others, 2015). Kundzewicz and Robson (2004) suggested a minimum record of 50 years be used when attempting to look at nonstationarities in streamflow attributed or partly attributed to climate. Grouping nearby streamgages may help compensate for a short record and help examine the extent of a climate signal because a group of streamflow records all exhibiting a similar nonstationarity further supports climate as the main driver compared to other anthropogenic affects (Kundzewicz and Robson, 2004).

Several studies over portions of North America found an abrupt change in climate or streamflow around the 1970s (McCabe and Wolock, 2002; Villarini and others, 2009; Armstrong and others, 2012; Mazouz and others, 2012; Sagarika and others, 2014; Tan and Gan, 2014; Kolars and others, 2016; Ryberg and others, 2020). Studies noting an abrupt change in climate could provide validation for detected nonstationarities in streamflow. Certain climate patterns such as the Pacific Decadal Oscillation and El Niño Southern
Oscillation have also been related to changes in flood frequency and magnitude (Redmond and others, 2002; Benito and others, 2004; Wirth and others, 2013; Merz and others, 2014; Nazemi and others, 2017). A study looking at 20th century streamflow patterns over the Canadian Prairies found a relation between Pacific Decadal Oscillation and annual mean streamflow (Nazemi and others, 2017). Another study looking at 20th century streamflow patterns over North America and Europe found that for major flood events (25–100-year return period; AEPs of 0.04–0.01) there was a significant relation between the frequency of annual floods and the Atlantic Multidecadal Oscillation (Hodgkins and others, 2017).

Natural long-term hydroclimatic persistence in association with anthropogenic changes can further complicate clear attribution of detected nonstationarities in the streamflow record to climate. Villarini and others (2009) found that LTP, identified through the Hurst parameter (a measure of LTP), could be detected as a nonstationarity, but upon closer inspection, they found many of those sites flagged as having LTP were actually affected by noted human influences. Villarini and Smith (2010) found that human-induced climate change was not related to increased peak flows. A study by Lang and others (2006) examined 192 streamflow records, each with a minimum record of 40 years, and found no clear relation between climate change and streamflow frequencies, whereas Mallakpour and Villarini (2015) suggested the increased frequency of flood peaks were the result of changes in seasonal rainfall and temperature across the United States.

Long-Term Climate and Land Changes

Similar to the lack of effect that regulation and land-use change may have on low AEP floods, apparent variability in climate (and associated nonstationarities) may also fade out when considered over a much longer period because climate trends may be part of a much longer cycle (Razavi and others, 2015; Stoa, 2015). In addition, by looking beyond the century-scale analysis of extreme events, a more accurate estimate can be made about what extremes the hydrologic system is capable of (as intended to be indicated by the PMF) and the climatic conditions (for example, transitions between cool and warmer climates) that tend to produce extreme events. When looking at climate variability over the last few million years, (Quaternary Period, 2.58 million years, or 2.58 megayear [Ma] to present [2020]), there have been multiple ice ages resulting in glaciation of large areas of North America (Fulton, 1989).

Specifically, over the last 0.78 Ma known as the Brunhes Chron (a polarity chron or a subdivision of geological time based on constant polarity of the geomagnetic field) (Allaby, 2008), two large glaciations (Wisconsin, 0.09–0.01 Ma and Illinois, 0.32–0.13 Ma) are presumed to have covered most (if not all) of Canada, extending into portions of the United States and potentially resulting in the maximum extent of glaciation during the Quaternary Period (Barendregt and Irving, 1998; Fulton, 1989). In between these two glaciations was a glacier-free period (Sangamonian, 0.13–0.09 Ma), emphasizing the extent of climatic variability during the Brunhes Chron (Barendregt and Irving, 1998; Fulton, 1989; Rocky Mountain National Park, [n.d.]). Even though it is speculated that the largest extent of glacier coverage during the Quaternary Period was within the Brunhes Chron, there is still evidence of a series of smaller glaciers covering disjoint portions of North America dating back to 2.58 Ma (Matuyama Chron, 2.58–0.78 Ma), showing the dynamic formation, ascent, and retreat of glacier coverage over North America in response to climatic variability (Barendregt and Irving, 1998).

Consequences of this dynamic glaciation are changes in topography (creating features like the flat Red River of the North “Valley” of the north-central United States, which is actually the bed of a glacial lake; U.S. Environmental Protection Agency, 2013), soil structure (loess, coarse, and fertile farmland), hydrology (new waterbodies, new riverways, and potentially different directions of flow; for example, rivers that tended to flow north may flow south), and vegetation. Glaciation wipes the slate clean and reworks the land and, in turn, its hydrology to form an entirely new system that behaves differently but still experiences seasonal periods of warming and cooling in response to Earth’s tilt and orbit. The extent of this warming and cooling can be extreme when looking at the past million years, and the cause is not well understood; at best, it can be attributed to climate variability. Hence, nonstationarity in the climate over the last million years is evident, but determining shifts in the climate (nonstationarities) at much smaller scales can prove challenging. Flood-frequency estimates based on a static record typical of what is available to analysts may be in a constant state of change, whether the change is gradual (taking place over thousands of years) or abrupt (change points).

Including External Information

One possible way to better estimate the distribution parameters for a flood-frequency distribution and improve estimates of confidence intervals for the tails of the distribution is to extend the systematic record used for flood-frequency analysis to include historical or paleoflood peaks or regional information (England and others, 2019). Each type of additional information has special characteristics because the way they are collected or calculated. The implications of the addition of this information need to be understood to make decisions about whether or not to include them and to understand their effect on AEP estimates.

Historical and Paleoflood Data

Historical denotes data that were collected at the time the event was occurring through human observation, whereas paleoflood data are based on geologic and physical evidence such as geomorphic, sedimentologic, stratigraphic, and dendrochronologic (tree-ring evidence; England and others, 2019; Redmond and others, 2002). The longer the period of record,
the more robust the flood-frequency curve; however, most extensions of a streamflow record are not continuous and tend to capture only extreme events such as large floods or droughts (Razavi and others, 2015).

When considering longer streamflow records (even with large gaps), detected nonstationarities, whether gradual or abrupt, may change or cease to exist. In addition, the extent with which to extend the streamflow record (100-year, 1,000-year, or 10,000-year record) for the purpose of developing a comprehensive flood-frequency curve that considers every extreme of the system (maximum flood or droughts) is unknown (Razavi and others, 2015). Given that historical and paleoflood data are sparse, the general attitude is to use what is available; therefore, historical and paleoflood peaks used in a single study may come from a variety of sources. Incorporating such data can be difficult given the wide variety of forms the data come in (point and interval estimates, threshold values, or censored values) and the uncertainty associated with each record.

Some of the more common methods for incorporating historical and paleoflood data are maximum likelihood estimators, the Expected Moments Algorithm (EMA), and Bayesian methods (O’Connell and others, 2002). Guidelines to incorporate historical, paleoflood, and regional data into flood-frequency analysis in the United States have been standardized through Bulletin 17C (England and others, 2019), using EMA, which had the same power as the maximum likelihood estimation method without the numerical estimation challenges related to the maximum likelihood function (Benito and others, 2004; Filliben and Heckert, 2012). Bulletin 17C EMA methods have been implemented in the flood-frequency analysis software PeakFQ (Flynn and others, 2006; Veilleux and others, 2014) and the USACE Hydrologic Engineering Center’s Statistical Software Package (HEC–SSP; Bartles and others, 2016). Software such as FLDFRQ3 and PeakfqSA can incorporate historical and paleoflood data into their flood-frequency analysis (Harden and others, 2011). FLDFRQ3 makes use of Bayesian and maximum likelihood estimation (MLE) methods, whereas PeakfqSA uses EMA and has the added capability of “top fitting,” which is an option to help reduce the effects of low flows and may create a more robust flood-frequency curve (Harden and others, 2011). FLDFRQ3 and PeakfqSA allow perception thresholds (Harden and others, 2011). The Bureau of Reclamation uses FLDFRQ3 in their flood-frequency analyses (O’Connor and others, 2014), whereas other Federal agencies such as the USGS use PeakFQ, which uses EMA (Veilleux and others, 2014).

Historical Data

A common source of historical data is the USGS PFF database that is available as part of the USGS National Water Information System at https://nwis.waterdata.usgs.gov/usa/nwis/peak (U.S. Geological Survey, 2017). Historical peaks are qualified with a peak qualification code of 7. Some code 7 peaks are used in this study. The use of code 7 to qualify peaks has not been consistent over time; therefore, some clarification is provided in the following paragraph.

The official definition for code 7 is that the “discharge is an historic peak” (Ryberg and others, 2017, p. 8; U.S. Geological Survey, 2017). This definition has caused some confusion over time in that “historic” means “famous or important in history,” such as a historic occasion, whereas historical means “concerning history or historical events,” such as in historical evidence (Oxford University Press, 2017). (A secondary issue in the USGS definition is that historic and historical both should be preceded by “a” rather than “an” because the “h” in historic is pronounced.) Thus, historical peak-flow data that should be qualified with a code 7 are those that provide historical evidence and are outside the systematic period of record. However, some USGS staff responsible for applying the qualification codes interpreted the “discharge is an historic peak” literally and coded the largest peak in the PFF as a code 7, historic, regardless of where it fell in the record, and nonsystematic peaks that should have been qualified with a code 7 were not. There has been an ongoing effort to correct these misinterpretations for all sites in the PFF; however, the official definition still uses the term “historic” (Ryberg, 2008; Ryberg and others, 2017). Throughout this report, we refer to the nonsystematic peaks as “historical” unless we are specifically mentioning their designation as “historic” peaks in the PFF or in flood-frequency analysis software that interprets those codes.

Paleoflood Data

Large floods can leave a mark on the landscape, and this evidence can persist for many thousands of years. Techniques have been developed to identify geologic and botanical evidence of previous floods and estimate their associated magnitudes and dates. Where robust paleoflood information is available, assessment of the uncertainty in flood-frequency estimates for extreme events can be substantially improved. O’Connor and others (2014) reviewed inundation hazards and approaches to geologic assessment for riverine floods, tsunamis, and storm surges and indicated that layered sedimentary deposits can provide records for large floods that may be preserved for hundreds to thousands of years, depending on the environment. Harden and others (2015) found evidence for three long-term flooding episodes in the stratigraphic record over the last 2,000 years in the Black Hills of South Dakota. Harden and others (2011) used the Black Hills stratigraphic record to incorporate paleoflood data into flood-frequency analysis and to provide better information about the physical basis for low-probability floods. Harden and O’Connor (2017), through stratigraphic analysis, found records of Tennessee River floods that extend back as far as 9,000 years ago. Recently updated Federal guidelines for determining flood frequency, known as Bulletin 17C, describe the incorporation of paleoflood and botanical information into flood-frequency analysis (England and others, 2019).
Use of Thresholds in Historical and Paleoflood Data

For years with missing data within the systematic record or for historical or paleo periods in which some flood information is known, perception thresholds may contribute to additional information about the frequency of large floods. These thresholds are used to describe knowledge about a particular year or series of years for which a streamflow value, $Q$, would have been observed or recorded if it has occurred. The lower bound of a perception threshold represents the smallest peak flow that would result in a recorded flow. For example, analysis of a source of paleoflood information, compared to the systematic record, may conclude that the source will reflect floods of a minimum magnitude; floods below the minimum magnitude may not be observable in the source. The upper bound of the threshold represents the largest peak flow that could be observed or recorded. Oftentimes, the upper bound is set to infinity because the upper bound may not be definitively known. Much greater detail about perception thresholds is provided in England and others (2019), including appendix 9, which has examples with data from streamgages and paleoflood estimates. As pointed out by Sando and McCarthy (2018), most peak-flow data have not been collected within a perception threshold framework, and specific protocols for defining and applying perception thresholds typically were not in place at the time the peak flows were recorded and electronically stored in a database. As a result, determining the appropriate thresholds for ungaged periods associated with some historical peaks can require considerable judgment (Parrett and others, 2011). When dealing with large historical peaks, one often sets the lower perception threshold for an ungaged period to the magnitude of the lowest historical peak within that period. Some peak flows, with a code of 7, indicate historical peaks might not satisfy the requirement for reasonable confidence of nonexceedance during an ungaged period; such peaks might be considered “opportunistic” peaks (collected for some opportunistic reason other than the fact that they were particularly large; Sando and McCarthy, 2018). If the peak is an opportunistic peak, it is not clear that its magnitude should be the lower perception threshold; therefore, the peaks should be excluded from the frequency analysis.

Extended records (using either historical or paleoflood data or both) do not always increase the flood magnitudes for the flood with an AEP of 0.01 or 0.002 but can instead offer a way to refine the flood-frequency distribution. A study on a portion of the Colorado River near Moab, Utah, showed that 0.01- and 0.002-AEP floods, estimated from the systematic record (unaffected by regulation and minimal land-use change), would produce flows of 2,730 and 3,185 cubic meters per second (m$^3$/s), respectively, whereas estimates of the 0.01- and 0.002-AEP floods, considering paleoflood data (dating back about 2,000 years), increased the 0.01- and 0.002-AEP floods by about 70–80 percent and 110–130 percent, respectively (Greenbaum and others, 2014). This difference became even larger when looking at the 0.0002-AEP flood, where the peak-flow estimate increased 180 percent using a gaged record and paleoflood data compared to only using the gaged record (Greenbaum and others, 2014). In addition, the paleoflood data revealed there were two extreme floods that exceeded the PMF (Greenbaum and others, 2014). Similarly, historical and paleoflood data for specific study locations in western South Dakota revealed much larger streamflow estimates for the 0.01- and 0.002-AEP events, with increases of as much as 130 and 140 percent, respectively (Harden and others, 2011).

To highlight the complexity of hydrologic systems, six of the study sites considered in the western South Dakota study were within 30 miles of each other; four of the study sites had increases in the 0.01- and 0.002-AEP flood estimates when historical and paleoflood data were considered; and the other two sites reported decreases of as much as 62 and 76 percent for 0.01- and 0.002-AEP floods, respectively (Harden and others, 2011). Additionally, several paleofloods considered in the study by Harden and others (2011) exceeded the bound of the regional envelope curve (where a regional envelope curve summarizes the limits of extreme floods in a region; Castellarin and others, 2005) developed by Crippen and Bue (1977), but none exceeded the bound of the national envelope curve. Another study over the Colorado River Basin in Arizona and southern Utah considered several thousand years’ worth of paleoflood data and found the upper bound of the regional envelope curve did not change (Enzel and others, 1993).

In a report published by the Bureau of Reclamation, it was noted that analysis of the Holocene Epoch (last 10,000 years) may be all that is needed to estimate a flood probability that that most resembles the present climate state (Swain and others, 2004). Several studies have pointed to a potential link between increased frequency in flooding and atmospheric global circulation patterns over portions of the Holocene Epoch, with one of the more well studied relations being drawn between the contemporary El Niño Southern Oscillation and flooding (Benito and others, 2004; Merz and others, 2014; Nazemi and others, 2017; Redmond and others, 2002; Wirth and others, 2013).

Including historical and paleoflood data can help establish if a site or region exhibits any nonstationarity in the streamflow record. Tree-ring analyses over the Canadian Prairie Provinces (dating back to the 1000s and 1300s) indicated the hydrologic system might have never been stationary and that what are often considered long records, about 100 years, may still fail to record long-term patterns in the hydrology of a stream or a region (Razavi and others, 2015). Overall, inclusion of historical and paleoflood data can refine the tails of the frequency distribution; potentially assist with the detection of nonstationarities; and validate any proposed PMF, envelope curve, or existing extrapolations of the systematic flood record.
Regional Data

Besides using historical and paleoflood data to extend hydrologic records, regional data can also be used with the intention of substituting space for time (Esalamian, 2014). When flood-frequency analysis is needed for a site with a short period of record or when very low AEPs are desired, it may be possible to transfer regional information to improve flood-frequency analysis.

Statistical methods for regional transfer are often used by Federal agencies (such as maintenance of variance extension [MOVE] and regional skew) and tend to assume a stationary system (Dawdy and others, 2012; England and others, 2019). When combining regional data with at-site streamflow data, the Bureau of Reclamation suggests the typical reliability of the AEP increases from 0.01 to 0.002 (Swain and others, 2004). A combination of regional and paleoflood data was noted to have a typical reliability of an AEP of $6.67 \times 10^{-5}$, and the addition of other regional datasets can increase the typical reliability of an AEP to $2.5 \times 10^{-5}$ (Swain and others, 2004).

Efforts to update regional skew estimates have been made on a state-by-state basis, but there is a lack of consistency in the type of data and methods used. A study looking at sites in Alaska and associated basins in Canada developed two new regional skew areas with a requirement that there be at least 25 years of streamflow data recorded for the streamgages used to define the areas (Curran and others, 2016). A study looking at sites in Arizona made use of two methods for estimating regional skew, one following methods in the USGS Water Supply Paper 2433 (Thomas and others, 1997) and another determined through a Bayesian generalized least squares analysis (Paretti and others, 2014). A similar study in Arizona developed a regional skew value for 1-, 3-, 7-, 15-, and 30-day daily mean streamflow nonexceedance probabilities (durations) using a hybrid weighted least squares/generalized least squares method and used a constant skew value for the entire state, which was unique to each of the nonexceedance probabilities (Kennedy and others, 2014). A study in California looked at updating regional skew values on the basis of Bayesian generalized least squares regression using streamflow records of 30 years or longer. The study also examined at-site skew and used EMA to fit the log-Pearson type III flood-frequency distribution (Parrett and others, 2011). The new methodology introduced in Parrett and others’ (2011) study identified a nonlinear function relating regional skew to mean basin elevation, reflecting the interaction of snow with rain. Regional generalized skew estimates were estimated from a variety of selection criterion (more than 25, 50, and 60 years of record) in an area encompassing portions of Massachusetts, Connecticut, and Rhode Island (Zarriello and others, 2012). Determining regional skew is a challenge; however, it is worth exploring in flood-frequency analysis because at-site flood-frequency analysis may be affected by outliers.
Regression Methods

Using regression methods (relating short-term peak-flow records to nearby long-term records) has also been suggested when incorporating regional data into flood-frequency analysis. In their simplest form, regression methods could be used to develop a prediction equation to predict one peak-flow record on the basis of another record. More advanced methods exist; specifically, Bulletin 17C suggests using the Maintenance of Variance Extension type III (MOVE.3) technique (Hirsch, 1982; Vogel and Stedinger, 1985), which is one of the several MOVE techniques that improve upon ordinary least squares by maintaining the variance of estimated data (Hirsch, 1982). The two main requirements when using the MOVE methods are having at least 10 years of concurrent data and a correlation coefficient, which exceeds a critical high value. An assumption of MOVE methods is a linear or log-linear relation between the short and long records over the entire record range of peak flows; often, this assumption holds true for streamgages in proximity (several miles) on the same reach, but can cause error when applied to gages not in proximity on the same reach or on different reaches where streamflow generation properties may vary (Eng and others, 2011). Zarriello and others (2012) noted that application of MOVE methods to multiple short-term streamgages in an area can improve regional skew estimates but may increase inter-streamgage correlation. A study looking at the entire United States found MOVE methods were just as useful as multiple linear regression methods for extending short streamflow records when it came to analyzing low flows (Eng and others, 2011).

MOVE methods have not been developed to address specific issues related to historical floods and paleofloods. With the development of EMA using the log Pearson Type III distribution (EMA–PE3) and its incorporation into readily available software, MOVE estimates should be expressed as interval estimates, not point estimates, because of the greater uncertainty associated with MOVE estimates as compared to gaged estimates of streamflow. However, development of MOVE methods has focused on producing point estimates (see appendix 8 of England and others, 2019, and appendix A of Parrett and others, 2011) because that is what could historically be incorporated into flood-frequency analysis.

In addition, regression-based MOVE estimates assume that the explanatory (predictor) variable (the observed flood at a site) is known without error (this is one of the assumptions of regression analysis; Neter and others, 1996). Fuzzy regression, where uncertainty can be incorporated in the explanatory and response variables (Buckley and Jowers, 2008), could be used to develop MOVE estimates from historical flood or paleoflood interval estimates, but that methods development, including the subsequent estimation of prediction intervals, has not been done yet. The Australian Rainfall and Runoff guidelines also use statistical methods for regional transfer and suggest the use of Bayesian generalized least squares regression, specifically looking at quantile or parameter regression techniques (Haddad and Rahman, 2012).

Regional Transfer

When flood-frequency analysis is needed for a site with limited information or when very low AEPs are desired, it may be possible to transfer regional information to that site to improve flood-frequency analysis. Statistical methods, such as regression methods discussed in the previous section, for regional transfer are often used by Federal agencies (MOVE, regional skew) and tend to assume a stationary system (Dawdy and others, 2012; England and others, 2019). A study by Lang and others (2006) found a bootstrap-based procedure described in Douglas and others (2000) worked best when it came to testing regionally meaningful change. Dawdy and others (2012) provided a brief review of regional flood-frequency methods that consider physical mechanisms, which produce floods such as the use of spatial power-law statistics (scaling). Merz and Blöschl (2005) looked at various flood-frequency regionalization methods and found that spatial proximity was a better predictor of regional flood frequencies than catchment attributes and that a method combining spatial and catchment attributes gave the best results.

Index Flood

The index-flood method, introduced by Dalrymple (1960), is one of the first regional flood-estimation methods implemented and has been used for a long time. The index-flood method is used to develop a frequency curve for catchments that lack enough streamflow data or are ungaged. The index-flood method is based upon the assumption that flood flows in a hydrologically similar region, when standardized by an appropriate index flood, are identically distributed. The “index flood,” usually the mean annual flood, scales the curve (Kjeldsen and Rosbjerg, 2002), and the method pools the data from stations within a defined region to estimate parameters for a dimensionless flood-frequency curve (Grover and others, 2002). The index-flood method was used for most of the regional flood-frequency analyses made by the USGS before 1965 (Riggs, 1982).

The index-flood method contains two major parts. The first is the development of a basic dimensionless frequency curve representing the ratio of the flood of any frequency to an index flood (the mean annual flood). The second is the development of relations between geomorphologic characteristics of drainage areas and the mean annual flood by which the mean annual flood is predicted at any point within the region. By combining the mean annual flood with the basic dimensionless frequency curve, a regional frequency curve is produced (Malekinezhad and others, 2011).

The index-flood method achieves the general purposes of a regionalization by relating the position of the frequency curve on the streamflow scale to basin size and by averaging the shapes of the individual curves. The method provides...
satisfactory results in many regions and is simple to implement. The results are easy to apply to ungauged areas because usually only drainage areas need be measured (Riggs, 1982). It has been noted in Dawdy and others (2012) that the index-flood method does not work well for larger drainage areas and that a single nondimensional flood-frequency relation does not generalize well to such drainages. The index-flood method is still used as noted in Brath and others (2001), Grover and others (2002), Javelle and others (2002), Malekinezhad and others (2011), Portela and Dias (2005), and Smith and others (2015).

A new method termed a probabilistic regional envelope curve (PREC) is based on the index-flood method (Dalrymple, 1960) and requires the method to be used over a homogeneous region (Castellarin and others, 2005). A study over parts of Australia found that when records were reasonably long (greater than 60 years), there was little difference between traditional flood-frequency analysis and PREC methods when estimating a 100-year flood. However, in this same study, 60–74 percent of streamgages showed a significant change in the 100- and 1,000-year flood when comparing traditional and PREC flood-frequency analysis. Others have used the PREC methods to modify distribution functions and, as a result, improve at-site flood-frequency analysis.

Although there may be difficulties using historical or paleoflood information regionally, the additional information is valuable when it comes to developing regional index flood distributions (Jin and Stedinger, 1989). A study analyzing regional flood frequency in Slovakia and the South of France found inclusion of historical data, using a likelihood formulation combined with a Bayesian Markov Chain Monte Carlo algorithm for determining regional distribution parameters, significantly reduced the confidence intervals of regional flood quantiles (Gaume and others, 2010). The extension of paleoflood data (specifically tree scarring) to regional analysis was also found to be a promising approach for some regions (Ballesteros Cánovas and others, 2011). Hosking and Wallis (1986) found that paleoflood information was useful for at-site flood-frequency analysis, but when incorporated into a regional flood-frequency analysis, the effect was minimal.

Region-of-Influence Approach

The region of influence (ROI) approach is an alternative methodology for using information transfer from surrounding stations to inform the at-site estimation of extreme flows. This method, proposed by Burn (1990a, b), used concepts suggested by Acreman and Wiltshire (1987) that involve nonfixed regions. It is considered a homogeneous region delineation method (Gado and Nguyen, 2016).

Traditionally, the delineation of regions relied on geographic, political, administrative, or physiographic boundaries. The resulting regions were assumed to be homogeneous in terms of hydrologic response, but this cannot in general be guaranteed, particularly if the spatial variability of the physiographic and hydrologic characteristics is large (Zrinji and Burn, 1996).

With the application of the ROI method, unique equations are developed for each ungauged site and AEP flood of interest. The method uses a search routine to select stations with basin characteristics that are like those at the ungauged site and performs OLS regression using data only from the selected stations. The unique region composed of the stations selected for a site-specific regression is termed the region of influence (Burn, 1990a, b).

The ROI method offers several advantages over the traditional geographic regional regression methods. The method is a logical approach in which estimation data includes only stations with characteristics (such as drainage area, slope, or elevation) like the ungauged site. Therefore, predictions tend to be made near the center of the space of the explanatory variables, and the extrapolation errors area is reduced. Any violation of the assumption of linearity for the regression is less likely to cause problems (Tasker and others, 1996). Each site can be considered to have its own region, which consists of the collection of stations that compose the ROI for that site. Regions can overlap from site to site (Zrinji and Burn, 1994). According to Eng and others (2005), the ROI can be applied to broader areas and need not be restricted to approaches that use predictor-variable space to define hydrologic similarity.

Three approaches are used for defining hydrologic similarity among basins when using the ROI method. These are the independent or predictor-variable space, geographic space, and a combination of predictor-variable and geographic spaces (a hybrid) developed by Eng and others (2007). All three of these methods can be found in the USGS weighted-multiple-linear regression program developed by Eng and others (2009).

It has been noted by Pope and Tasker (1999) and Law and Tasker (2003) that little difference was found in mean predictive abilities between traditional regional regression equations and the ROI method. Eng and others (2007) concluded that the hybrid ROI method yielded lower estimation errors and produced fewer extreme errors than the predictor-variable or geographic methods. The ROI method is usually considered an alternative method of determining flood frequency.

Methods and Tools for Examining Peak-Flow Series Characteristics and Associated Statistical Assumptions

Many statistical methods and tools can be used to perform the initial data analysis described in Bulletin 17C (England and others, 2019) that determines if the series is stationary or violates underlying assumptions of flood-frequency analysis. This is an evolving area of research both in the field of hydrology and in the field of statistics. Therefore, the scope of this section was narrowed to those methods that have been reported on hydrology.
Nonstationary Detection Methods

Autocorrelated peak-flow series have persistence or memory, indicating that individual peaks are not independent events. Many statistical methods assume independent, identically distributed observations, and autocorrelated series violate this assumption. To examine autocorrelation, an analyst can use the acf function (R Core Team, 2019). Lagged correlations are computed up to a user-defined limit or $n-1$, where $n$ is the number of peaks in the series (R Core Team, 2019). The acf function uses point estimates only, so historical or paleoflood peaks with interval estimates cannot be included in the correlation analysis. The acf function has a method for plotting that will produce a subsequent autocorrelation plot with a confidence interval to help the analyst determine when correlation might be statistically significant and at what lag(s) (R Core Team, 2019). How much correlation is too much is difficult to define; however, the degree of autocorrelation at a site is an important part of understanding the hydrology of a site and a part of the initial data analysis before flood-frequency analysis.

A variety of detection methods can be used to identify additional nonstationarities in a peak-flow series. Generally, these detection methods can be categorized into two types: gradual and abrupt (Kundzewicz and Robson, 2004; Friedman and others, 2016, 2018). Gradual detection methods look at the entire record to assess the significance of change and determine if there is a trend. Abrupt methods look for specific points in the series when there is a significant change in a selected statistic (such as the mean or variance for parametric tests and location and scale for nonparametric tests) and these changes are often referred to as change points or step trends. However, the type of nonstationarity detected by either a gradual or abrupt method may be unclear (Rougé and others, 2013). For instance, an abrupt method may identify the center of a gradual linear trend as a change point. Similarly, a gradual method may identify a trend when the data series exhibits a change point. Whether a series contains a change point, a monotonic trend, or both, such features are a violation of the independent and identically distributed data assumption for flood-frequency analysis. Preferred detection methods do not rely on the assumptions that the data conform to a particular probability distribution (parametric methods), are independent, and are not autocorrelated because streamflow data often violate these assumptions (Kundzewicz and Robson, 2004).

A list of some detection methods, the type of nonstationarity targeted (gradual or abrupt), and the analytical approach used (parametric or nonparametric) is presented in table 1.

Many methods exist for detecting change points depending on whether or not one wants to detect a single change point or multiple change points, and there are many methods for penalizing the number of change points detected, depending on the detection method and the desired sensitivity for change detection (Barry and Hartigan, 1993; Zeileis and others, 2002; Erdman and Emerson, 2007; James and Matteson, 2014; Killick and Eckley, 2014; Ross, 2015). The ideal method may not be the same for every site and application and depends on the type of change point desired. Some methods find only one change point that may work if one is looking for the most extreme change in a series. Methods that detect more than one change point are more realistic because some sites alternate between relatively lower flow and relatively higher flow periods or periods of relatively more or less variability. However, these multiple change-point detection methods have higher false-positive rates than those that find only one point (Ryberg and others, 2020). Change-point detection is sensitive to individual outliers (which one may or may not want to consider as a change point) and to back-to-back peaks of similar magnitude (short periods of low variability, which can take place at random or because of short-term climate persistence). Change-point methodology has not incorporated interval estimates; therefore, paleoflood peaks were not incorporated into the efforts to determine change points.

For gradual trends, nonparametric tests may be preferable to parametric methods, such as linear regression, because nonparametric methods are less affected by outliers. Nonparametric does not mean, however, that one does not have to be concerned about properties of the data. The nonparametric nature of the MKT test means that it is not dependent on parameter estimates of a particular statistical distribution, such as the normal distribution; however, the MKT still has underlying assumptions about the data, specifically that the time series is independent and does not have STP or LTP. If a time series is autocorrelated or contains change points, the assumptions of independence and identical distribution underlying the MKT are violated. The variance of the MKT statistic increases with increased autocorrelation (Yue and others, 2002), and the $p$-value calculated is not correct if the underlying assumptions are violated. In cases of assumption violation, various compensating procedures are available and were used in this study to improve the MKT results.

Discussions of trend analysis that mention STP and LTP often do not clearly define or state the difference between STP and LTP, in part because the difference is relative, and the perception of long term can vary depending on one’s experience. In the United States, a hydrologic time series of 125 years is long term (Hirsch and Ryberg, 2012), whereas Beran (1994) published annual minimum water levels of the Nile River for the years A.D. 622 to 1284 (663 observations). Koutsoyiannis and Montanari (2007, p. 2) provide an informative discussion of the definition and difference of STP and LTP:

“The Markovian dependence (also known as autoregressive of order 1, or AR (1)) is the most typical and simple example of the so-called short-term persistence (STP, also known as short-term dependence). STP is contrasted with LTP (also known as Hurst phenomenon, Joseph effect, long memory, long-range dependence, scaling behavior, and multiscale fluctuation). From a practical point of view, LTP indicates that the process is compatible with the presence of fluctuations on a range of timescales, which may reflect the long-term variability of several factors.
Table 1. Parametric and nonparametric approaches for detection of abrupt and gradual nonstationarity.

<table>
<thead>
<tr>
<th>Aspect of distribution analyzed</th>
<th>Method</th>
<th>Remarks and reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Bayesian changepoint analysis</td>
<td>Provides the distribution with the probability of a change point at each location in the series; method may not work well with short time series or small changes in magnitude (Barry and Hartigan, 1993; Erdman and Emerson, 2007; Wang and others, 2015; U.S. Army Corps of Engineers, 2016; Friedman and others, 2018).</td>
</tr>
<tr>
<td>Mean</td>
<td>Student’s t-test</td>
<td>This is a common statistical test that can be used to detect a difference in the mean between two groups of normal data; the analyst would choose a known time for the change point and test the difference in means (Helsel and Hirsch, 1992; Kundzewicz and Robson, 2004).</td>
</tr>
<tr>
<td>Mean, variance, or mean and variance</td>
<td>At most, one change</td>
<td>At most, one change point in mean, variance, or mean and variance (Killick and Eckley, 2014).</td>
</tr>
<tr>
<td>Mean, variance, or mean and variance</td>
<td>Binary segmentation</td>
<td>Can find multiple change points in mean, variance, or mean and variance; arguably the most widely used multiple change-point search method (Scott and Knott, 1974; Sen and Srivastava, 1975; Killick and Eckley, 2014).</td>
</tr>
<tr>
<td>Mean, variance, or mean and variance</td>
<td>Pruned exact linear time</td>
<td>Can find multiple change points in mean, variance, or mean and variance; similar to the segment neighborhood algorithm but more computationally efficient (Killick and others, 2012a; Killick and Eckley, 2014).</td>
</tr>
<tr>
<td>Mean, variance, or mean and variance</td>
<td>Segment neighborhoods</td>
<td>Can find multiple change points in mean, variance, or mean and variance (Auger and Lawrence, 1989; Killick and Eckley, 2014).</td>
</tr>
<tr>
<td>Mean, variance, or mean and variance</td>
<td>Wild binary segmentation</td>
<td>Can find multiple change points in mean (Fryzlewicz, 2014; Baranowski and Fryzlewicz, 2015; Sharma and others, 2016).</td>
</tr>
<tr>
<td>Distribution</td>
<td>Cramer-von-Mises</td>
<td>Can find multiple change points in the distribution of the data; is more likely to detect changes in the tails of the distribution (extremes) than it is at detecting changes in the location (center) of the distribution (U.S. Army Corps of Engineers, 2016; Friedman and others, 2018).</td>
</tr>
<tr>
<td>Distribution</td>
<td>Energy-based divisive</td>
<td>Can find multiple change points in the distribution of the data (U.S. Army Corps of Engineers, 2016; Friedman and others, 2018).</td>
</tr>
<tr>
<td>Distribution</td>
<td>Kolmogorov-Smirnov</td>
<td>Can find multiple change points in the distribution of the data; is more likely to find a nonstationarity in the center of the distribution than in the tails (U.S. Army Corps of Engineers, 2016; Friedman and others, 2018).</td>
</tr>
<tr>
<td>Distribution</td>
<td>Kruskal-Wallis</td>
<td>This is a common nonparametric statistical test for differences in distribution among two or more groups; the analyst would choose a known time or times for the change point(s) and test the differences (Helsel and Hirsch, 1992; Higgins, 2003; Kundzewicz and Robson, 2004).</td>
</tr>
<tr>
<td>Distribution</td>
<td>LePage</td>
<td>Can find multiple change points in the distribution of the data (U.S. Army Corps of Engineers, 2016; Friedman and others, 2018).</td>
</tr>
<tr>
<td>Median</td>
<td>Cumulative sums (CU-SUM)</td>
<td>Can find a change point in median (location of distribution); successive observations are compared with the median of the series, and the statistic is the maximum cumulative sum of the signs of the difference from the median starting from the beginning of the series (McGilchrist and Woodyer, 1975; Chiew and McMahon, 1993; Kundzewicz and Robson, 2004).</td>
</tr>
</tbody>
</table>
such as solar forcing, volcanic activity and so forth. LTP can be also conceptualized as a tendency of clustering in time of similar events (droughts, floods, etc.). In stochastic terms, STP and LTP are conceptualized in terms of conditional probabilities for the future given past observations. Thus, in a Markovian process the future is not influenced by the past when the present (a time instant) is known whereas in a process exhibiting LTP the influence of the past (the entire history) never ceases.”

If series are autocorrelated, this is a violation of the assumptions of independence and identical distribution underlying the MKT. With STP, or short-term autocorrelation, the type I error, rejecting the null hypothesis when there is no trend, is inflated, which can result in the detection of trends that are not significant. In other words, the existence of serial correlation in the time series would increase the chance of finding a statistically significant result, even in the absence of a trend (Cox and Stuart, 1955; Cohn and Lins, 2005). With LTP, the same increase in the type I error rate can increase,
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Regional Analysis Tools

Like the tools developed for nonstationarity detection (USACE Nonstationarity Tool, TREND, R-package) and estimation of at-site flood-frequency distributions (PeakFQ, FLDFRQ), tools are available to assist with regional analysis of peak-flow data. One of these tools is provided through the Government of Australia and is known as the Regional Flood Frequency Estimation model. The Regional Flood Frequency Estimation model follows methods provided in the Australian Rainfall and Runoff guidelines and is based on information from 853 streamgages (Rahman and others, 2016). The model uses a variety of methods for regional analysis such as predefined regions in conjunction with the ROI approach, Bayesian generalized least squares regression to regionalize distribution parameters (log-Pearson type III), and an index method in some locations (Rahman and others, 2016). Recent investigations of the ROI approach (in combination with Bayesian least squares regression) have found it outperforms fixed-region approaches (Haddad and Rahman, 2012; Haddad and others, 2015). Limitations of the model include its applicability to only one country/continent (Australia) and its difficulty compensating for urbanization, regulation, and severe land-use changes (Rahman and others, 2016). The USACE has created a regional analysis tool for precipitation data, the International Center for Integrated Water Resources Management—Regional Analysis of Frequency Tool, to estimate the intensity and frequency of certain duration precipitation events (U.S. Army Corps of Engineers, 2013). The methodology in the International Center for Integrated Water Resources Management—Regional Analysis of Frequency Tool model mostly stems from a monograph by Hosking and Wallis (2005) with a focus on L-moments (Asquith, 2011, 2017; U.S. Army Corps of Engineers, 2013; Asquith and others, 2017). Another tool for regional analysis is the R package nsRFA for nonsupervised regional frequency analysis (Viglione and others, 2014). The nsRFA package is based on the index-value method and assists with regionalizing the index value, grouping similar regions with similar growth curves and fitting distribution functions to regional growth curves (Viglione and others, 2014). The methods contained within the nsRFA package can be used with historical, paleoflood, or both types of data to assist with refining the tails of the distribution (Gaume and others, 2010; Ballesteros Cánovas and others, 2017).

Sites Selected for Case Studies

Several sites around the United States with paleoflood information were examined for diversity in geography, hydrology, and type of paleoflood information, as well as the existence of a systematic (instrumental) record of peak flows. In addition, a site in Manitoba, Canada, was also considered because of several types of historical data and tree-ring based paleoflood information. An initial list of sites was explored for potential flood-frequency analysis challenges and the availability of paleoflood information. For example, the streamflow record upstream from the Canadian site is known to be nonstationary (Hirsch and Ryberg, 2012; Ryberg and others, 2014; Ryberg and others, 2020) and, therefore, challenging for flood-frequency analysis.

While examining potential sites, some paleo information had more utility than others. For example, the Little Tennessee River near Prentiss, North Carolina, was the subject of a paleoflood study (Wang and Leigh, 2012) that found two periods in the last 2,000 years with large floods and no severe droughts; however, flood magnitudes were not estimated in the study and, therefore, this study does not have sufficient information for incorporation into flood-frequency analysis. Information on flood-rich or flood-poor periods contributes to a better understanding of past climate but is not able to be incorporated into current flood-frequency analysis methodologies that require some information about magnitudes (even if the information consists of intervals or thresholds). Finally, another site considered, the Lower Deschutes River near Axford, Oregon, had paleoflood data and was the subject of a paleoflood study (Hosman and others, 2003) but the analysis was done by multiplying the gaged record from a downstream regulated site by a constant and making assumptions about dam storage during large floods. To complete the analysis including more recent streamgage data, one would have to examine the potential flood storage for each peak, incorporate methods used by Hosman and others (2003), and reevaluate the use of the downstream streamgage. Such regulation assessments were beyond the scope of this work.
Five sites, shown in figure 1, were selected for detailed analysis of the peak-flow record and of the challenges presented by the sites for flood-frequency analysis and the estimation of very low AEPs. The period of record and amount of historical and paleoflood data vary among the sites. The sites were not selected to develop definitive peak-streamflow frequencies for design considerations at these streamgages; instead, the sites are examples used for purposes of illustration. Peak-flow data included data collected by the USGS as part of its network of streamgaging sites (U.S. Geological Survey, 2017) and data collected by the streamgaging network in Manitoba, Canada; for the USGS data, see appendix 1 of Asquith and others (2017) for a primer on streamgage operation and determination of peak flow. The sites are listed in table 2 and a description of each site follows.
Table 2. Sites selected for flood-frequency analysis.

<table>
<thead>
<tr>
<th>Site number</th>
<th>Site identifier</th>
<th>Site name</th>
<th>Drainage area, in square miles (and data source)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>05OJ015</td>
<td>Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada</td>
<td>110,039 (Government of Canada, 2019)</td>
</tr>
<tr>
<td>2</td>
<td>Based on multiple gage records (Harden and others, 2011)</td>
<td>Lower reach, Rapid Creek, South Dakota</td>
<td>375 (Harden and others, 2011)</td>
</tr>
<tr>
<td>3</td>
<td>Based on multiple gage records (Harden and others, 2011)</td>
<td>Spring Creek, South Dakota</td>
<td>171 (Harden and others, 2011)</td>
</tr>
<tr>
<td>4</td>
<td>06712500</td>
<td>Cherry Creek near Melvin, Colorado</td>
<td>360 (U.S. Geological Survey, 2017)</td>
</tr>
</tbody>
</table>

Red River of the North at Winnipeg, Manitoba, Canada

The Red River of the North (Red River; site 1 in fig. 1) begins at the confluence of the Bois de Sioux and Ottertail Rivers on the North Dakota-Minnesota border near Wahpeton, North Dakota. It flows north to Winnipeg, Manitoba, Canada, and continues north where it flows into Lake Winnipeg. Research has shown that the Red River Basin and surrounding areas in the north-central United States and southern Manitoba experience distinct periods of hydroclimatic persistence, alternating between wet and dry periods (Burn and Goel, 2001; St. George and Nielsen, 2002; Vecchia, 2008; Ryberg and others, 2014; Ryberg, 2015; Kolars and others, 2016; Ryberg and others, 2016) that are visible in the sediments of Devils Lake, North Dakota, for the past 4,000 years (Bluemle, 1996). The Red River Basin stands out in national flood magnitude trend studies as an area of increasing flood magnitude with time (Hirsch and Ryberg, 2012; Peterson and others, 2013); however, the trend may only represent LTP of the wet period in the last few decades of the record.

The Red River at Winnipeg was selected because it represents an opportunity for studying flood frequency at a site with LTP because of long-term monitoring and a rich set of historical point estimates, historical interval estimates, and tree-ring-based estimates. The peak-flow data were provided by Mark Lee of Manitoba Conservation and Water Stewardship (written commun., August 20, 2014, and September 26, 2016). These peaks are considered the natural flow (adjusted to unregulated conditions) at Winnipeg downstream from the confluence with the Assiniboine River. Peaks outside the period of systematic record have been quantified with point estimates and with interval estimates by Rannie (1998) and the Canada Department of Resources and Development (1953). Tree-ring based flood estimates and thresholds were determined by St. George and Nielsen (2002, 2003). The tree-ring based proxy flood record extends back to A.D. 1648 and indicates episodes of frequent flooding that occurred in the mid-1700s, early to mid-1800s, and the latter half of the 20th century, with the largest flood in 350 years occurring in 1826 (St. George, 2010).

Lower reach, Rapid Creek, South Dakota

The peak-flow record for the lower reach of Rapid Creek (site 2 in fig. 1) was selected because of the existence of paleoflood estimates and previous flood-frequency analyses that could be compared to this study (Harden and others, 2011). The geographic setting of Rapid Creek, the Black Hills, creates the potential for especially large floods because of steep topography that concentrates flow and for limited flood peak attenuation because of narrow canyons in some reaches (Sando and others, 2008; Harden and others, 2011). Rapid Creek was one of the creeks investigated by Harden and others (2011) because the geography of the area is conducive to flood deposition and preservation of slack-water deposits.

The peak-flow record for the lower reach of Rapid Creek is based on streamflow records from multiple sites that were modeled (by compilation and adjustment) to be comparable with a paleoflood chronology developed for this reach (Harden and others, 2011). “Long-term flood chronologies primarily were derived from stratigraphic and geochronologic analysis of paleoflood deposits...The modern peak-flow chronology for the lower Rapid Creek study reach...was developed to estimate pre-regulation conditions [before the development of Pactola Dam], which is consistent with the paleoflood chronology obtained for the reach” (Harden and others, 2011, p. 8 and 44). The multisite-based synthetic record contains peaks designated as historical peaks, systematic or gaged peaks, and paleo-derived interval estimates and thresholds.

Notable at this site, and others in the Black Hills, is a high outlier flood within the systematic period of record. This flood occurred in 1972 and for many sites it is a high outlier, exceeding the next largest peak flow by a factor of 10 or more (Harden and others, 2011). This outlier is extremely influential when attempting to estimate flood magnitudes for very low AEPs. Harden and others (2011) found that floods as large or
larger than the 1972 flood have affected the Black Hills and that incorporating paleoflood data can reduce the effect of this individual large flood on the flood-frequency curve.

Spring Creek, South Dakota

Spring Creek (site 3, fig. 1) is another site studied by Harden and others (2011). The peak-flow record for Spring Creek also is based on streamflow records from multiple sites that were modeled to be comparable with a paleoflood chronology developed for this reach. Long-term flood chronologies were derived from stratigraphic and geochronologic analysis of paleoflood deposits as described in the lower reach, Rapid Creek section above and in Harden and others (2011). The multisite-based synthetic record contains estimated peaks outside a systematic period, systematic peaks, and paleo-derived interval estimates and thresholds. The 1972 outlier flood is evident in this record.

This site was selected, in part, to be the subject of an experiment in transferring paleoflood information from one site to another. Martinez-Goytre and others (1994), Harden and others (2011), and Merz and others (2014) cautioned that it is not always appropriate to transfer paleoflood data to a nearby site. However, that type of transfer was included here as an experiment. Spring Creek initially was analyzed using the at-site paleoflood data; then Spring Creek was analyzed using paleoflood estimates based on the lower reach of Rapid Creek, and the results were compared to explore the effects for regional transfer for paleoflood information.

Cherry Creek near Melvin, Colorado

Cherry Creek’s headwaters are on the Palmer Divide (a ridge in central Colorado that separates the Arkansas and South Platte drainage basins), and Cherry Creek (site 4, fig. 1) flows northerly to the South Platte in Denver, Colorado (Jarrett, 2000). This site was selected in consultation with USGS hydrologist Michael Kohn on the basis of the availability of systematic record (albeit short 1940–69), a nonsystematic (historical) flood peak, and a paleoflood estimate. This site has been the subject of other paleoflood studies to help refine the PMF for a downstream dam (Jarrett, 2000) and has been part of a larger effort to improve peak-flow regional regression equations for eastern Colorado (Kohn and others, 2016).

Because this site has a fairly short period of record, it was also chosen to compare PeakFQ methods EMA–PE3, with and without paleoflood information, to methods described in Asquith and others (2017) that use different probability distributions and fitting methods but do not incorporate paleoflood data. The resulting comparisons are made to determine whether any of the alternative distribution and fitting methods improve upon EMA–PE3 analysis with systematic data only and provide estimates comparable to EMA–PE3 analysis with the extended record available with paleoflood data.

Escalante River near Escalante, Utah

The Escalante River near Escalante, Utah, in the Southwestern United States (site 5, fig. 1) represents a site that receives sporadic but intense rainfall, and the rock shelters and alcoves along the river’s bedrock canyon are conducive to deposition of flood sediments (Webb and others, 1988). This site was selected because evidence exists for four historical and nine prehistoric floods dated using radiocarbon and tree-ring chronologies (Webb and others, 1988). In addition, previous flood-frequency studies provide methodological comparisons (Webb and others, 1988; Webb and Rathburn, 1988; Kenney and others, 2008).

Data and Methods Used for Case Studies

There are many considerations for the acquisition of data, initial data analysis; and flood-frequency analysis. This bulleted list provides a general list of considerations that were followed for the analyses presented.

• Inspect and review data:
  • Are historical and paleoflood peaks well documented?
  • Can the historical and paleoflood peaks be included as interval estimates (preferable) rather than point estimates?

• Initial data analysis:
  • Check for autocorrelation.
  • Carry out change-point analysis and, if necessary, review ancillary climatic, land-use, or regulation data that may explain the change points and inform subsequent analyses.
  • Complete trend analysis, modified for autocorrelation, if needed.

• Flood-frequency analysis:
  • Consider distribution choice. (PE3 was the only option in this study, but methodologies may become available that allow for the use other distributions with interval estimates.)
  • Consider fitting method. (EMA was the only option in this study, but methodology may become available allowing other fitting methods with interval estimates to be used.)
  • Consider low outliers. The Multiple Grubbs-Beck Test was used in this study to identify and censor potentially influential low floods (PILFs).
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- Consider whether to use at-site skew or regionally weighted skew. (This may entail comparing analyses with different skews.)

- Compare with existing studies, if available.

The following sections provide details about the initial data analysis methods and the flood-frequency analysis methods used for sites in this study (table 2).

Data

The data used consist of peak-flow series from gaged sites, historical peaks, and paleoflood peaks. The data represent water years, where a water year is the period from October 1 to September 30 and is designated by the year in which it ends; for example, water year 2015 was from October 1, 2014, to September 30, 2015. All historical and paleoflood data came from the USGS PFF database that is available as part of the USGS National Water Information System at https://nwis.waterdata.usgs.gov/usa/nwis/peak (U.S. Geological Survey, 2017) or from literature cited in the case studies. The historical and paleoflood peaks were assumed to be accurate, and no additional systematic, historical, or paleoflood peak data were collected for this study.

Initial Data Analysis

The data series used for flood-frequency analysis were subject to data analysis described in appendix 4 “Initial Data Analysis” of Bulletin 17C (England and others, 2019). This included examining autocorrelation in the systematic period of record, testing for trends with and without historical peaks, and examining the systematic record for change points in mean and variance.

Three types of peak-flow information were used. The first were peaks that are part of a systematic data collection effort at a site. In the case of the Red River site in Canada, the systematic peaks represent naturalized flows. In the case of the peaks in South Dakota, the systematic record consists of annual, modeled peaks based on several nearby sites (Harden and others, 2011). The second type was historical peaks. Most of the case studies have peaks qualified with a code of 7 indicating that they were collected outside the period of systematic record and there is reasonable confidence that they were not exceeded during a specified ungaged period outside of the period of systematic record. Historical peaks are qualified because they represent nonrandom sampling and are biased in favor of larger peak flows. Typically, the reason a historical peak was determined was because there was above normal flooding. In some cases, peaks that were not qualified with a code of 7 in the USGS PFF were qualified for this analysis (such peaks are identified in the text). The third type are paleoflood peaks determined from previously published studies.

The existence of one type of stationarity may affect the results of another detection method. However, the order in which the three possible nonstationarities are investigated does not necessarily matter. Some of these analyses could be combined, for example, an analyst could use a method that adjusts monotonic trends for autocorrelation by default. Examining the results should include plots that allow one to consider the autocorrelation, trends, and change points together with additional gage characteristics, such as climate information and the extent of regulation.

Autocorrelation

To examine autocorrelation at each site, the acf function in R was used to calculate lagged correlations with the number of lags being the default, $10 \times \log_{10}(n)$, where $n$ is the number of peaks. The user can adjust up to $n-1$, where the $n$ is the number of peaks in the series. The argument “na. action” was set to “na.pass” because some series did have missing values within the systematic period of record. This means the autocorrelation function passes through the missing values and computes correlations from complete cases (rather than deleting missing values and assuming a time step of 1 year between observations that had missing years between them). Notably, the acf function uses point estimates only, so paleoflood peaks with interval estimates are not included in the correlation analysis. The subsequent autocorrelation plots show a 95-percent confidence interval for correlation (on the basis of an uncorrelated series; R Core Team, 2019). If the line representing a lag crosses the upper or lower confidence bound, that lag is correlated and statistically significant at the 0.05 significance level.

Change-Point Analysis

Change points in the mean and variance of the peak-flow series were determined using the changepoint package for R (Killick and Eckley, 2014; Killick and others, 2016). The change-point detection method used is the pruned exact linear time (Killick and others, 2012a), a compromise method in terms of algorithm complexity and computational speed. Pruned exact linear times also is a compromise method in terms of outliers and short periods of variability in that one can set a minimum segment length to eliminate outliers or 2-year periods being identified as change points. However, this means outliers are grouped with the peaks near them that may not be similar. The method minimizes a cost function of possible pruned locations of change points. The penalty used to determine change points was the package default, the modified Bayes information criterion (MBIC; Zhang and Siegmund, 2007), one of several standard penalties for change-point analysis. The method does not return $p$-values for the change points, which means that inferences based on statistical significance are not possible. The change-point detections presented here could be modified to detect more or fewer change points,
Monotonic Trend Analysis

Peak-flow series, with and without historical peaks, were analyzed for trends in each case study using the MKT, the KendallTrendTest function in the R package EnvStats (Millard, 2013). This is a nonparametric test of a monotonic trend, based on Kendall’s tau (Kendall, 1938). The trend line is plotted using the Theil-Sen estimator (Sen, 1968; Theil, 1992) for the slope and the Conover equation (Conover, 1999) for the intercept. The confidence interval for the slope uses Gilbert’s modification of the Theil-Sen method (Gilbert, 1987). Additional adjustments of the MKT test were used for the first case study to compare the different methods. Considerations made for the MKT and a description of the additional adjustment methods follow.

For the site with autocorrelation, the Red River of the North, modifications to MKT were compared. The function mkTrend in the fume package carries out a modified MKT with variance correction (variance is inflated with positive autocorrelation) on the basis of Hamed and Rao (1998) and returns a corrected p-value after accounting for “temporal pseudoreplication” (Santander Meteorology Group, 2012). The variance correction approach reduces the type I error (rejection of the null hypothesis when there is no trend or a false positive) but decreases the power to detect actual trends (more false negatives, or type II errors; Önöz and Bayazit, 2012; Yue and Wang, 2004).

The function zyp.trend.vector with method argument equal to “yu epilon” in the zyp package (Bronaugh and Werner, 2013) performs a modified MKT that first detrends the series, then uses the estimated lag-one autocorrelation coefficient of the detrended series to remove, or prewhiten, the serial correlation, then the estimated trend is added back and the MKT is applied (Yue and others, 2002; Önöz and Bayazit, 2012). This method reduces the type I error and does a better job of maintaining power than does simply prewhitening (Önöz and Bayazit, 2012). Yue and others (2002) found that trend-free prewhitening had larger power than prewhitening or variance correction. The “sig” value is the p-value computed for the final detrended series.

The function zyp.trend.vector with method argument equal to “zhang” in the zyp package (Bronaugh and Werner, 2013) carries out a modified MKT that first detrends the series if the trend is significant, and then computes the autocorrelation. “This process is continued until the differences in the estimates of the slope and the AR (1) in two consecutive iterations are smaller than 1 percent. The MKT is then run on the resulting time series” (Bronaugh and Werner, 2013, unpaginated). This method is described in Wang and Swail (2001).

The MannKendallLTP of the HKprocess package (Tyralis, 2016) applies the MKT under the scaling hypothesis for the data (Hamed 2008). The scaling approach acknowledges that trends can exist normally in natural time series. The stochastic process can be expressed as a scaling stochastic process in which the standard deviation of the random variable being investigated is scaled as a function of the Hurst exponent coefficient, H, a measure of LTP or the Hurst phenomenon (Hurst, 1951). One can calculate H on a scale of 0 to 1, and if H is approximately equal to 0.5, the data are random with zero correlation at nonzero lags, and the series can be analyzed with classical statistical techniques (Beran, 1994; Hamed, 2008; Koutsoyiannis, 2003; Koutsoyiannis, 2006). H greater than 0.5 indicates the autocorrelation function has a slow decay compared to short memory processes, such as an autoregressive or autoregressive-moving mean, and that modified statistics should be used to adjust for a scaled stochastic process (Hamed, 2008). A problem of attribution for H remains. We know such persistence can be normal; however, Villarini and others (2009) showed that H can be sensitive to anthropogenic changes. Attribution requires additional data to investigate the mechanisms generating the persistence, and these data are not always available.

An analyst can also use the regular MKT with block bootstrap resampling to correct for serial correlation (Önöz and Bayazit, 2012). The resampling is done by blocks, of fixed or varying lengths, which preserves short-term correlation among observations. These blocks are repeatedly assembled in random order, the MKT is performed, and a series of these trends is used to develop a distribution and obtain a confidence interval for the observed trend by comparing the observed series to the distribution of randomized series with STP. The block bootstrap method has comparable power for detecting trends to variance correction methods, and block bootstrap has a smaller type I error (false-positive rate) than trend-free prewhitening (Önöz and Bayazit, 2012).

The methods to determine trends and scaling do not incorporate the ability to include interval estimates. Therefore, paleoflood peaks were not included in the checks for monotonic trends. Historical peaks with point estimates, however, can be included in monotonic trend estimation.

Flood-Frequency Analysis

As Lins and Cohn (2011, p. 475) stated, nonstationarities are not easily addressed and “[i]n such circumstances, humility may be more important than physics; a simple model with well-understood flaws may be preferable to a sophisticated model whose correspondence to reality is uncertain.” The literature highlights many suggestions for improved flood-frequency analysis with nonstationarities. However, some of
them are not practical to implement, are not prudent for very low AEPs (an estimate of a large, rare flood based on the most recent 30 years of record ignores a great deal of information about the variability of a system), or have not been extended to accommodate the inclusion of paleoflood data. In the interest of using a well-understood model with known limitations that has the capability of extending the flood record with historical and paleoflood data, the flood-frequency analysis followed the procedures described in England and others (2019) and used version 7.2.22429 of PeakFQ of the USGS (Veilleux and others, 2014). See appendix 1 for specific PeakFQ settings used in the analyses in this report.

**Statistical Distribution Used**

The EMA–PE3 method incorporated in PeakFQ analyzes the peak-flow series under the assumption that the series follows a log-Pearson type III distribution. This distribution is sometimes called an “LPIII distribution,” but it is referred to as PE3 in this report for consistency with Asquith and others (2017). The PE3 distribution is widely used in hydrology, particularly in the United States, where it is used as a guideline for Federal agencies in determining flood-flow frequencies (Water Resources Council, 1967; Interagency Advisory Committee on Water Data, 1982; England and others, 2019). Applications of the PE3 distribution use systematically collected and historical peak-streamflow values to define a frequency distribution based on the sample mean (location of the distribution), the standard deviation (scale of the distribution), and the skew (shape of the distribution).

Skew is an important consideration because determines the shape of the PE3 distribution, which affects the frequency of large floods in the right tail of the distribution. Skews determined using the peak data at a particular site, at-site skew, can have large uncertainty depending on the site and the length of the systematic peak record and the skew estimate is sensitive to extreme events (Interagency Advisory Committee on Water Data, 1982; Griffis and Stedinger, 2007). The accuracy of a skew estimate can be improved by weighting the station skew with a generalized skew estimated by pooling nearby sites, thereby creating a regional skew estimate. Bulletin 17B outlined a method for determining a generalized skew for detailed flood-frequency studies and provided a generalized skew map for the United States in plate I as an alternative for use in studies that did not develop generalized skews (U.S. Water Resources Council, 1976). Bulletin 17B also provided equations to determine the weighted skew coefficient and to estimate the mean-square error of station skew (eqs. 5 and 6 of U.S. Water Resources Council, 1976).

The understanding of skew estimates has evolved since Bulletin 17B, and Bulletin 17C (England and others, 2019) recommended using Bayesian weighted least squares/generalized least squares to develop better regional skew estimates (Veilleux and others, 2011). Developing regional skew estimates for the hydrologically and geographically diverse sites in this study is beyond the scope of this work. Therefore, efforts were made to find updated regional skew estimates in other USGS studies and, if an updated study could not be found, the regional skew from plate 1 of Bulletin 17B was used to demonstrate the use of regional information.

**Method for Estimating Distribution Parameters**

This study estimates distribution parameters using EMA (Cohn and others, 1997). Nonstandard flood data may be used with EMA, including flood-interval estimates, as opposed to the standard point estimates and flood thresholds. Asquith and others (2017) compared the PE3 distribution and EMA to other probability distributions and fitting methods amenable to flood-frequency analysis; however, historical and paleoflood data are currently difficult to incorporate into those methods. The mathematics of the PE3 distribution are further described in appendix 5 of Asquith and others (2017).

**Potentially Influential Low Floods**

An important feature of EMA–PE3 is that it allows one to identify PILFs. Small floods may be the result of a different hydrologic process than the larger floods with low AEPs and they can have a large effect on distribution fitting procedure (Cohn and others, 2013; England and others, 2019), hence the name PILFs. PeakFQ incorporates the Multiple Grubbs Beck Test to detect PILFs (Cohn and others, 2013). Within PeakFQ, those peaks identified as PILFs are recoded as less than a threshold streamflow and treated as interval data in EMA because PILFs do not convey meaningful information about the magnitude of floods with very low AEPs, but they do contribute information about the frequency of very low AEP floods. See appendix 7 of Bulletin 17C (England and others, 2019) for more information on the treatment of PILFs in EMA computations.

**Case Study Results and Discussion**

Analyses were performed under different scenarios, depending on available data, such as flood-frequency analysis with the systematic peaks only, followed by more complex analyses with systematic peaks plus historical peaks, and with systematic and historical peaks plus paleoflood information. Because of the different types of data available at the sites, and the differing challenges for flood-frequency analysis, a different set of plots is presented for each site.

Regional information was taken into consideration by comparing results determined with an at-site skew and a weighted skew, computed from the at-site skew and regional skew. Additionally, in one test case, Spring Creek, paleoflood information collected at a site was transferred to a nearby site to investigate the effect of paleoflood information.
Consideration was also given to some suggested methods for dealing with climate nonstationarity, such as separate wet and dry period flood-frequency estimates, using the most recent 30-year period because it is the period most likely (by some theories) to represent future climate, or adjusting past periods defined by step changes to match other periods. When other flood-frequency studies were available, their results were compared to the results here. Most of the studies compared to this work reported the 100-year flood (or AEP of 0.01) as the lowest frequency flood, so very low AEPs are not directly compared. The comparisons in some cases simply show the effect of additional years of data, whereas other comparisons show results from methods other than PeakFQ’s EMA–PE3 approach (that is, different distributions or fitting methods).

**Red River of the North at Winnipeg, Manitoba, Canada**

Though snowmelt dominated, the Red River may have a peak-flow record representing a mixed population from snowmelt, rain on snow, and rainfall. If one could segregate the peaks into two or more distinct and independent populations, separate frequency curves could be calculated and combined into a joint probability distribution (Morris, 1982). However, Bulletin 17C lacks guidance as to how to segregate the peaks based on physical processes and states that “additional efforts are needed to provide guidance on the identification and treatment of mixed distributions” (England and others, 2019, p. 22). In addition, if the peak-flow record was divided into two or more distinct populations, it would be unclear which population could be analyzed with the addition of paleoflood data. Therefore, the Red River was treated as a record coming from one population, as were other sites in this study.

The systematic, historical, and paleoflood peaks are shown in figure 2. The first two point-estimate peaks are paleoflood peaks determined by St. George and Nielsen (2003) from tree rings representing the period 1648–1999. They also determined that the 1826 flood was the largest in this period and that the threshold for flood signatures in the tree-ring record was 106,000 ft$^3$/s. The next three-point estimates in the 1800s, including the 1826 peak, were determined by the Canada Department of Resources and Development (1953). The historical interval estimates were determined by Rannie (1998) based on a compilation of Manitoba Provincial archival materials representing the period 1793 to 1870, Canadian and United States Government entities, historical and scientific research articles, and other entities.

![Figure 2](image-url)
Autocorrelation

The systematic peaks only (without historical or paleo-flood peaks) were examined for autocorrelation from 1892 through 2016. The result was that the series contains statistically significant autocorrelation on the scale of 1 year up to 14 years (fig. 3), likely a feature of climatic persistence. (Because of the scale of the figure, line weights, the dashed line, and precision issues, the lag at year 14 does not appear to cross the dashed line, but numerical investigation shows that the lag correlation is greater than the upper confidence bound.) Autocorrelation is a violation of the assumptions of independent identically distributed peaks necessary for trend and frequency analysis. Many such analyses have some degree of assumption violation, and how much autocorrelation is too much is not clear. One implication is that the effective length of the record is not as long as it appears: that is, there is redundancy in the information. The redundant information can increase the uncertainty in the estimates of flood magnitude. This increase in uncertainty was shown by Burn and Goel (2001) in an analysis of 117 years of record for this site. They determined that the 117 years of record was equivalent to an independent record of 45 years. They also showed the increased uncertainty in boxplots (fig. 2 of Burn and Goel, 2001) that compare estimates for floods with AEPs of 0.01, 0.02, and 0.005 under a mixed-noise model (Booy and Lye, 1989; 5,000 sequences of 115 years with correlation structure in the data) and an independent model (5,000 independent sequences of 115 years).

Change-Point Analysis

Only the systematic peaks were examined for change points from 1892 through 2016. The change point algorithm assumes all peaks are consecutive (that is why the historical and paleoflood point estimates were not included) and the algorithm relabels the observations 1 to \( n \), where \( n \) is the number of values in the series. There is a distinct change in the mean and variance defining two periods (fig. 4). This provides evidence of the persistent two-state climate system documented in parts of the basin with relatively higher flow periods and relatively lower flow periods (Vecchia, 2008; Kolars and others, 2016).

This change point is a violation of the independent and identically distributed data assumption for flood-frequency analysis. However, PeakFQ can identify PILFs, small values that would have a considerable effect on the fit of the flood-frequency distribution (Cohn and others, 2013), and then focus on the larger floods for fitting the flood-frequency distribution. At least some of the floods from the period of relatively lower flows may be identified as PILFs, decreasing the effect of this period in the flood-frequency analysis.
Trend Analysis

The existence of autocorrelation and change points in the mean and variance violates assumptions of the MKT, indicating the p-value would likely be incorrect. For consistency with the other sites in this study, the unadjusted MKT was done and plotted (fig. 5) for three periods: one that includes the historical peaks, one that includes the systematic peaks, and one with the systematics peaks from 1907 to 2016 (a period with no missing values). The plot shows that the large historical peaks do not have a great deal of leverage on the trend line, but it does show that the choice of trend period affects the slope.

Next, a variety of adjustments to MKT (described in the methods section) were used to explore the issues of STP and LTP in this peak-flow record. The results of the adjusted MKT are shown in table 3, except for the MKT modified for LTP, which requires more explanation. Results indicate that this site has a statistically significant trend, p-value less than 0.05, using all modified methods. Among the various methods, trend estimates ranged from 336 to 350 ft$^3$/s per year. Most methods provide confidence intervals, which are also reported in table 3.

The results of MannKendallLTP of the HKprocess package are not as straightforward to present. The results for the Red River indicate a trend based on the original test statistic (as shown in fig. 5). The Hurst coefficient, $H$, calculated before any detrending using the MLE method, was 0.64, indicating scaling may be an issue. After detrending and adjusting $H$, the result is less than 0.5 and not statistically significant; therefore, the original trend is considered significant and not a product of LTP (Hamed, 2008).

The many methods for modifying the MKT make little difference in quantifying the trend. The block bootstrap with a geometric mean of the blocks equal to 25 had the narrowest confidence intervals. The bootstrap confidence intervals tended to be shifted slightly larger in magnitude, with the largest blocks (25) of fixed and mean length having the narrowest confidence intervals. The many adjustments make little difference in estimation of the trend magnitude, indicating that the MKT may be robust to assumption violations. Additional testing on other sites with serial correlation would be informative but is beyond the scope of this work.

Flood-Frequency Analysis

Flood-frequency analysis was completed under a variety of scenarios for the Red River because of the rich dataset available for this site. At-site skew was used unless otherwise indicated, and the systematic record does have some missing years in which perception thresholds were estimated. When regional skew was incorporated, a regional skew of $-0.509$ and a regional skew standard error of 0.368 were used (from table 2, zone A, which included the Red River Basin upstream from Winnipeg, in Williams-Sether [2015]). The scenarios analyzed included flood-frequency analyses with the following information series:

1. systematic peaks and at-site skew (standard at-site analysis);
2. systematic peaks and weighted skew;
3. dry period of 1899–1947, based on the change-point analysis;
4. wet period of 1948–2016, based on the change-point analysis;
5. most recent 30 years of data;
6. systematic peaks with the dry period, 1899–1947, shifted up by the difference in mean between the wet and dry period;
7. systematic peaks plus historical peaks;
8. systematic and historical peaks and interval estimates;
9. systematic peaks, historical and paleo-derived estimates, and paleo-derived thresholds;
10. systematic and historical peaks, historical and paleo-derived estimates, and paleo-derived thresholds, with weighted skew; and
11–23. in addition to the analyses performed for this study, estimates were obtained from other flood-frequency studies that compared flood-frequency analysis with and without historical data (Burn and Goel, 2001; Harden, 1999). Those peaks were called scenarios as well and are listed as scenarios 11–23 in results for comparison of the floods with an AEP of 0.01. See table 4 (available for download at https://doi.org/10.3133/sir20205065) for more information.

The input data for flood-frequency analysis in scenarios 1–2 are shown in figure 6. There are some missing years in the dataset and on the basis of examining the distribution of the peaks and the work of Rannie (1998), an assumption was made that if the peaks had been greater than 60,000 ft³/s, they likely would have been estimated; therefore, there are perception thresholds set at 60,000 ft³/s to infinity for the missing years. The years with missing data but a perception threshold are indicated as censored flow by peakFQ. In this case, the censoring interval indicates peak flow in the missing years was between 0 and 60,000 ft³/s.

The resulting flood-frequency curve for scenario 1 is shown in figure 7. The figure indicates that there were 39 PILFs. The PILFs were identified using the Multiple Grubbs-Beck Test in PeakFQ, and they were censored at 29,000 ft³/s in the analysis so that the fit was focused on the higher flows. Streamflow estimates for those AEPs used in Asquith and others (2017; 0.10, 0.01, 1×10⁻³, 1×10⁻⁴, 1×10⁻⁵, and 1×10⁻⁶) and their associated confidence intervals are shown in table 4.

Scenarios 2–8 were also analyzed; however, the input data plots are not shown because all the additional historical and paleoflood information is ultimately combined under scenarios 9 and 10 and shown in figure 8. The frequency curves are not shown; however, the flood estimates for selected AEPs are shown in table 4.

The input data for the flood-frequency analyses completed under scenarios 9 and 10 using systematic and historical peaks, historical and paleo-derived estimates, and paleo-derived thresholds are shown in figure 8. The same assumption

---

**Figure 5.** Mann-Kendall test for trend in the annual peak-streamflow record for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada.
as scenario 1 was made for missing years within the systematic period of record (perception thresholds set at 60,000 ft$^3$/s to infinity for the missing years).

The resulting flood-frequency curve for scenario 9, at-site station skew, is shown in figure 9, and the flood-frequency curve for scenario 10, weighted skew, is shown in figure 10. Both analyses again indicated that there were 39 PILFs. Streamflow estimates for selected AEPs and their associated confidence intervals are shown in table 4.

The use of at-site skew (fig. 9) appears to fit the largest four peaks better than the use of weighted skew (fig. 10). The confidence bounds for an AEP of $1 \times 10^{-4}$ are much narrower when the weighted skew is used. The upper confidence bound is more than two times larger with at-site skew than with weighted skew. There appears to be a tradeoff between precision and accuracy, with regional skew providing a more precise estimate, but the at-site skew may be more accurate in that the largest peak shown fits within the flood-frequency curve best when using at-site skew. Regional skew may not
Figure 6. Peaks and thresholds used as input for flood-frequency analysis scenarios 1 and 2 (systematic record) for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada.

Figure 7. Annual exceedance probability plot and fitted distribution for streamgage station 05OJ015 with the input data shown in figure 6 and at-site skew (scenario 1).
**Figure 8.** Systematic and historical peaks, paleo-derived peaks, and historical and paleo-derived thresholds used for flood-frequency analysis scenarios 9 and 10 for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada.

**Figure 9.** Annual exceedance probabilities for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, with the input data depicted in figure 8 and at-site skew (scenario 9).
be the best estimate of skew for the Red River at Winnipeg because the regional skew is based in many streamgages that have much smaller peaks and shorter periods of record. All scenarios are aligned along a single x-axis in figures 11–16 to compare the point estimates and 95-percent confidence intervals for the AEPs derived from PeakFQ. These figures have an added vertical line that indicates the mean of the point estimates. This line is not meant to indicate an ensemble mean or other recommendation of a “best” estimate; it is simply a way to vertically compare the point estimates.Figures 12–16 feature an added vertical line indicating the point estimate for the largest flood found to have occurred in over 350 years, 225,000 ft$^3$/s in 1826. Figure 12 also shows point estimates from other studies discussed in the next section.

**Comparisons to Other Flood-Frequency Methods**

Burn and Goel (2001) published flood-frequency analysis for the Red River at Winnipeg using the gaged record through 1998 (naturalized by Manitoba Water Stewardship as was the data we used), the three historical peaks from the Canada Department of Resources and Development (1953), and historical peaks from Rannie (1998). Burn and Goel’s methods did not incorporate interval estimates; therefore, they converted the interval estimates to point estimates selected to “span the range of flood events identified by Rannie” (Burn and Goel, 2001, p. 356; see also table 2 of Burn and Goel, 2001). Burn and Goel (2001) found STP (lag-one serial correlation) and LTP (significant Hurst coefficient) in the Red River record and published flood-frequency analyses using several different distributions (generalized extreme value, PE3, and 3-parameter lognormal) and estimation methods (method of moments, MLE, and L-moments). (See Asquith and others [2017] for details about the effect of distribution and estimation choices on flood-frequency analysis.) Burn and Goel also used a mixed-noise model (Booy and Lye, 1989) that generated serially correlated data and compared it to an analysis with an independent dataset, focusing on floods with an AEP of 0.01 (their results have been included in table 4 for comparison to PeakFQ estimates; scenarios 11–21).

Harden (1999) reported flood-frequency results using the PE3 distribution fitted with the method of moments for several AEPs (an AEP of 0.01 is the only one in common with this study). Flood-frequencies were reported under five scenarios, three of which were included in table 4 (scenarios 22–24). Those three include using the gaged record, the gaged record plus four historical peaks, and the gaged record plus four historical peaks and Rannie’s interval peaks converted to the midpoint of Rannie’s range. Three of the historical peaks were those determined by the Canada Department of Resources and Development (1953) and used in our study, as well as the study by Burn and Goel (2001). The fourth event was described in 1776 (Rannie, 1998) but has a great deal of uncertainty surrounding it. Harden (1999) used a value that was slightly higher than the 1826 flood. However, the 1776 flood does not appear in the tree-ring record and, therefore, was not used in this study.

---

**Figure 10.** Annual exceedance probabilities for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, with the input data depicted in figure 8 and weighted skew (scenario 10).
Figure 11. Point and interval estimates for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, floods with annual exceedance probability of 0.10, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2 under 10 different scenarios. See table 4 for descriptions of the scenarios and the numeric values.

Figure 12. Point and interval estimates for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, floods with annual exceedance probability of 0.01, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2 under 10 different scenarios and 13 additional point estimates from other flood-frequency studies (Burn and Goel, 2001; Harden, 1999). See table 4 for descriptions of the scenarios and the numeric values.
Figure 13. Point and interval estimates for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, floods with annual exceedance probability of $1 \times 10^{-3}$, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2 under 10 different scenarios. See Table 4 for descriptions of the scenarios and the numeric values.

Figure 14. Point and interval estimates for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, floods with annual exceedance probability of $1 \times 10^{-4}$, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2 under 10 different scenarios. See Table 4 for descriptions of the scenarios and the numeric values.
Station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada

**Figure 15.** Point and interval estimates for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, floods with annual exceedance probability of $1 \times 10^{-5}$, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2 under 10 different scenarios. See table 4 for descriptions of the scenarios and the numeric values.

Station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada

**Figure 16.** Point and interval estimates for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, floods with annual exceedance probability of $1 \times 10^{-6}$, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2 under 10 different scenarios. See table 4 for descriptions of the scenarios and the numeric values.
Summary

The peak-flow record for the Red River at Winnipeg exhibits autocorrelation, a change point, and a monotonic trend. These are all nonstationarities, and Federal guidance does not yet exist for how to deal with these. Major implications for the autocorrelation include that trend analysis may report incorrect p-values and that there is redundancy in the record. When the MKT was modified to deal with serial correlation, the trend was still significant. When historical and paleoflood information is added to the record, this extends the record and provides additional information for the upper end of the distribution, offsetting the shortening of the effective record from autocorrelation. The identification of PILFs decreases the effect of some of the peaks in the drier period, which helps to address the change point.

The addition of regional information by using a skew weighted with regional information did not improve the fit of the distribution to the low AEP floods. Regional skew may not be the best estimate of skew for this site because the regional skew is based in many streamgages that have much smaller peaks and shorter periods of record. Historical and paleoflood data add information to the upper end of the flood-frequency distribution and provide more information for estimating very low AEP floods.

For AEPs of 0.10 (fig. 11 and table 4), compared to the full systematic record (scenarios 1 and 2), adding historical and paleoflood data and associated thresholds (scenarios 9 and 10) slightly decreases the flood estimates and the widths for the confidence bounds. Scenario 5 (using the most recent 30 years of record, assuming it is indicative of future conditions) has a much larger point estimate than the other scenarios and much wider confidence bounds. This is likely because of the serial correlation in the data, resulting in a record of less than 30 years and a great deal of uncertainty.

The graphical depiction of the estimates for the AEP of 0.01 (fig. 12) highlights differences in the estimates and confidence interval widths as more information is added to the analysis and different periods are used. Compared to using the systematic record with at-site skew (scenario 1), the addition of paleoflood and historical estimates and thresholds increases the 0.01 AEP estimates and decreases the confidence interval widths (scenario 9), showing the precision benefit of including additional information about flood magnitude and frequency. The largest point estimates, in decreasing order, are the most recent 30 years with EMA–PE3 (scenario 5, 161,000 ft³/s), Harden’s 1999 analysis using the systematic record plus historical peaks (scenario 23, 157,000 ft³/s), the systematic peaks plus historical peaks (scenario 7, 156,000 ft³/s), and Burn and Goel’s 2001 mixed-noise model (scenario 20, 154,000 ft³/s). Confidence bounds are not available for the other studies but for those determined with EMA–PE3 (scenarios 1–10), scenario 5 is noticeable for wide confidence bounds. Two scenarios, 7 and 23, show how adding historical peaks (without longer term paleoflood data) has the potential to bias the flood estimate up. Scenario 23 was based on the addition of four large historical peaks (one of them with a great deal of uncertainty) and no paleoflood data, so it is reasonable to think of this as potentially being biased high.

Scenarios 9 (systematic, historical, and paleoflood with at-site skew), 10 (systematic, historical, and paleoflood with weighted skew), and 20 (Burn and Goel, 2001; mixed-noise model that addresses the correlation in the series) seem the most realistic. Booy and Morgan (1985) used a fractional-noise model and Bayesian updating to show that the clustering of floods in the Red River record results in underestimates of flood risk for Winnipeg when the series is analyzed with methods that assume independence. The estimate from scenario 20 that address the correlation is within the confidence intervals for scenarios 9 and 10 (fig. 12). For this site, the addition of historical and paleoflood peaks and thresholds extend the record, offsetting the loss of information in a correlated series.

Figure 13 shows a distinct difference between those scenarios that have historical or paleoflood information (scenarios 7–10) and those that do not (scenarios 1–6), with the mean estimates for an AEP of 1×10⁻³ being above the overall mean point estimate for scenarios 7–10 and below the overall mean for scenarios 1–6. Adding only the historical peaks and thresholds results in large estimates with wide confidence intervals. Providing additional magnitude and frequency information with additional paleoflood data reduces the point estimates and the width of the confidence intervals. According to scenario 9 (systematic, historical, and paleoflood with at-site skew), the 1826 flood has an AEP of approximately 1×10⁻³. If only the systematic data were used (scenario 1), figure 14 indicates that the 1826 flood would have an approximate AEP of 1×10⁻⁴.

Figures 15 and 16 further emphasize the differences in point estimates generated using systematic data or generated with systematic data and historical or paleoflood data. The figures also highlight some dramatic differences in confidence bounds for an AEP of 1×10⁻⁵ and 1×10⁻⁶. If one desires to extend the record with estimates of peaks beyond the systematic record, historical and paleoflood data seem necessary to produce more precise confidence intervals.

Comparison of methods and AEPs in figures 15 and 16 shows that there is a great deal of variability among estimates, depending on the period of record used, on whether historical and paleoflood data are used, on the AEP being estimated, and on the skew used. Using the dry period only (scenario 3) underestimates the potential flood, and as the AEP becomes smaller, the dry period estimate has wider confidence bounds. Using the most recent 30 years of data (scenario 5) seems to bias the flood to the larger end when the AEP is 0.10 or 0.01 and results in huge confidence intervals as AEPs become smaller, which is understandable given 30 years of record is too short to reliably estimate very low AEP floods. The flood-frequency analysis that incorporated the mean-shifted dry period (scenario 6) has narrower confidence intervals than many of the other estimates, which is logical in that the shift reduced the variability in the underlying data. Adding historical peaks and thresholds (scenarios 7 and 8) to the systematic record tends to increase the confidence interval, which is
reasonable given that historical peaks are usually biased large and would affect the flood-frequency curve. However, by adding paleoflood peaks and thresholds (scenarios 9 and 10) that provide a longer-term description of the occurrence of very large floods, the confidence interval can narrow. The choice of skew also makes a significant difference in the point estimates and the width of the confidence intervals. For this case study and the given set of the data, the weighted skew generally gives lower point estimates and narrower confidence intervals than at-site skew; however, on the basis of visual inspection of the fit, at-site skew produces a distribution that better fits the peaks at the upper end of the distribution.

The effects of moving from an analysis with the systematic record to an analysis with a record that includes historical and paleoflood peaks and thresholds (including regional information in the form of a weighted skew) are shown in figures 17 and 18. Figure 17 shows the point and interval estimates, for a range of annual exceedance probabilities, resulting from flood-frequency analysis with the systematic record only using at-site (scenario 1; fig. 17A) and weighted skew (scenario 2; fig. 17B; table 4). Figure 18 shows the point and interval estimates, for a range of annual exceedance probabilities, resulting from flood-frequency analysis with systematic and historical peaks, historical and paleo-derived estimates, and paleo-derived thresholds, using at-site (scenario 9; fig. 18A) and weighted skew (scenario 10; fig. 18B; table 4). Again, the systematic record indicates the 1826 flood has an AEP of approximately $1 \times 10^{-4}$. However, when additional historical and paleoflood information is added, the 1826 flood becomes more likely with an AEP of approximately $1 \times 10^{-3}$. Using weighted skew reduces the point estimates for all flood quantiles except those with AEPs of 0.10 and results in more precise confidence bounds for the lowest AEPs.
Figure 17. Point and interval estimates for a range of annual exceedance probabilities for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, floods, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2, with A, at-site and B, weighted skew and the systematic record only. This depicts analysis results for A, scenario 1 and B, scenario 2 of table 4.
Figure 18. Point and interval estimates for a range of annual exceedance probabilities for streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada, floods, calculated using U.S. Geological Survey PeakFQ software version 7.2 with A, at-site and B, weighted skew and the systematic record plus historical peaks and thresholds and paleo-derived peaks and paleo-derived thresholds. This depicts analysis results for A, scenario 9 and B, scenario 10 of table 4.
Lower reach, Rapid Creek, South Dakota

The peak-flow record for the lower reach of Rapid Creek is based on streamflow records from multiple streamgages that were compiled and adjusted to be comparable with a paleoflood chronology developed for this reach (Harden and others, 2011). This synthetic record is referred to as a systematic record for consistency with the other case studies because the synthetic record is based on systematic record collection. Some peaks were designated as historical. The historical and systematic peaks are depicted in figure 19.

Initial Data Analysis

For the autocorrelation analysis, only the systemic record (1929–2009) peak series was examined. Figure 20 shows that this site does not have autocorrelation. In figure 21, the change-point algorithm assumes all peaks are consecutive (that is why the historical and paleoflood point estimates were not included) and relabels them 1 to $n$, where $n$ is the number of values in the series. Figure 21 shows that the high outlier (1972) peak causes a change point, highlighting the challenge of determining reasonable criteria for change points given outliers. When the historical peaks are included, there is a downward trend in peak flow; however, when those peaks are not included, there is no trend in peak flow (fig. 22).

Flood-Frequency Analysis

Flood-frequency analysis with at-site skew was originally considered, but the fit (not shown) was very poor. Therefore, flood-frequency analysis was analyzed under three scenarios, with comparisons to seven other variations on flood-frequency analysis from a previous study:

1. systematic peaks, with weighted skew;
2. systematic peaks and historical peaks, with weighted skew;
3. systematic data, historical peaks, and paleo-derived interval peaks and thresholds, with weighted skew;
4–10. in addition to the analyses performed for this study, estimates were obtained from another flood-frequency study (Harden and others, 2011) and are presented as comparison scenarios. See table 5 (available for download at https://doi.org/10.3133/sir20205065) for more information.

The historical peaks under 7,000 ft$^3$/s were designated opportunistic and not included in the flood-frequency analysis. The peaks not designated as historical, but outside a systematic period of record, did not fit the distribution of the other peaks. Therefore, they were treated as opportunistic peaks (Sando and McCarthy, 2018) and removed. Sando (1998) found that the generalized skew coefficient from the map in Bulletin 17B (U.S. Water Resources Council,
Figure 20. The autocorrelation for peaks in systematic period of record for lower reach, Rapid Creek, South Dakota.

Figure 21. Change points in mean and variance for peaks in systematic period of record for lower reach, Rapid Creek, South Dakota.
Flood-Frequency Estimation for Very Low Annual Exceedance Probabilities

1976) was adequate for South Dakota streamgages; therefore, the regional skew used was 0.194 with a mean square error of 0.302.

Given the magnitude of the 1972 peak, which was considerably larger than any other peak in the systematic or historical record, the flood-frequency curves for systematic data only and systematic plus historical data did not completely plot in PeakFQ because of the steep slope and extremely large confidence bounds on the very low AEPs and are not shown. The input information and the resulting flood-frequency curve for scenario 3 are shown in figures 23 and 24, and selected AEPs for the three scenarios are shown in table 5.

Comparisons to Other Flood-Frequency Methods

Harden and others (2011) completed flood-frequency analysis with several techniques using the same dataset with the exception that they used the opportunistic peaks in some analyses. As compared to some other flood-frequency methods used for comparisons to results at other sites in this study, the methods used by Harden and others (2011) were able to incorporate paleoflood data, including interval estimates and thresholds, and they provided confidence intervals for their estimates. They used two models that used PE3 distributions: FLDFRQ3 (O’Connell, 1999; O’Connell and others, 2002) and PeakfqSA (Cohn and others, 1997; Cohn and others, 2001; Griffiths and others, 2004). FLDFRQ3 uses a Bayesian approach described in O’Connell and others (2002) with MLE. Results from Harden and others (2011) under seven different scenarios are shown in table 5 and designated as scenarios 4–10. Scenarios 4–7 use PeakfqSA and 8–10 use FLDFRQ3.

For an AEP of 0.01, all 10 scenarios are plotted in figure 25 to compare the estimates. Scenarios 1, 4, and 8 are very similar in that they use the same data (except for the opportunistic peaks dropped in this study). Scenarios 4 and 8 have much larger confidence intervals, presumably because of the four extra peaks used that do not fit well with the distribution of other peaks. Scenarios 2, 5, and 9 are also very similar (except for the opportunistic peaks). Scenario 5, using PeakfqSA, has much larger confidence bounds than scenarios 2 and 9. Scenarios 3, 6, and 10 also use similar data (except for the opportunistic peaks) and produce similar estimates and confidence bounds. Scenario 7 uses top fitting by excluding peak values less than the median and produces the largest estimate for an AEP of 0.01.

Summary

The peak-flow record for the lower reach of Rapid Creek is not autocorrelated. The large 1972 peak causes a change point in the distribution if one uses a fairly short minimum segment length for change points (four in this analysis). This highlights the challenge in defining change points. The 1972 peak would have a large effect on moving means and variances that include this peak; therefore, one may want to treat the 1972 peak as an outlier rather than a change point.

Change point detections are not definitive because of the many methods and criteria that can be adjusted. Statistical analysis should include graphical analysis (such as fig. 21) that allow one to place the change point(s) in context with what is known about the hydroclimatology and setting of the streamgage site.
Figure 23. Systematic and historical peaks, paleo-derived interval peaks, and historical and paleo-derived thresholds used as input for flood-frequency analysis with weighted skew (scenario 3), lower reach, Rapid Creek, South Dakota.

Figure 24. Annual exceedance probability plot and fitted distribution for lower reach of Rapid Creek, South Dakota, using the input data depicted in figure 23 and weighted skew (scenario 3).
When including early historical peaks, there is a statistically significant downward trend for the lower reach of Rapid Creek (fig. 22). This means that AEP estimates may be biased high, given current conditions, but cannot be extrapolated to future conditions.

Using a skew weighted with regional information greatly improved the fit of the distribution to the low AEP floods. This site is a special case in that it has a high outlier in the gaged record and large paleoflood peaks. The paleoflood peaks do help provide context for the outlier peak and improve the fit of the distribution. These large peaks result in a steep flood-frequency curve with large error bounds when estimating very low AEPs. Fewer scenario comparisons were plotted for this site than others in the study because the error bounds are so large that it is difficult to graphically compare the results. The complete set of AEPs estimated in this study, along with confidence bounds, are plotted in figures 26 and 27 for the three scenarios that were estimated using EMA–PE3 (scenarios 1–3).

Using paleoflood data results in a substantial reduction in the confidence bounds for very low AEPs; however, the bounds remain large for very low AEPs (less than 0.001). This jointly highlights the value of paleoflood data and the challenge of obtaining precise magnitude estimates for very low AEPs.
**Lower reach, Rapid Creek, South Dakota**

**A. Scenario 1**

- 1,493,000 cubic feet per second, annual exceedance probability = $1 \times 10^{-6}$
  - Upper bound is 1,749,000,000 cubic feet per second

- 433,300 cubic feet per second, annual exceedance probability = $1 \times 10^{-5}$
  - Upper bound is 116,300,000 cubic feet per second

- 119,600 cubic feet per second, annual exceedance probability = $1 \times 10^{-4}$
  - Upper bound is 7,572,000 cubic feet per second

- 30,880 cubic feet per second, annual exceedance probability = $1 \times 10^{-3}$

- 7,156 cubic feet per second, annual exceedance probability = 0.01

- 1,323 cubic feet per second, annual exceedance probability = 0.10

---

**B. Scenario 2**

- 2,976,000 cubic feet per second, annual exceedance probability = $1 \times 10^{-6}$
  - Upper bound is 1,003,000,000 cubic feet per second

- 823,500 cubic feet per second, annual exceedance probability = $1 \times 10^{-5}$
  - Upper bound is 79,380,000 cubic feet per second

- 214,700 cubic feet per second, annual exceedance probability = $1 \times 10^{-4}$
  - Upper bound is 6,157,000 cubic feet per second

- 51,730 cubic feet per second, annual exceedance probability = $1 \times 10^{-3}$

---

10,960 cubic feet per second, annual exceedance probability = 0.01

1,775 cubic feet per second, annual exceedance probability = 0.10

---

**Figure 26.** Point and interval estimates for a range of annual exceedance probabilities for lower reach of Rapid Creek, South Dakota, floods, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2 with A, as weighted skew and systematic data and B, as systematic plus historical data. This depicts A, as scenario 1 and B, as scenario 2 of table 5.
The peak-flow record for Spring Creek is based on streamflow records from multiple streamgages that were compiled and adjusted to be comparable with a paleoflood chronology developed for this reach (Harden and others, 2011). This synthetic record is referred to as a systematic record for consistency with the other case studies because the synthetic record is based on systematic record collection. More information about this site and the paleoflood data is available in Harden and others (2011).

Initial Data Analysis

The systematic peaks were examined for autocorrelation, change points, and a trend. There is no autocorrelation at this site (fig. 28), but there were several change points in the mean and variance (fig. 29). Most notable is the largest flood in the record (the 1972 flood), which causes a change in the mean and variance. Despite changes in mean and variance, there is no trend over the period of systematic record (fig. 30).

Flood-Frequency Analysis

Flood-frequency analysis with at-site skew was originally considered, but the fit (not shown) was very poor. Therefore, flood-frequency analysis was performed under three scenarios, with comparisons to two other variations on flood-frequency analysis from a previous study:

1. systematic peaks, with weighted skew;
2. systematic peaks with paleo-derived peaks and thresholds, with weighted skew;
3. systematic peaks with predicted paleo-derived peaks and thresholds on the basis of paleofloods in the nearby lower reach of Rapid Creek, with weighted skew;
4–5. in addition to the analyses performed for this study, estimates were obtained from another flood-frequency study (Harden and others, 2011) and are presented as comparison scenarios. See table 6 (available for download at https://doi.org/10.3133/sir20205065) for more information.

There were peaks in Harden and others (2011) outside a systematic period of record but not designated as historical. Given their occurrence outside the systematic period of record, they should be designated as historical using guidelines in Ryberg and others (2017). However, it was not clear whether
Figure 28. The autocorrelation for peaks in systematic period of record for Spring Creek, South Dakota.

Figure 29. Change points in mean and variance for peaks in systematic period of record for Spring Creek, South Dakota.
they were historical or opportunistic peaks. That is, it was not clear that there was a particular threshold above which all peaks would be recorded during the historical period. The historical peaks are below the perception threshold for large peaks based on the paleoflood data and provide no additional information to the analysis; therefore, the historical peaks were treated as opportunistic peaks (Sando and McCarthy, 2018) and removed from the analysis. Sando (1998) found that the generalized skew coefficient from the map in Bulletin 17B (Interagency Advisory Committee on Water Data, 1982) was adequate for South Dakota streamgages; therefore, the regional skew used was 0.194 with a mean square error of 0.302.

In all three EMA–PE3 scenarios, the fit of the flood-frequency curve was not as good as desired. PeakFQ did not identify any PILFs, but a PILF threshold of 40 was manually entered on the basis of visual inspection of the distribution and user expertise in order to focus the analysis on the upper end of the distribution.

For scenario 1, the flood-frequency curves for systematic data only did not completely plot in PeakFQ. This is because of the magnitude of the 1972 peak at the upper end of the distribution. It was considerably larger than any other peak in the systematic record and results in a steep flood-frequency curve slope and extremely large confidence bounds for the very low AEPs. The estimates for selected AEPs are shown in table 6.

The input data for scenario 2 are shown in figure 31. The resulting flood-frequency curve is shown in figure 32. The fit is not ideal, in part, because the paleoflood peaks and the gaged peak from 1972 are so large that they are a separate, much larger group of peaks than the rest. The estimates for selected AEPs are shown in table 6.

For scenario 3, the systematic and paleoflood records for Spring Creek and the lower reach of Rapid Creek were analyzed for correlation using Kendall’s tau. The two sites are significantly correlated. Methods development was beyond the scope of this study, and MOVE.3 does not provide interval estimates (as described earlier); therefore, a simple non-parametric relation was developed using a Theil-Sen slope estimator (Sen, 1968; Theil, 1992) and the Conover equation (Conover, 1999) for the intercept. The resulting prediction equation is shown in equation 1. The relation was developed using the EnvStats package for R (Millard, 2013), which provides the functionality for confidence intervals, but not prediction intervals. Confidence intervals are better than point estimates, but are narrower than prediction intervals would be; however, because methods development was beyond the scope of this study, the confidence intervals were used for proof of concept.

\[
\text{Spring Creek Peak} = 0.2939 \times \text{Lower Reach Rapid Creek Peak} + 55.5747
\]  

(1)
**Figure 31.** Systematic and paleo-derived interval peaks and thresholds used as input for flood-frequency analysis with weighted skew, Spring Creek, South Dakota.

**Figure 32.** Annual exceedance probability plot and fitted distribution for Spring Creek, South Dakota, analyzed with the input data depicted in figure 31 and weighted skew.
where

\(\text{SpringCreekPeak}\) is the peak-flow estimate for Spring Creek; and

\(\text{LowerReachRapidCreekPeak}\) is the peak flow from the lower reach of Rapid Creek.

The paleoflood peaks were removed from the Spring Creek dataset, then from the beginning of the Rapid Creek paleoflood record, 1103, to 1949, the last year in the Spring Creek record before the systematic period, anytime there was a lower reach Rapid Creek peak, one was predicted for Spring Creek with 95-percent confidence limits. To use the lower reach Rapid Creek paleoflood peaks for prediction, the value for the magnitude of the peak was taken from table 6 of Harden and others (2011). The input information and the resulting flood-frequency curve for scenario 3 are shown in figures 33 and 34, and selected AEPs are shown in table 6.

Predicting paleoflood peaks at Spring Creek using lower reach Rapid Creek peaks had the effect of lowering the threshold at which a peak might be detected. Predicting paleoflood peaks this way filled in the record of peak magnitude between the systematic peaks and the group of larger peaks that included the 1972 peak. The confidence bounds for the very low AEPs narrowed as well. Despite the cautions about this type of transfer discussed earlier, it appears that it could be effective in some cases.

Comparisons to Other Flood-Frequency Methods

Harden and others (2011) completed flood-frequency analysis with several techniques using the same dataset with the exception that they used the opportunistic peaks in some analyses. They used two models that used PE3 distributions: FLDFRQ3 (O’Connell, 1999; O’Connell and others, 2002) and PeakFqSA (Cohn and others, 1997; Cohn and others, 2001; Griffis and others, 2004). Results from Harden and others (2011), under two different scenarios that used all available data (paleoflood, historical/opportunistic, and systematic), are shown in table 6 and are designated as scenarios 4 and 5. Scenario 4 uses PeakFqSA, and scenario 5 uses FLDFRQ3.

For an AEP of 0.01, all five scenarios are plotted in figure 35 to compare the estimates. Scenario 1, systematic data only, analyzed with PeakFQ has large confidence bounds as the distribution is affected by the single outlier in 1972. The rest of the scenarios use paleoflood data. Results for scenarios 2, 4, and 5 are similar because much of the same data and the same probability distribution, PE3, are used. Scenario 3 has the predicted paleoflood peaks, which resulted in more paleoflood peaks in the record. Including the predicted paleoflood peaks results in more information about the theoretical distribution and narrower confidence bounds.

![Figure 33](image_url)

Figure 33. Interval peaks predicted from lower reach Rapid Creek, thresholds, and systematic data used as input for flood-frequency analysis with weighted skew, Spring Creek, South Dakota.
**Case Study Results and Discussion**

**Figure 34.** Annual exceedance probability plot and fitted distribution for Spring Creek, South Dakota, analyzed with the input data depicted in figure 33 and weighted skew.

**Figure 35.** Point estimates and confidence bounds for PeakFQ scenarios for Spring Creek, South Dakota, for floods with annual exceedance probability of 0.01, calculated under three different scenarios using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2 and compared to two estimates from Harden and others (2011). See table 6 for descriptions of the scenarios and the numeric values.
Summary

The lower reach, Rapid Creek peak-flow record is not autocorrelated and does not have a trend. However, several change points were identified. The same change-point methodology was used for all site analyses in this report, but this example shows that an analyst might want to adjust the settings on a case-by-case basis depending on their degree of concern about change points. The large 1972 peak also causes a change point in the distribution, as it does for the lower reach of Rapid Creek. Again, this shows that change-point detections are not definitive and should be accompanied by graphical analysis.

The use of regionally weighted skew greatly improved the fit of the distribution to the very low AEP floods. Like the lower reach of Rapid Creek, this site has a high outlier in the gaged record, a peak in 1972, and large paleoflood peaks. The paleoflood peaks provide context for the 1972 gaged peak and improve the fit of the distribution. The inclusion of regional information by estimating peaks based on paleoflood peaks from the lower reach of Rapid Creek added more information to the statistical distribution, resulting in a better fit. However, there are methodological issues that would need to be worked out before such estimations could be made in practice (see Regression Methods section).

Peaks outside the systematic period of record need to be examined carefully to determine whether they are opportunistic peaks, which do not provide additional information about appropriate thresholds for missing periods, or whether they are large peaks from which a threshold can be derived. Although helpful in determining very low AEPs, paleoflood data can raise concerns if they appear to come from a different, larger population than the peaks in the systematic record. Ideally, the range of paleoflood peaks should have some overlap with the observed range to provide a smooth transition of the distribution.

The AEPs under the three PeakFQ scenarios are plotted in figures 36 and 37. Estimating very low AEPs at this site without paleoflood data results in an upper bound for an AEP of $1 \times 10^{-6}$ that is into the billions. Adding paleoflood information dramatically reduces the error bounds (fig. 36). Having a large set of paleoflood peaks, when they were predicted, continues to increase the precision of the estimates, although error bounds for an AEP of $1 \times 10^{-5}$ and $1 \times 10^{-6}$ are still very large.
Spring Creek, South Dakota

A. Scenario 1

990,200 cubic feet per second, annual exceedance probability = 1×10⁻⁴

Upper bound is 3,857,000,000 cubic feet per second

334,100 cubic feet per second, annual exceedance probability = 1×10⁻⁴

Upper bound is 217,600,000 cubic feet per second

102,500 cubic feet per second, annual exceedance probability = 1×10⁻⁴

Upper bound is 12,420,000 cubic feet per second

27,570 cubic feet per second, annual exceedance probability = 1×10⁻³

Upper bound is 217,600,000 cubic feet per second

6,000 cubic feet per second, annual exceedance probability = 0.01

Upper bound is 3,857,000,000 cubic feet per second

842 cubic feet per second, annual exceedance probability = 0.10

Upper bound is 12,420,000 cubic feet per second

Streamflow, in cubic feet per second

B. Scenario 2

1,774,000 cubic feet per second, annual exceedance probability = 1×10⁻⁶

Upper bound is 46,190,000 cubic feet per second

572,900 cubic feet per second, annual exceedance probability = 1×10⁻⁶

Upper bound is 46,190,000 cubic feet per second

166,900 cubic feet per second, annual exceedance probability = 1×10⁻⁴

Upper bound is 6,902,000 cubic feet per second

42,150 cubic feet per second, annual exceedance probability = 1×10⁻³

Upper bound is 3,857,000,000 cubic feet per second

8,457 cubic feet per second, annual exceedance probability = 0.01

Upper bound is 217,600,000 cubic feet per second

1,053 cubic feet per second, annual exceedance probability = 0.10

Upper bound is 12,420,000 cubic feet per second

Streamflow, in cubic feet per second

Figure 36. Point and interval estimates for a range of annual exceedance probabilities for Spring Creek, South Dakota, floods, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2, with A, as weighted skew and systematic data and B, as systematic plus paleoflood data. This depicts analysis results for A, scenario 1 and B, scenario 2 of table 6.
Cherry Creek near Melvin, Colorado

This site had one historical peak; however, that peak was qualified with a code 3 indicating it occurred because of a dam failure. In 1933, Castlewood Canyon Dam, upstream from the Melvin streamgage (06712500), failed (Jarrett, 2000). That flood left evidence of flood-deposited sediments, and the peak value is available; however, because peak value was the result of a dam failure, the peak was not used in flood-frequency analysis. The paleoflood magnitude was determined using the slope-conveyance method (U.S. Geological Survey, 2019), and the age of the paleoflood deposits was determined using relative-dating methods, including degree of soil development, surface-rock weathering, surface morphology, and boulder development (Jarrett, 2000; Jarrett and Tomlinson, 2000; Kohn and others, 2016). Jarrett (2000) determined that the largest flood in 1,500 to 5,000 years was 2,100 m$^3$/s (74,161 ft$^3$/s) and that the flood with an AEP of 1×10$^{-4}$ was approximately 2,200 m$^3$/s (77,692 ft$^3$/s).

Initial Data Analysis

The systematic peaks were examined for autocorrelation. Figure 38 indicates that autocorrelation is not a concern. Then the systematic peaks were examined for change points and a change point was found (fig. 39); however, the short period of record makes it difficult to determine whether this change point is a change in the distribution, or it simply breaks the record into periods affected by outliers. It also is difficult to determine what might be considered an outlier in a record this short.

Trend analysis was completed with and without the historical peak. The historical peak, a result of dam failure, was not used in flood-frequency analysis, but likely represented what would have been a large runoff event. The trend test is resistant to outliers, so the historical peak was used for comparison of the trend lines. Visually, one might perceive a downward trend at this site (fig. 40); however, because of the variability in the peaks, there is not a significant trend with or without the historical peak.

Flood-Frequency Analysis

Flood-frequency analysis was completed under two scenarios, comparisons to eight other flood-frequency analysis results using different distributions and a different fitting method:

1. systematic peaks and weighted skew;
2. systematic peaks with paleo-derived peaks and thresholds and weighted skew;
3–10. at-site point estimates for flood magnitudes using the asymmetric exponential power, generalized extreme value, generalized logistic, generalized normal, generalized Pareto, PE3, Wakeby, and Weibull distributions.

---

**Spring Creek, South Dakota**

**Scenario 3**

<table>
<thead>
<tr>
<th>Streamflow, in cubic feet per second</th>
<th>Annual Exceedance Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>781,300 cubic feet per second</td>
<td>1×10$^{-4}$</td>
</tr>
<tr>
<td>263,300 cubic feet per second</td>
<td>1×10$^{-6}$</td>
</tr>
<tr>
<td>80,830 cubic feet per second</td>
<td>1×10$^{-4}$</td>
</tr>
<tr>
<td>21,830 cubic feet per second</td>
<td>1×10$^{-3}$</td>
</tr>
<tr>
<td>4,790 cubic feet per second</td>
<td>0.01</td>
</tr>
<tr>
<td>683.9 cubic feet per second</td>
<td>0.10</td>
</tr>
<tr>
<td>0</td>
<td></td>
</tr>
<tr>
<td>500,000</td>
<td></td>
</tr>
<tr>
<td>1,000,000</td>
<td></td>
</tr>
<tr>
<td>1,500,000</td>
<td></td>
</tr>
<tr>
<td>2,000,000</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 37.** Point and interval estimates for a range of annual exceedance probabilities for Spring Creek, South Dakota, floods, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2, with weighted skew and systematic, historical, and predicted paleoflood data. This depicts analysis results for scenario 3 of table 6.
Figure 38. The autocorrelation for peaks in systematic period of record for streamgage station 06712500, Cherry Creek near Melvin, Colorado.

Figure 39. Change points in mean and variance for peaks in systematic period of record for streamgage station 06712500, Cherry Creek near Melvin, Colorado.
fitted using the method of L-moments (W. Asquith, written commun., 2017; Asquith and others, 2017) are presented for comparison. See table 7 (available for download at https://doi.org/10.3133/sir20205065) for more information.

In scenarios 1 and 2, the PeakFQ settings used by Kohn and others (2016) were used for flood-frequency analysis, including weighted skew (regional skew=−0.119 and standard error=0.550 from Bulletin 17B; Interagency Advisory Committee on Water Data, 1982, plate I) and threshold values. The difference here is that we used a newer version of PeakFQ (version 7.2) than Kohn and others (2016, version 7.1) with extended output options to obtain estimates of flood magnitude for very low AEPs. The flood-frequency curves for systematic data only and systematic plus paleoflood data are shown in figures 41 and 42, and selected AEPs are shown in table 7.

In figure 42, the largest gaged peak is outside the confidence bounds for the fitted frequency line. This is the same result as in Kohn and others (2016) and was their best estimate of flood frequency at this site. Notably, the inclusion of paleoflood information in the analysis depicted in figure 42 dramatically decreases the width of the confidence interval for very low AEPs. Information about the data used and the numeric flood estimates are provided in table 7.

Comparisons to Other Flood-Frequency Methods

Asquith and others (2017) examined probability distributions applicable to flood-frequency analysis beyond the PE3 distribution and fitting methods other than EMA. Scenarios 3–10 in table 7 present at-site point estimates for flood magnitudes using the asymmetric exponential power, generalized extreme value, generalized logistic, generalized normal, generalized Pareto, PE3, Wakeby, and Weibull distributions fitted using the method of L-moments (W. Asquith, written commun., 2017; Asquith and others, 2017). The mathematics of these distributions in the context of L-moments is described in appendix 5 of Asquith and others (2017).

Examination of table 7 shows that scenario 7, which used the generalized Pareto distribution (Asquith and others, 2017), is not an acceptable fit for the data because its value is almost constant with AEPs from 0.01 to 1×10⁻⁶. This was the same result as the analysis of two rivers in the Eastern United States in Asquith and others (2017).

Examination of table 7 shows the effect of paleoflood data in that scenario 1 (systematic data, weighted skew with PeakFQ) has a fit (estimate) of 653,900 ft³/s for an AEP of 1×10⁻⁶, but when paleoflood information is added to the analysis (scenario 2), the AEP of 1×10⁻⁶ estimate decreases to 170,900 ft³/s. Scenario 3 (asymmetric exponential power

![Figure 40. Mann-Kendall test for trend in the peak-streamflow record for streamgage station 06712500, Cherry Creek near Melvin, Colorado.]()}
Figure 41. Annual exceedance probability plot and fitted distribution for streamgage station 06712500, Cherry Creek near Melvin, Colorado, using systematic data only and weighted skew (scenario 1).

Figure 42. Annual exceedance probability plot and fitted distribution for streamgage station 06712500, Cherry Creek near Melvin, Colorado, using systematic and paleoflood data with weighted skew (scenario 1).
distribution, AEP4 in Asquith and other, 2017) also provides large estimates for an AEP of $1 \times 10^{-3}$ to $1 \times 10^{-6}$ with an AEP of $1 \times 10^{-6}$ of 44,542,802 ft$^3$/s. Scenario 5 (generalized logistic distribution, GLO in Asquith and others, 2017) estimates an AEP of $1 \times 10^{-6}$ as 1,214,797. All AEPs for scenarios 1, 3, and 5 can be compared to the largest flood in 1,500 to 5,000 years—2,100 m$^3$/s (74,161 ft$^3$/s; Jarrett, 2000)—indicating that they likely overestimate the very low AEPs.

Figures 43–48 provide visual comparisons of the flood estimates for the AEPs listed in table 7. Some values for scenarios 1, 3, and 5 are so large that they are not shown on the plots. The mean of the estimates is shown as a blue dashed line in the plots and is based only on those estimates shown in the plot. For comparison, the largest flood in 1,500 to 5,000 years is shown as a green dashed line in figures 44–48.

Summary

The Cherry Creek site did not have autocorrelation and did not have a statistically significant trend. A change point was found, but it is difficult to determine whether this is a statistical artifact (as change-point methods are prone to false positives; Ryberg and others, 2020) or a meaningful change point because of the short period of record. Weighting of the skew with regional skew improved the fit of the statistical distribution for the very low AEP floods.

Paleoflood data are important for estimation of very low AEPs for sites with short periods of record (the definition of a short period of record varies with the characteristics of a site, but generally less than 100 years of record). Paleoflood data can diminish the width of the confidence intervals, resulting in a more precise estimate. Figure 49 shows that the PeakFQ flood-frequency estimates with paleoflood data result in reasonable estimates for floods for AEPs of $1 \times 10^{-3}$ and $1 \times 10^{-4}$, because the largest paleoflood in the last 1,500 to 5,000 years, falls in between these estimates. The accuracy of the estimates for AEPs of $1 \times 10^{-3}$ and lower is harder to judge as there is a great deal of variance in the point estimates depending on distribution and method of fit choices (table 7).

Figure 43. Point estimates for streamgage station 06712500, Cherry Creek near Melvin, Colorado, flood with annual exceedance probability of 0.10, calculated under 10 different scenarios. See table 7 for descriptions of the scenarios and the numeric values.

Station 06712500, Cherry Creek near Melvin, Colorado
Case Study Results and Discussion

Maximum paleoflood (in 1,500 to 5,000 years), 74,161 cubic feet per second

Annual exceedance probability = 0.01

Mean of all point estimates, 36,586 cubic feet per second

PeakFQ point estimate

Asquith and others (2017) estimate

Streamflow, in cubic feet per second

Figure 44. Point estimates for streamgage station 06712500, Cherry Creek near Melvin, Colorado, flood with annual exceedance probability of 0.01, calculated under 10 different scenarios. See table 7 for descriptions of the scenarios and the numeric values.

Station 06712500, Cherry Creek near Melvin, Colorado

Mean of all point estimates, 69,097 cubic feet per second

Maximum paleoflood (in 1,500 to 5,000 years), 74,161 cubic feet per second

PeakFQ point estimate

Asquith and others (2017) estimate

Streamflow, in cubic feet per second

Figure 45. Point estimates for streamgage station 06712500, Cherry Creek near Melvin, Colorado, flood with annual exceedance probability of $1 \times 10^{-3}$, calculated under 10 different scenarios. See table 7 for descriptions of the scenarios and the numeric values.
Flood-Frequency Estimation for Very Low Annual Exceedance Probabilities

Station 06712500, Cherry Creek near Melvin, Colorado

**Figure 46.** Point estimates for streamgage station 06712500, Cherry Creek near Melvin, Colorado, flood with annual exceedance probability of $1 \times 10^{-4}$, calculated under 10 different scenarios. See [table 7](#) for descriptions of the scenarios and the numeric values.

**Figure 47.** Point estimates for streamgage station 06712500, Cherry Creek near Melvin, Colorado, flood with annual exceedance probability of $1 \times 10^{-5}$, calculated under 10 different scenarios. See [table 7](#) for descriptions of the scenarios and the numeric values.
Maximum paleoflood (in 1,500 to 5,000 years), 74,161 cubic feet per second

Annual exceedance probability = 1×10⁻⁶; Scenario 1 not shown or included in mean, estimate = 553,900 cubic feet per second; Scenario 3 not shown or included in mean, estimate = 44,542,802 cubic feet per second; Scenario 5 not shown or included in mean, estimate = 1,214,797 cubic feet per second

Mean of all point estimates, 141,935 cubic feet per second

PeakFQ point estimate

Asquith and others (2017) estimate

Figure 48. Point estimates for streamflow-gaging station 06712500, Cherry Creek near Melvin, Colorado, flood with annual exceedance probability of 1×10⁻⁶, calculated under 10 different scenarios. See table 7 for descriptions of the scenarios and the numeric values.
Station 06712500, Cherry Creek near Melvin, Colorado

A. Scenario 1

- 653,900 cubic feet per second, annual exceedance probability = 1×10^{-4}
- Upper bound is 359,600,000 cubic feet per second
- 382,900 cubic feet per second, annual exceedance probability = 1×10^{-5}
- Upper bound is 69,090,000 cubic feet per second
- 207,600 cubic feet per second, annual exceedance probability = 1×10^{-4}
- Upper bound is 11,340,000 cubic feet per second
- 101,100 cubic feet per second, annual exceedance probability = 1×10^{-3}
- Upper bound is 1,584,000 cubic feet per second
- 41,260 cubic feet per second, annual exceedance probability = 0.01
- 11,660 cubic feet per second, annual exceedance probability = 0.10

B. Scenario 2

- 170,900 cubic feet per second, annual exceedance probability = 1×10^{-4}
- 121,300 cubic feet per second, annual exceedance probability = 1×10^{-5}
- 80,370 cubic feet per second, annual exceedance probability = 1×10^{-4}
- 48,280 cubic feet per second, annual exceedance probability = 1×10^{-5}
- 24,680 cubic feet per second, annual exceedance probability = 0.01
- 8,915 cubic feet per second, annual exceedance probability = 0.10

Figure 49. Point and interval estimates for a range of annual exceedance probabilities for streamgage station 06712500 Cherry Creek near Melvin, Colorado, floods, calculated using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2, with A, as weighted skew and no paleoflood data and B, as weighted skew and systematic and paleoflood data. This depicts analysis results for A, scenario 1 and B, scenario 2 of table 7.
Escalante River near Escalante, Utah

The Escalante River peaks estimated by Webb and others (1988) are historical in that they occurred during settlement, and paleo, in that they were determined by analysis of flood deposits. Webb and others (1988) refer to the peaks they estimated as “historic” peaks. In keeping with terminology used throughout this report, where peaks determined with analysis of flood deposits or tree-rings were referred to as paleo, we call the additional peaks determined by Webb and others (1988) “paleo” peaks. The USGS PFF contains an additional three peaks outside the systematic period of record that occurred in 1910, 1911, and 1912. These are considered historical peaks in this analysis.

Initial Data Analysis

The systematic peaks were examined for autocorrelation in two periods: 1943–55 and 1972–2015. There is no autocorrelation in either systematic period of record at this site (figs. 50 and 51). Then the systematic peaks were examined for change points in the two periods. The first period, 1943–55, is very short for change-point analysis, so no change points were found (fig. 52). Although, visually, the peaks from 1972 to 2015 appear to have a reduction in variance, no change point was found in that period (fig. 53). Statistical and visual inspection are important, and analysts have a great deal of flexibility in using change-point methods more sensitive to changes, if that is a concern. With and without the historical peaks, this site does not have a trend in peak flow (fig. 54).

Flood-Frequency Analysis

Flood-frequency analysis was completed under three scenarios, with comparisons to five other flood-frequency analysis results from previously published studies:

1. systematic peaks, with weighted skew;
2. systematic peaks and three historical peaks, with weighted skew;
3. systematic peaks, three historical peaks, three paleoflood peak point estimates and one paleo interval estimate, and a threshold that indicates the paleoflood peaks were the largest since 1909, with weighted skew.

4–8. in addition to the analyses performed for this study, estimates were obtained from several other flood-frequency studies (Webb and others, 1988; Webb and Rathburn, 1988; Kenney and others, 2008) and are presented as comparison scenarios. See table 8 (available for download at https://doi.org/10.3133/sir20205065) for more information.

A recent Utah flood-frequency study included this site (Kenney and others, 2008) and used a weighted skew based on a regional skew estimated in 2004 (Perica and Stayner, 2004). We, therefore, completed weighted skew analysis with the Perica and Stayner (2004) regional skew of −0.250 and a mean square error of 0.197.

For scenarios 2 and 3, the three historical peaks are not notably large—historical peaks are usually recorded because of their large magnitude. However, a flood in 1909 destroyed the USGS streamgage on August 31 (Freeman and Leighton, 1911). A new streamgage was installed at a site 35 feet upstream from the old streamgage. Peaks were entered in the USGS peak-flow file for 1910, 1911, and 1912 with a qualification code of 7, indicating they were historical and outside the period of systematic record. One could make an argument to treat them as systematic peaks rather than historical because of the efforts to gage the stream in the early 1900s. We kept the historical designation, though, because the estimates of streamflow were considered “very unreliable” in 1909, and these peaks have a higher degree of error than those recorded beginning in 1943. The period 1913–42 is unaged and an appropriate period to use a threshold value. If the historical peaks were particularly large, we could use the smallest of the three as a threshold value indicating that if a peak occurred above that value from 1913 to 1942, it would have been recorded. We cannot say that though, so the thresholds for the period 1913–42 and 1956–71 were set from negative infinity to infinity (inf and inf in the Lower Bound and Upper Bound fields of PeakFQ) indicating that we do not know anything about this period.

With the additional information gained in scenario 3, we can add a threshold to the periods of missing gage record indicating that if the peak was above 17,700 ft³/s, it would have been determined in the flood reconstruction of Webb and others (1988). The estimated paleoflood peaks were known to be the largest since 1875 (Webb and others, 1988), so one could extend the threshold period back to 1875. However, the 1909 flood changed the channel (Webb and others, 1988), so the threshold was extended back to 1909 rather than 1875.

The input data for scenario 3 (which includes the input for scenarios 1 and 2) are shown in figure 55. The resulting flood-frequency curves for scenarios 1, 2, and 3 are shown in figures 56–58. The flood magnitudes and confidence bounds are shown in table 8. Figure 56 shows that the upper confidence bound for very low AEPs levels off (in what may be a computational issue) and indicates that the systematic record only does not provide a good error estimate for very low AEPs at this site. With the introduction of the historical and paleoflood peaks, the upper confidence bound estimates behave normally (figs. 57 and 58). The paleoflood information shown in figures 55 and 58 as interval flows, censored flows, and historical peaks are considerably larger than the observed peaks and appear as though they may come from a different population. One might think of this record as three distributions: low runoff years (the nine PILFs and the more typical distribution of floods), the gaged peaks and 1910–1912 peaks.
Figure 50. The autocorrelation for peaks in systematic period of record for streamgage station 09337500, Escalante River near Escalante, Utah, 1943–55.

Figure 51. The autocorrelation for peaks in systematic period of record for streamgage station 09337500, Escalante River near Escalante, Utah, 1972–2015.
**Figure 52.** Change points in mean and variance for peaks in systematic period of record for streamgage station 09337500, Escalante River near Escalante, Utah, 1943–55.

**Figure 53.** Change points in mean and variance for peaks in systematic period of record for streamgage station 09337500, Escalante River near Escalante, Utah, 1972–2015.
Figure 54. Mann Kendall test for trend in the peak-streamflow record for streamgage station 09337500, Escalante River near Escalante, Utah.

Figure 55. Peaks and thresholds for flood-frequency analysis, Escalante River near Escalante, Utah.
Figure 56. Annual exceedance probabilities for streamgage station 09337500, Escalante River near Escalante, Utah, using the systematic peaks only (scenario 1).

Figure 57. Annual exceedance probabilities for streamgage station 09337500, Escalante River near Escalante, Utah, using the input data depicted in figure 55.
and the large paleoflood peaks. It is possible the large paleoflood peaks are the result of unique climatic conditions. The flood-frequency analyses of Webb and others (1988) and Webb and Rathburn (1988), completed when the gage record was substantially shorter, show these peaks as standing out from the rest. However, in this study, the paleoflood point estimates fall within the error bounds of the fitted frequency curve and, therefore, magnitudes for very low AEPs were estimated. Inclusion of the large paleoflood peaks dramatically increases the confidence limits for the very low AEPs.

The AEPs calculated under these different scenarios are compared graphically in figures 59–64. Figure 60 also includes point estimates of magnitudes calculated for an AEP of 0.01 in other studies discussed in the next section.

Comparisons to Other Flood-Frequency Methods

Kenney and others (2008) estimated flood frequencies for the Escalante River site using the streamgage data through water year 2005 and the three historical peaks. Their AEP of 0.01 estimate is provided in table 8. The dataset and methodology are comparable to scenario 2 in this study, and their estimate was 5,290 ft³/s, whereas the estimate in the current study with 10 additional years of gaged record was 4,794 ft³/s.

Webb and others (1988) used gaged data through 1985; gaged data plus 4 paleoflood peaks; and gaged data, 4 paleoflood peaks, and a threshold indicating that the paleoflood peaks were the largest since 1875. The scenarios using the data from Webb and others (1988) were designated as scenarios 5–7 in figure 60 and table 8. Scenario 5 is like scenario 1 and falls within the confidence bounds for the estimate at AEP of 0.01. It is, however, higher than the estimate in scenario 1, and this shows how the much longer gaged record in scenario 1 reduced the flood magnitude estimate. Scenario 7 is very similar to scenario 3 with slightly different assumptions about the appropriate starting period (1909 for scenario 3 and 1875 for scenario 7). The estimates are similar: 15,730 ft³/s for scenario 3, with the shorter beginning threshold and longer gaging period, and 17,000 ft³/s for scenario 7.

Scenario 8 includes nine additional paleoflood peaks described by Webb and Rathburn (1988) as “prehistoric” peaks. They reference Webb and others (1988) for these peaks, but the nine “prehistoric” peaks are not quantified or used in flood-frequency analysis there; however, dates were estimated with considerable uncertainty for floods from approximately A.D. 450 to A.D. 1550. The dates for large floods had uncertainties as much as plus or minus 110 years in strata that had date uncertainties as much as plus or minus 860 years (Webb and others, 1988). Webb and Rathburn (1988) graphically depict these nine floods indicating they had determined interval estimates and selected years for plotting, but those values are not listed. The graphical depiction hints that the Escalante River analysis could be extended even further back in time, but that was not done here because of the date and magnitude uncertainties, as well as indications of significant channel change (Webb and others, 1988). Scenario 8’s estimate of
Figure 59. Point estimates and confidence bounds for streamgage station 09337500, Escalante River near Escalante, Utah, floods with annual exceedance probability of 0.10, calculated under three different scenarios using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2. See table 8 for descriptions of the scenarios and the numeric values.

Figure 60. Point estimates and confidence bounds for streamgage station 09337500, Escalante River near Escalante, Utah, floods with annual exceedance probability of 0.01, calculated under three different scenarios using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2 compared to five point estimates from other studies (Kenney and others, 2008; Webb and others, 1988; Webb and Rathburn, 1988). See table 8 for descriptions of the scenarios and the numeric values.
Figure 61. Point estimates and confidence bounds for streamgage station 09337500, Escalante River near Escalante, Utah, floods with annual exceedance probability of $1 \times 10^{-3}$, calculated under three different scenarios using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2. See table 8 for descriptions of the scenarios and the numeric values.

Figure 62. Point estimates and confidence bounds for streamgage station 09337500, Escalante River near Escalante, Utah, floods with annual exceedance probability of $1 \times 10^{-4}$, calculated under three different scenarios using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2. See table 8 for descriptions of the scenarios and the numeric values.
Figure 63. Point estimates and confidence bounds for streamgage station 09337500, Escalante River near Escalante, Utah, floods with annual exceedance probability of $1 \times 10^{-5}$, calculated under three different scenarios using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2. See table 8 for descriptions of the scenarios and the numeric values.

Figure 64. Point estimates and confidence bounds for streamgage station 09337500, Escalante River near Escalante, Utah, floods with annual exceedance probability of $1 \times 10^{-6}$, calculated under three different scenarios using U.S. Geological Survey PeakFQ software (Veilleux and others, 2014) version 7.2. See table 8 for descriptions of the scenarios and the numeric values.
an AEP of 0.01 is 13,100 ft³/s indicating that the addition of paleoflood information going back to A.D. 450 reduced the peak estimate. This estimate is within the confidence bounds for scenario 3 (table 8 and fig. 60).

Summary

The Escalante River had no autocorrelation, no change points, and no trend. This site would seem to be a suitable candidate for extending the record with paleoflood peaks to refine confidence limits for very low AEPs. AEPs calculated under the three PeakFQ scenarios are summarized in figures 65 and 66. The figures show that adding paleoflood information does not always decrease uncertainty. The paleoflood peaks added were very large peaks and increased the uncertainty for very low AEPs, while also increasing the estimated magnitudes. The effect of the addition of paleoflood peaks at this site is similar to the effect at Spring Creek where the paleoflood peaks and single systematic outlier formed their own group at much larger magnitudes than the systematic record. The regional transfer experiment at Spring Creek showed that if the space between the two distributions could be filled in with additional peaks, the fit might improve. Going back much further in time, Webb and Rathburn (1988) added more paleoflood data to their flood-frequency analysis and reduced the estimate for an AEP of 0.01. However, their confidence bounds are unknown, and their exact data were unable to be replicated for this study. To further understand very low AEPs at this site, more study would need to be done on persistent climatic conditions and channel changes over time.
Station 09337500, Escalante River near Escalante, Utah

A

15,870 cubic feet per second, annual exceedance probability = 1×10⁻⁴

13,140 cubic feet per second, annual exceedance probability = 1×10⁻⁵

10,370 cubic feet per second, annual exceedance probability = 1×10⁻⁴

7,622 cubic feet per second, annual exceedance probability = 1×10⁻²

4,962 cubic feet per second, annual exceedance probability = 0.01

2,486 cubic feet per second, annual exceedance probability = 0.10

Streamflow, in cubic feet per second

B

16,340 cubic feet per second, annual exceedance probability = 1×10⁻⁵

13,300 cubic feet per second, annual exceedance probability = 1×10⁻⁶

10,320 cubic feet per second, annual exceedance probability = 1×10⁻⁴

7,464 cubic feet per second, annual exceedance probability = 1×10⁻²

4,794 cubic feet per second, annual exceedance probability = 0.01

2,388 cubic feet per second, annual exceedance probability = 0.10

Streamflow, in cubic feet per second

Figure 65. Point and interval estimates for a range of annual exceedance probabilities for streamgage station 09337500, Escalante River near Escalante, Utah, floods, calculated using U.S. Geological Survey PeakFQ version 7.2, with A, as weighted skew and systematic data and B, as weighted skew systematic plus historical data. This depicts analysis results for A, scenario 1 and B, scenario 2 of table 8.
Summary

Very low probability floods may have an annual exceedance probability (AEP) less than 0.001, meaning the mean recurrence interval may be more than 1,000 years. Yet, estimation of these flood frequencies is needed to accurately portray risks to critical infrastructure, such as nuclear powerplants and large dams. Standard methods for statistical estimation of flood frequency rely on the systematic streamflow record, which provides a time series of annual maximum flood peaks. Uncertainties are large when trying to extrapolate magnitudes of very low AEP events from a streamflow record that is much shorter (typically less than 100 years). An additional complication for flood-frequency analysis is the underlying assumption that the flood series is stationary. That is, the peak-flow time series varies around a constant mean within a particular range of values (a defined variance). As the hydrologic community’s understanding of natural systems and anthropogenic effects has evolved, it has become clear that the stationarity assumption is sometimes inappropriate. However, there is not a consensus on the appropriate methodology for the computation of flood frequencies for nonstationary systems.

Flood-frequency analysis under nonstationary conditions is an active area of research, and many suggested methods are not yet able to incorporate paleoflood data. However, a literature review was completed to summarize the state of flood-frequency science. The literature review highlights tools available to detect nonstationarities and identify possible attributing factors, and highlights efforts to include external information for detection of nonstationarities. Additionally, the review contributes to the understanding of underlying causes of nonstationarities and potential ways to address nonstationarities, while simultaneously showing that the problem is not easy to address.

Five sites were selected to demonstrate methods for initial data analysis and detection of trends and for incorporation of historical and paleoflood information in flood-frequency analysis. The flood-frequency results should not be considered definitive at any of these sites. The purpose of this analysis was to study the effect of historical and paleoflood data on the flood-frequency distribution. Some subjectivity is inherent in assessing the validity of historical and paleoflood data and in incorporating thresholds for missing periods during the systematic record and for paleo periods. Local or regional experts might make different choices when assessing these sites.

The sites were Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada (Red River); lower reach, Rapid Creek, South Dakota (lower reach, Rapid Creek); Spring Creek, South Dakota (Spring Creek); Cherry Creek near Melvin, Colorado (Cherry Creek); and Escalante River near Escalante, Utah (Escalante River). The sites were chosen for geographic diversity and their unique characteristics, which highlighted issues such as autocorrelation, outlier peaks, or short period of record.
The peaks for these sites were all analyzed for indicators of nonstationarity including autocorrelation, change points, and monotonic trends. Detected nonstationarities can be naturally occurring, anthropogenically induced, or can be statistical artifacts in the data. Therefore, it is difficult to say when a nonstationarity disqualifies a site or a period for flood-frequency analysis, and the degree to which one of these issues will affect flood frequency is difficult to assess.

The flood-frequency analysis completed for this study used version 7.2 of the U.S. Geological Survey PeakFQ program with extended output for AEPs as low as $1 \times 10^{-6}$. PeakFQ assumes that the peak-flow series follow a log-Pearson type III distribution. This distribution is widely used in hydrology, particularly in the United States, where it is used in Bulletin 17C, which provides guidelines used by some Federal agencies in the determination of flood flow frequencies (under specific recommended assumptions). Applications of the distribution use systematically collected and historical peak-streamflow values to define a frequency distribution based on the sample mean (location), standard deviation (scale), and skew (shape). This study estimates those distribution parameters using the expected moments algorithm. Nonstandard flood data may be used with the expected moments algorithm, including flood interval estimates, as opposed to the standard point estimates and flood thresholds.

When other flood-frequency studies were available, their results were compared to the results here. The comparisons in some cases simply show the effect of additional years of data, whereas other comparisons show results from methods other than PeakFQ that use different probability distributions or fitting methods.

The Red River was chosen because of the availability of well documented historical peaks and paleoflood peaks. The site has autocorrelated peaks; among the implications for this is that 117 peaks on the Red River may have equivalent information to 45 independent peaks. The Red River had a change point in mean and variance. The change point and autocorrelation are related to well documented climatic persistence in this basin. The Red River also has an increasing peak magnitude trend, likely more than just an artifact of climatic persistence at the end of the record. Flood-frequency analysis was completed under 11 different scenarios to show how regional information, in the form of a weighted skew, and incrementally adding data of different types (historical peaks, historical intervals, paleoflood data, and thresholds) affects the flood-frequency analysis. In addition, several other flood-frequency studies were compared so that for an AEP of 0.01, 23 different scenarios were compared numerically and graphically. The addition of peaks and thresholds beyond the systematic record can increase the precision and accuracy of estimates for very low AEPs (less than 0.001); in fact, paleoflood data appear necessary to reduce uncertainty for very low AEPs at this site. When compared to another study that adjusted for correlation, the addition of paleoflood data, creating a much longer record, appears to offset the loss of information caused by correlated data.

The lower reach of Rapid Creek, chosen because of the existence of paleoflood data in a well-documented study, did not have autocorrelation but did have one high outlier peak that affects the fit of the upper end of the distribution when calculating flood frequencies. Paleoflood information helped put the outlier in context; however, very low AEPs at this site still had extraordinarily large confidence bounds.

Spring Creek, chosen because of the existence of paleoflood data in a well-documented study and because it was nearby the lower reach of Rapid Creek for an experiment in information transfer, was like the lower reach of Rapid Creek in that it was uncorrelated and had a single outlier. This site showed that peaks outside the systematic period of record need to be examined carefully to determine whether they are opportunistic peaks, which do not provide additional information about appropriate thresholds for missing periods, or whether they are large peaks from which a threshold can be derived. Although generally helpful in determining very low AEPs, paleoflood data can increase uncertainty or worsen the fit of the upper end of the distribution if they appear to come from a different, larger, population than the peaks in the systematic record. Ideally, the range of paleoflood peaks should have some overlap with the observed range to provide a smooth transition of the distribution. This site was also used as an experiment in transferring regional paleoflood data—transferring information from the lower reach of Rapid Creek to this site. This transfer of information provided more information for the upper end of the distribution. However, the transfer was based on methods that need more development and refinement for future applications.

Cherry Creek was used to compare the results with paleoflood data to results for distributions described in Asquith and others (2017). This showed that the generalized Pareto distribution was not a good distribution for estimating very low AEPs, as Asquith and others (2017) found. The asymmetric exponential power distribution and the generalized logistic distribution generated large estimates for very low AEPs and were not good distributions for this site. Of the remaining distributions, it appears that the best may depend on which AEP is desired. In an analysis that is not exploratory, how to weight the quantiles at given AEPs for the acceptable distributions would need to be determined by subject matter experts.

The Escalante River was chosen because of the existence of paleoflood data and past flood-frequency analyses using these data. Peaks at this site did not have autocorrelation, change points, or a monotonic trend. This river has been the subject of several paleoflood studies and some of the paleoflood data were incorporated here. The paleoflood peaks added were very large peaks and increased the uncertainty for very low AEPs.

The addition of historical peaks, paleoflood peaks and paleoflood thresholds can increase or decrease the magnitude of very low AEP floods, depending on the distribution and length of the systematic period. The additional information can reduce the error bounds on floods with very low exceedance probabilities; however, the effect is not uniform across sites.
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Appendix 1. Data, Settings, and Output for Each Site and Scenario

The following files are provided for documentation and reproducibility. Each zipped file represents the analysis for a particular site and scenario (except for those scenarios that were results from other studies) and contains three types of files, *.txt, *.psf, and *.PRT. The file called RedRiverScenario1.zip, therefore, contains the *.txt, *.psf, and *.PRT files (described below) for the analysis of streamgage station 05OJ015, Red River of the North at James Avenue Pumping Station, Winnipeg, Manitoba, Canada (Mark Lee, written commun., 2014 and 2016), under scenario 1, as described in this report.

For flood-frequency analysis in PeakFQ, peak-flow data must be supplied in a standard WATSTORE text formatted file (Flynn and others, 2006). The WATSTORE format is thoroughly defined in appendixes B.2, B.3, and B.4 of Flynn and others (2006) and is presented here as text files, *.txt.

The PeakFQ user specifies processing options interactively or by supplying a program specification file, *.psf (Veilleux and others, 2014). The specification file is defined in appendix B.1 of Flynn and others (2006). The specification file includes settings related to perception thresholds, historical peaks not in the USGS peak-flow file (PFF) database that is available as part of the U.S. Geological Survey (USGS) National Water Information System at https://nwis.waterdata.usgs.gov/usa/nwis/peak (U.S. Geological Survey, 2017), and perception thresholds.

Results of the flood-frequency analyses are provided in PRT files, *.PRT. The PRT files include processing options, a summary of the input data, including perceptible ranges and flow intervals; diagnostic message and potentially influential low flood (PILF) results; annual frequency curve parameters (mean, standard deviation and skew); numerical values for streamflows at selected exceedance probabilities; a listing of the input data; and Expected Moments Algorithm (EMA) presentation of the data; and other details. Additional resources for PeakFQ are available on the USGS PeakFQ website, https://water.usgs.gov/software/PeakFQ/ (U.S. Geological Survey, 2018).

Each of the following files is a link to the online files associated with this report.

RedRiverScenario1.zip
RedRiverScenario2.zip
RedRiverScenario3.zip
RedRiverScenario4.zip
RedRiverScenario5.zip
RedRiverScenario6.zip
RedRiverScenario7.zip
RedRiverScenario8.zip
RedRiverScenario9.zip
RedRiverScenario10.zip
RapidCreekScenario1.zip
RapidCreekScenario2.zip
RapidCreekScenario3.zip
SpringCreekScenario1.zip
SpringCreekScenario2.zip
SpringCreekScenario3.zip
CherryCreekScenario1.zip
CherryCreekScenario2.zip
EscalanteRiverScenario1.zip
EscalanteRiverScenario2.zip
EscalanteRiverScenario3.zip
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