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the Rainy River Basin, Based on Data Through Water 
Year 2019

By Christopher A. Sanocki and Sara B. Levin

Abstract
Annual peak-flow data collected at U.S. Geological 

Survey streamgages in Minnesota and adjacent areas of 
neighboring states of Iowa and South Dakota were analyzed 
to develop and update regional regression equations that can 
be used to estimate the magnitude and frequency of peak 
streamflow for ungaged streams in Minnesota, excluding the 
Lake of the Woods-Rainy River Basin upstream from Kenora, 
Ontario, Canada. Hydraulic engineers use peak-flow fre-
quency estimates to inform designs of bridges, culverts, and 
dams, and water managers use the estimates for regulation and 
planning activities. Peak-flow estimates are provided for the 
66.7-, 50-, 20-, 10-, 4-, 2-, 1-, and 0.2-percent annual exceed-
ance probabilities (AEPs), which are equivalent to annual 
flood-frequency recurrence intervals of 1.5-, 2-, 5-, 10-, 25-, 
50-, 100-, and 500-years, respectively. The estimates were 
computed by applying the expected moments algorithm to fit a 
Pearson Type III distribution to the logarithms of annual peak 
flows for 298 streamgages based on annual peak-flow data col-
lected through water year 2019. The study area is represented 
by six hydrologic regions delineated on the basis of a pattern 
of residuals of statewide regressions, using basin character-
istics such as drainage area, main-channel slope, lake area, 
storage area, and mean annual runoff as explanatory variables. 
The concept and principles of hydrologic landscape units was 
used to validate the regions. Residual analysis of the regional 
regression equations was used to subsequently develop equa-
tions relating the peak flow estimates for selected AEPs using 
17 characteristics tested as explanatory variables in the regres-
sion analysis.

The equations developed in this study can be used to 
produce AEPs within the six regions and to update equa-
tions developed in earlier, similar studies in Minnesota. 
Furthermore, updating the equations in StreamStats, a web-
based geographic information system tool developed by the 
U.S. Geological Survey, will allow hydraulic engineers and 
water managers to obtain AEPs and basin characteristics for 
user-selected locations on streams through an interactive map.

Introduction
Estimates of the magnitude and frequency of peak 

streamflow (flow) at ungaged locations along streams 
are needed for the management of water within the State 
of Minnesota, United States. Peak flows for a stream are 
expected to occur at a given recurrence interval more precisely 
expressed as an annual exceedance probability (AEP). For 
example, 1- and 0.2-percent AEPs represent a 1 in 100 and 1 
in 500 chance of being equaled or exceeded in any given year, 
and have average recurrence intervals of 100 and 500 years, 
respectively. Peak-flow frequency estimates are essential for 
engineering bridges, dams, and levees; flood-plain mapping 
(Federal Emergency Management Agency, 2002); estimating 
scour at bridges (Fischer, 1995; Arneson and others, 2012); 
and evaluating the effect of streamflow on high-priority 
environmental and water-management challenges. Therefore, 
where long-term streamflow data are not available, that is, 
at ungaged locations, statistical techniques are needed to 
estimate peak flow associated with specified AEPs. To address 
that need, the U.S. Geological Survey (USGS), in cooperation 
with the Minnesota Department of Transportation, analyzed 
streamflow data collected through September 2019 to develop 
equations to estimate the magnitude and frequency of peak 
flows at ungaged sites in Minnesota.

Annual peak-flow data from 298 streamgages operated 
by the USGS were used to develop statistical equations to 
estimate AEPs for ungaged locations. The equations were 
developed by using a regression analysis to statistically relate 
AEPs to basin characteristics that are potential explanatory 
variables for flow at selected streamgages within Minnesota. 
The AEPs computed for streamgages can change as additional 
annual peak-flow data become available. Furthermore, the 
statistics become more reliable as additional data are collected 
and used in the computations.
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Purpose and Scope

This report presents (1) updated regression models for 
the prediction of AEPD at locations without streamgages in 
six hydrologic regions in Minnesota, excluding the binational 
(United States and Canada) region B1 defined by Sanocki 
and others (2019), based on explanatory variables; and (2) the 
66.7-, 50-, 20-, 10-, 4-, 2-, 1-, and 0.2-percent AEPD for 298 
streamgages used in the development of regression equations 
on the basis of streamflow data collected through USGS water 
year 2019.

Regional regression equations for estimating the mag-
nitude and frequency of peak-flows at ungaged sites are 
described in this report. The data used in this analysis were 
collected from streams that were unaffected, or only mini-
mally affected, by urban development; therefore, the appli-
cation of the regression equations developed and presented 
here in analyses of streamflow in dense urban settings is not 
recommended. Data from streamgages with drainage areas 
greater than 3,000 square miles were not included in this 
analysis because of the likelihood of flow regulation on rivers 
of that size. Data from streamgages for which peak flows were 
affected by controlled storage or regulated releases also were 
excluded from this analysis. All data are available in Levin 
(2023) and the USGS National Water Information System 
database (USGS, 2019).

Previous Studies

Previous studies of peak flow in Minnesota, including 
those by Prior (1949), Prior and Hess (1961), Wiitala (1965), 
Patterson and Gamble (1968), Guetzkow (1977), Jacques 
and Lorenz (1987), Lorenz and others (1997, 2010), Kessler 
and others (2013), Ziegeweid and others (2015), Lorenz 
and Ziegeweid (2016), and Sanocki and others (2019), have 
provided peak-flow data for selected streamgages and methods 
for estimating AEPDs at ungaged sites in Minnesota. Analysis 
of annual peak-flow values reported in these studies, which 
used the Log Pearson Type III method of analysis (Guetzkow, 
1977), may not have included information about historical 
floods that occurred before the systematic collection of data, 
and the period of record for many streams was very short from 
the standpoint of flood history. Guetzkow’s (1977) analysis 
included data for most of the long-term record stations with 
low annual peaks from the 1930s drought, and relatively high 
annual peaks from the 1950s and 1960s. Historical flood 
information was incorporated into the analyses of subsequent 
studies. Jacques and Lorenz (1987) used fewer regions than 
Guetzkow (1977), which resulted in larger standard errors of 
estimate for the regional equations.

Lorenz (1997) generated station skews for 267 long-
term streamgages and produced a generalized skew map. 
Lorenz and others (2010) also used hydrologic landscape 
units (Winter, 2001; Wolock and others, 2004) to validate 
and update hydrologic regions for Minnesota. Eash and oth-
ers (2013) generated AEPDs for 518 streamgages in Iowa 
and 50 miles beyond the State’s borders. Sanocki and others 
(2019) produced the first USGS bi-national peak flow report, 
which combined the United States and Canadian parts of the 
Rainy River Basin, thereby creating region B1 from the north-
ern part of Minnesota hydrologic region B (Lorenz and others, 
2010) with the Canadian part of the Rainy River Basin, which 
is characterized by surficial bedrock, lakes, and wetlands 
(fig. 1).

Description of Study Area

The study area (fig. 1) includes the entire State of 
Minnesota except for region B1, the Rainy River Basin, which 
is described in Sanocki and others (2019). Seven hydrologic 
regions in Minnesota were defined by Lorenz and others 
(2010) and by Sanocki and others (2019; fig. 1). Region A is 
one of the most heterogeneous hydrologic regions in the State 
and has low and moderate slopes along drainage boundar-
ies; it consists primarily of the Red River Basin, which flows 
north into Canada. Region B is dominated by sandy areas with 
various slopes and flat expanses of the upper Mississippi River 
headwaters. Region B1, the binational Rainy River Basin, is 
characterized by surficial bedrock and thousands of large and 
small lakes and wetlands. Regions C and F consist of a mix 
of moderate and high slopes. Region C consists of surficial 
bedrock sloping to Lake Superior, and Region F is part of the 
driftless area that was not affected by Pleistocene-era glaciers. 
Region D is composed of low and moderate slopes next to the 
upper reaches of the Minnesota River, and material of rela-
tively low sand content in upland areas along the lower part of 
the river. Region E, in southwestern Minnesota, was separated 
from region D; although the regions D and E seem similar in 
figure 3 of Lorenz and others (2010, region E was separated 
because of distinct drainage pattern differences as shown in 
figure 2 (Buto and Anderson, 2020).

Streamgages included in this study were assigned a 
map number, and data associated with each map number 
(streamgage) are in Levin (2023, tables 1a–1f). The tables 
include hydrologic, basin, and climatic characteristics 
and peak-flow frequency discharges for streamgages from 
which data were used in the regional regression analy-
sis for Minnesota and the neighboring States of Iowa and 
South Dakota.
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Figure 1. Streamgages used to estimate peak-flow frequencies and magnitudes for Minnesota hydrologic regions A, B, C, D, E, and F.
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Study Methods

The final regression equations were selected based 
on minimizing values of the standard model error and the 
standard error of prediction while maximizing values of the 
pseudo coefficient of determination (R2), followed by exami-
nation of regression residuals. Data for 298 active and inactive 
streamgages in the States of Iowa, Minnesota, and South 
Dakota, excluding streamgages within the Rainy River Basin, 
were used in this report (fig. 1; Levin, 2023, tables 1a–1f). 
Selected streamgages met the following criteria: (1) at least 10 
complete water years of reported annual peak flow data were 
available (England and others, 2019); (2) flow was unaffected 
by regulation, diversion, or urbanization; and (3) drainage area 
was less than 3,000 square miles. Geographic information 
system (GIS) software was used to calculate 17 basin charac-
teristics as potential explanatory variables in the regression 
analyses.

Techniques for Estimating Peak-Flow Frequency

This section describes the techniques, methods, and com-
putations of the analysis of peak-flow frequency at selected 
streamgages in Minnesota and the neighboring States of 
Iowa and South Dakota. The methods and analyses that were 
required to develop the techniques for estimating peak-flow 
data on small ungaged streams are described. This section also 
presents preliminary computations of basin characteristics 
required for regression analysis.

Peak-Flow Data

Streamflow records selected for analysis in this study 
consisted of unregulated annual peak-flow data of at least 
10 years (Interagency Advisory Committee on Water 
Data, 1982) through water year 2019 from streamgages in 
Minnesota and the neighboring states of Iowa and South 
Dakota. The streamgages selected included 283 from 
Minnesota, 11 from Iowa, and 4 from South Dakota. The 
Minnesota peak-flow data were obtained from the USGS 
National Water Information System peak-flow file (USGS, 
2019). Minnesota streamgages used in this study included 
those with continuous record that documented daily stream-
flow and partial-record crest-stage streamgages that docu-
mented only annual peak flow. These streamgages were 
verified for completeness of record by investigating gaps in 
data, historical floods, and potentially influential low flows 
as described in England and others (2019). Many of the 
streamgages were seasonal partial record and only operated for 
part of the year, mainly March through December. The annual 
peak flow for Minnesota streamgages consisted of the maxi-
mum instantaneous discharge for the water year.

Frequency Analysis of Annual Peak-Flow Data at 
Selected Streamgages

Peak-flow frequency analysis is a statistical technique 
used to estimate floods associated with known exceedance 
probabilities (Williams-Sether, 2015). Exceedance probabil-
ity is the chance or likelihood that a given flow of specific 
magnitude will be equaled or exceeded in any 1-year period. 
Exceedance probabilities formerly were reported as flood 
recurrence intervals expressed in years. For example, a flood 
magnitude that has a 1-percent chance (exceedance probabil-
ity=0.01) of being exceeded during any year is expected to be 
exceeded on average once during any 100-year period (recur-
rence interval). Percent exceedance probability is the inverse 
of the recurrence interval multiplied by 100. Although the 
exceedance probability is an estimate of the likelihood in any 
1-year period, more than one flood discharge with a specific 
magnitude and exceedance probability could happen in the 
same 1-year period.

Peak-flow frequency estimates are computed by fitting a 
log-Pearson type 3 distribution to the logarithms (base 10) of 
the annual peak flows as described in Bulletin 17C (England 
and others, 2019). The peak-flow frequency estimates in this 
report were computed using the expected moments algorithm 
(EMA) with the multiple Grubbs-Beck (MGB; Grubbs and 
Beck, 1972) test option in the USGS program PeakFQ, ver-
sion 7.3 (Flynn and others, 2006; Veilleux and others, 2014). 
EMA addresses several methodological concerns identi-
fied in Bulletin 17B (Interagency Advisory Committee on 
Water Data, 1982) while retaining the essential structure and 
moments-based approach of the existing Bulletin 17C proce-
dures. Specifically, the EMA method can incorporate censored 
or interval data into the analysis. Censored data can occur 
when an annual peak flow falls below a known threshold such 
as the lowest depth of a crest-stage streamgage. EMA can also 
incorporate historical flood data or paleo data (geologic or 
botanical evidence of past floods before the human record), 
which may not be known precisely but can be described as a 
range of possible values.

Unlike Bulletin 17B, which recognizes two categories of 
data—systematic peaks (annual peaks observed in the course 
of systematic streamgaging at the station) and historical peaks 
(records of floods that occurred outside the period of regular 
streamgaging)—EMA uses a more general description of flood 
information from the historical period that includes systematic 
and historical peaks.

The MGB test (Grubbs and Beck, 1972) is recommended 
by Bulletin 17C to detect low outliers in flood-frequency 
analysis. As described by Cohn and others (2013), the MGB 
test is a generalization of the Grubbs-Beck method that allows 
for a standard procedure for identifying multiple potentially 
influential low flows (PILFs). In flood-frequency analysis, 
PILFs are annual peaks that meet three criteria: (1) their 
magnitude is much smaller than the flood quantile of interest; 
(2) they are below a statistically significant break in the flood-
frequency data plot; and (3) they have excessive affect on the 
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estimated frequency of large floods. When an observation is 
identified as a PILF, all values smaller than that flood are also 
categorized as PILFs. Identifying PILFs and recording them as 
censored peaks can greatly improve estimator robustness with 
little or no loss of efficiency. Thus, the use of the MGB test 
can improve the fit of the small AEPs while minimizing lack 
of fit caused by unimportant PILFs in an annual peak series 
(Cohn and others, 2013; Veilleux and others, 2014).

Procedures in Bulletin 17B recommend the use of a 
skew coefficient that is based on the skew of the log series of 
the period of record (commonly termed the “station skew”) 
weighted with a generalized, or regional, skew coefficient. 
The weighting is based on the length of the period of record 
and the estimated standard error for the method used to 
determine the generalized skew coefficient. Skew coeffi-
cients and standard errors were obtained for 298 streamgages 
using a generalized skew grid developed in Lorenz (1997) or 
Eash and others (2013) for sites beyond the extent of Lorenz 
(1997) skew grid. The final peak-flow frequency estimates 
for Minnesota, South Dakota, and Iowa are based on station 
skews weighted with the estimated generalized skew values. 
Peak-flow frequency estimates were computed for AEPs of 
0.6667 (1.5 year), 0.50 (2 year), 0.20 (5 year), 0.10 (10 year), 
0.04 (25 year), 0.02 (50 year), 0.01 (100 year), and 0.002 
(500 year) (Levin, 2023, tables 1a–1f). Data and input files 
used to compute peak-flow frequency estimates in this study 
are presented in Levin (2021).

Estimating Basin Characteristics
Seventeen basin characteristics were identified as 

potential explanatory variables for this study based on their 
theoretical relation to peak flows. Previous flood frequency 
studies in Minnesota, Iowa, North Dakota, South Dakota, and 
Wisconsin included explanatory variables for the 1.5-, 2-, 5-, 
10-, 25-, 50-, 100-, and 500-year AEPs included drainage area, 
main-channel slope, basin slope, lake area, storage area (lake 
area and wetland area), precipitation, soil permeability, basin 
shape, and generalized mean annual runoff (Walker and Krug, 
2003; Sando and others, 2008; Lorenz and others, 2010; Eash 
and Others, 2013; Williams-Sether, 2015).

Basin characteristics for the 298 streamgages for which 
there was peak-flow data were determined by compiling appli-
cable digital datasets, converting to common formats, correct-
ing anomalies, delineating streamgage watershed boundaries, 
and computing values for selected characteristics. A GIS was 
used to hydrologically modify a 10-meter digital elevation 
model (DEM). The hydrologically modified DEM was created 
using three datasets: (1) a 10-meter DEM from Minnesota 
Department of Natural Resources (2009) data deli and the 
USGS National Elevation Dataset (USGS, 2013); (2) lakeshed 
boundaries created by the Minnesota Lake Watershed 
Delineation Project (Solstad and Vaughn, 2007); and (3) a 
stream network compiled from USGS National Hydrography 
Data (Buto and Anderson, 2020) and “DNR 24K Streams” 
from the Minnesota Department of Natural Resources (2009) 

data deli. The Minnesota Department of Natural Resources 
streams layer was modified to ensure correct directionality and 
to ensure that there were no spurious streams crossing level 6 
(12-digit) hydrologic unit boundaries.

Arc Hydro, a geospatial hydrologic data structure and 
suite of GIS tools for managing water-resources data (Center 
for Research in Water Resources, 2003), was used to compute 
basin characteristics (Levin, 2023, tables 1a–1f). Watershed 
polygons for each streamgage were overlaid with each of the 
characteristic layers, and a value (either mean or percent) was 
computed. All characteristic layers were in grid format; char-
acteristic layers that were not in grid format when retrieved 
from the data source were converted to grid format.

The drainage area (DRNAREA; Levin, 2023, tables 
1a–1f) is the area, in square miles, defined by the watershed 
delineated for each streamgage and represents the entire 
upstream area, including any areas that might be consid-
ered noncontributing. Mean basin slope (BSLDEM10M, 
region E only), data are from Eash and others, (2013), and 
main-channel slope (CSL10_85; Levin, 2023, tables 1a–1f) 
is defined as the slope of the main channel, in feet per mile, 
computed at points 10 and 85 percent of the channel length 
from the streamgage to the watershed boundary.

Lake area (LAKEAREA; Levin, 2023, tables 1a–1f) 
included all National Wetland Inventory polygons classi-
fied as “lacustrine” (U.S. Fish and Wildlife Service, 2008). 
Storage area (STORNWI, lakes and wetlands) included all 
polygons classified as “lacustrine,” “palustrine,” or “riverine” 
from the National Wetlands Inventory (U.S. Fish and Wildlife 
Service, 2008).

The National Land Cover Dataset (h ttps://www .mrlc.gov/ 
data/ nlcd- 2006- land- cover- conus; Homer and others, 2012) 
was used to represent cultivated crops (LC06CROP, class 82), 
forest (LC06FOREST, class 41-43), developed (LC11DEV, 
class 21-24), and percent impervious (LC11IMP).

Flat lands lower than median elevation (PFLATLOW) 
and precipitation minus potential evaporation (PMPE; Levin, 
2023, tables 1a–1f) data were from hydrologic landscape units 
Lorenz and others (2010). Maximum 24-hour precipitation 
(I24H100Y) that occurs on average once in 100 years was 
from the Hydrometeorological Design Studies Center (2020).

Soil hydrologic group A (SOILA; Levin, 2023, tables 
1a–1f), which consists of soils that are deep, well drained 
to excessively drained sands and gravels, and percentage 
of organic matter in soils (SSURGOM) data were from 
Soil Survey Staff (2012); generalized mean annual runoff 
(GENRO) data were from Lorenz and others (2010); and 
streamgage location coordinates latitude (LAT; Levin, 2023, 
tables 1a–1f) and longitude (LONG; Levin, 2023, tables 
1a–1f) data were from USGS (2019). The percentage for 
each variable was computed as the total area of all extracted 
grid cells divided by the drainage area and multiplied by 100. 
Variables that can return a 0 value (LAKEAREA, STORNWI, 
LC06CROP, LC06FOREST, LC11DEV, LC11IMP, SOILA, 
and SSURGOM) in the regression equations have a constant 

https://www.mrlc.gov/data/nlcd-2006-land-cover-conus
https://www.mrlc.gov/data/nlcd-2006-land-cover-conus
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of 1 added because 0 values cannot be used in log-transformed 
datasets; for example, a computed value for percent lake area 
of 0 would be 1 when used in the regression equation.

Methods Used to Define Peak-Flow Hydrologic 
Regions

Previous reports, including Jacques and Lorenz (1987) 
and Lorenz and others (1997), used an analysis of the pattern 
of residuals of statewide regressions to delineate initial peak-
flow hydrologic regions. Wolock and others (2004) developed 
a map of the entire United States that showed 20 hydrologic 
landscape units. To develop the initial hydrologic regions, 
data for Minnesota reported in Wolock and others (2004) were 
extracted and reclustered into seven groups using the k-means 
algorithm of Hartigan and Wong (1979). The initial peak-
flow hydrologic regions also are shown on figure 3 of Lorenz 
and others (2010). The regions were based on a subjective 
assessment of the association of the seven reclustered groups 
of hydrologic landscape units delineating generally along 
drainage boundaries. Region A represented one of the most 
heterogeneous regions with low slope near the Red River, 
moderately sloped groups near the drainage boundary, and 
sandy between those areas. Region B is dominated by sandy 
groups with varying slope and flat areas.

Region C consists primarily of high and moderately 
sloped groups. The difference between the initial 
regions (fig. 1 in Lorenz and others, 2010) and the 
final regions (fig. 1 in this report) is the change of the 
high-slope areas in northern Minnesota from initial 
region C to final region B1, which represents the 
ke of the Woods-Rainy River Basin(fig. 1in Sanocki and  
others, 2019). The streamgages used to develop the regression 
equations for regions A, B, C, D, E, and F are listed in Levin 
(2023, tables 1a–1f). The regional boundaries generally 
follow hydrologic unit drainage divides to avoid the 
overlapping of two regions, thus making interpretation easier 
for all streams.

Development of Regional Regression 
Equations

Regional regression equations were developed to estimate 
the magnitude of peak flows for selected AEPs in Minnesota. 
The equations relate the exceedance probability streamflow 
to basin characteristics in each region. Ordinary least squares 
(OLS) regression was used in the initial exploratory analy-
sis and to identify the best predictive subsets of explanatory 
variables. Generalized least squares (GLS) regression analysis 
was used to select and fit the final regression models. The 
OLS technique gives equal weight to peak flow values at all 
streamgages, regardless of record length and the possible 
correlation among concurrent flows at different sites, and it 

provides only a rough estimate of model error. In contrast, the 
GLS technique accounts for unequal record length as well as 
cross-correlation of concurrent flows at different stations, and 
thereby provides (1) better estimates of the predictive accuracy 
of peak-flow estimates that are computed by the regression 
equations and (2) nearly unbiased estimates of the variance of 
the underlying regression model error (Stedinger and Tasker, 
1985). Regional regression equations were developed in R 
(R Core Team, 2020) and GLS regressions were fit using 
the WREG package in R (Farmer, 2017). Further, detailed 
explanations of the OLS and GLS regression techniques can 
be found in the WREG user’s guide (Eng and others, 2009), 
Stedinger and Tasker (1985), and Tasker and Stedinger (1989).

Of the original list of 17 explanatory variables con-
sidered, only drainage area (DRNAREA), latitude (LAT), 
longitude (LONG), lake area (LAKEAREA), soil type A 
(SOILA), main-channel slope (CSL10_85), and precipitation 
minus potential evaporation (PMPE), were selected for use 
in the final regression equations (Levin, 2023, tables 2a–2f). 
Scatterplot matrices of the log-transformed (base 10) peak-
flow discharges, log-transformed (base 10) explanatory vari-
ables, and untransformed explanatory variables were gener-
ated to evaluate whether log-transformation of the explanatory 
variables was needed to improve the linearity of the relation. 
Additionally, correlations between all basin characteristics 
were computed. In instances in which two basin characteris-
tics had a correlation coefficient greater than 0.75, only one 
of the variables was retained in the dataset for further model 
selection.

To simplify the variable selection process, models were 
initially selected by using a best subsets OLS regression. In 
addition, to reduce the potential complexity of the models and 
to maintain similarity among the models for all the exceed-
ance probabilities, only exceedance probabilities 0.50 and 0.01 
were used for model selection. The best subsets regression 
method fits the regression equations for all possible subsets 
of explanatory variables and returns the three “best models” 
based on the pseudo R2, which is a measure of the percent-
age of the variation in the AEPs that is explained by the basin 
characteristics in the model. The number of explanatory vari-
ables (not to exceed four) used in the development of a model 
was limited by the number of streamgages in the region in that 
at least 10 streamgages were required per explanatory vari-
able. The final variables selected for exceedance probabilities 
0.50 and 0.01 were used for exceedance probabilities of 0.667, 
0.20, 0.10, 0.04, 0.02, and 0.002.

The best three equations, as suggested by the best subsets 
OLS analysis, were then examined using GLS. Final GLS 
regional regression equations were selected based on minimiz-
ing values of the standard model error (SME), the standard 
error of prediction (Sp), and the average variance of prediction 
(AVP); and on maximizing values of the pseudo R2 (Eng and 
others, 2009; Levin, 2023, tables 2a–2f). The performance 
metrics pseudo R2 and SME indicate how well the equations 
perform on the streamgages used in the regression analyses. 
The Sp and AVP are measures of the accuracy with which GLS 
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regression models can predict AEPD at ungaged sites. SME 
measures the error of the model itself and does not include 
sampling error. The Sp represents the sum of the model error 
and the sampling error. The AVP is a measure of the average 
accuracy of prediction for all sites used in the development of 
the regression model and assumes that the explanatory vari-
ables for the streamgages included in the regression analysis 
are representative of all streamgages in the region (Verdi and 
Dixon, 2011). The Sp is the AVP expressed as a percentage 
of the predicted value (Eng and others, 2009). Leverage is a 
measure of how much the values of explanatory variables at 
a streamgage vary from values of those variables at all other 
streamgages. Influence is a measure of how strongly the values 
for a streamgage influence the estimated regression param-
eters. The WREG program identifies streamgages that have 
high leverage or influence (for more information on these cal-
culations, see Eng and others, 2009). Streamgages identified as 
having large influence or leverage were further examined and 
considered for elimination from the analyses. Residual scat-
terplots as compared to fitted values and explanatory variables 
also were examined to determine if “flagged” streamgages, 
those with large influence and leverage, were isolated hydro-
logic outliers and could be removed from the analysis.

The basin characteristics used in the final regional regres-
sion equations are reported in Levin (2023, tables 2a–2f). The 
Sp for the various exceedance probabilities ranged from 33.3 to 
119.1 percent. The pseudo R2 ranged from 0.716 to 0.963 per-
cent, and the SME ranged from 30.7 to 102.9 percent. Basin 
characteristics in the final equations were all statistically sig-
nificant at the 5-percent level except for lake area in the region 
A equation for the 66.7-percent AEP, which had a p-value of 
0.07; and PMPE in the region F equations for the 20-, 50-, and 
66.7-percent AEP, which had p-values of 0.06, 0.3, and 0.6, 
respectively. Despite the lack of statistical significance, these 
variables were retained in these equations to ensure a mono-
tonic continuity among the equations in a region.

Accuracy and Limitations of the Regional 
Regression Equations

Regression equations presented in tables Levin (2023, 
tables 2a–2f) are empirical models that relate AEPD to the 
physical and climatic explanatory variables within a region. 
These equations must be interpreted and applied within the 
limits of the data and with the understanding that the results 
are best-fit estimates with an associated variance. The regres-
sion equations have an associated measure of quality that 
indicates how well the predicted values represent the true 
values, and a reported uncertainty. The following limitations 
should be considered when using the regression equations to 
compute peak-flow frequencies for Minnesota streams: (1) the 
streamgages should be in watersheds that are not significantly 
affected by urbanization or regulation, (2) the explanatory 
variables (basin characteristics) should be computed using the 

same GIS techniques that were used to develop the regression 
equations, and (3) the values for the explanatory variables 
should be within the range of the values used to develop the 
regression equations (Levin, 2023, tables 1a–1f).

Regional regression equations for region E performed 
more poorly than those for other regions, particularly for 
larger AEPDs (Levin, 2023, table 2e). Regression perfor-
mance for region E was constrained by the low number of 
streamgages in the region, a high degree of variability in 
AEPD, and few streamgages with a long period of record. Of 
the 23 streamgages in the region, only 7 have at least 30 years 
of data. AEPD for longer return periods are more uncertain 
with shorter periods of record (Hu and others, 2019) and 
could be contributing to the high variability of AEPD of larger 
floods in this region. Large floods occurred in 2014 and 2019 
at several streamgages in region E. In many cases, these high 
peaks were influential; they increased the estimated AEPDs 
compared to those reported in earlier studies. Additionally, 
however, the period of record for nearly one-half of the 
streamgages in region E end before the 1990s and may not be 
representative of more recent flood conditions.

Owing to the poorer performance of regression equa-
tions for region E, two alternative equations were tested to 
use at sites in the region (Levin, 2023, table 3). AEPDs for 
streamgages in region E were estimated using the region 
E equation, the region D equation, and the equation devel-
oped for region 2 in Iowa (Eash and others, 2013); and then 
compared with the flood frequency estimate from gaged peak 
flows. The AEPDs at most sites along the eastern boundary of 
region E were overestimated by the regression equations and 
were more accurately estimated using the regression equations 
for region D (blue triangles in fig. 2). Eash and others (2013) 
included some areas in southeastern Minnesota in the develop-
ment of regional regression equations for region 2 in Iowa. 
The equations developed for Iowa may also be used as alterna-
tives to estimate AEPDs for ungaged sites in the southwestern 
corner of Minnesota (Eash and others, 2013). Streamgages 
for which AEPDs were estimated best with the extended Iowa 
region 2 equations are shown as gold triangles in figure 2.

The performance metrics reported in Levin (2023, 
table 3) are measures of average model uncertainty based 
on all streamgages used in the model, but they are not rep-
resentative of the uncertainty for a single estimated AEPD. 
Practitioners may be interested in the uncertainty associated 
with the estimate of a specific flow value at a specific location. 
One such measure of site-specific uncertainty is a prediction 
interval. A prediction interval is a range of values that will 
encompass the true value with some nominal probability. For 
example, a 90-percent prediction interval for an estimated 
AEPD indicates there is a 90-percent probability that the true 
value of the AEPD is within the interval range. Whereas pre-
diction intervals for OLS regressions can be easily computed 
from the standard error of the regression equation, prediction 
intervals for GLS regressions that are used in this report must 
account for the cross-correlations between peak-flow time 
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series at all streamgages and the differing lengths of peak-
flow record. Tasker and Driver (1988) developed a method for 
estimating the prediction interval of a GLS estimate:

 
�
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where 
    Q is the estimated AEPD at an ungaged site 

predicted from the regression equation, and

 C is computed as:
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 is the critical value from a student’s 

t-distribution for an α-level, and degrees 
of freedom (n–p). Critical values for 
90-percent (α=0.1) prediction intervals for 
each equation are listed in Levin (2023, 
tables 4a–4f), and

 SEp,i is the critical value from a student’s 
t-distribution for an α-level, and degrees 
of freedom (n–p). Critical values for 
90-percent (α=0.1) prediction intervals for 
each equation are listed in Levin (2023, 
tables 4a–4f).

The standard error of prediction for ungaged site i is 
computed as

 SE MEV X UXp i i i
T

( , )

.
= + 

0 5
, (3)

where
 MEV is the model error variance,

 Xi is a row vector of basin characteristics for 
ungaged site i and starting with a 1 as a 
placeholder for the intercept term,

 U is the covariance matrix for the regression 
coefficients, and

 Xi
T is the matrix transpose of Xi.

Note that although the terminology is similar, the standard 
error of prediction for a site (SEp,i) is different than the stan-
dard error of prediction for the regression equation (Sp). Values 

for 
t a n p
2
, −






 , MEV, and U for each regression table are listed in 

Levin (2023, tables 4a–4f). The example below demonstrates 
the procedure for computing the 90-percent prediction interval 
at a specific location.

Example 1
This example demonstrates the procedure to compute 

a 90-percent confidence interval for the 0.01 AEP at an 
ungaged site. For illustration purposes, basin characteristics 
from streamgage 05355100, Little Cannon River tributary 
(fig. 1, map number 212), in region F were used (Levin, 2023, 
table 1f). This site has a drainage area of 2.22 square miles, 
and precipitation minus potential evaporation (PMPE) of 
133.26 millimeters. Basin characteristics for ungaged loca-
tions in Minnesota can be obtained using the StreamStats web 
application (https://s treamstats .usgs.gov/ ss/ ; Ries and others, 
2017). Below are the steps to follow:

1. First, the estimate of the Q1% flood for this site is 
obtained using the GLS regression equation in Levin 
(2023, table 2f):

 log10 Q1% = 2.446 + 0.519 × log10 (DRNAREA) + 
0.003 × PMPE ;

 log10 Q1% = 2.446 + 0.519 × log10 (2.216) + 0.003 × 
133.265 =3.025;

 Q1% =103.025 = 1,059.254 ft3/s

2. Compute the vector (Xi) of log-transformed basin char-
acteristics:

 Xi= {1, log10(2.216), 133.265)};

 Xi={1, 0.346,0, 133.265)

3. Find the covariance matrix for the regression coefficients 
(U) for the AEP 0.01 (Q1%) regression equation from 
Levin (2023, table 4f).

4. To compute the X UXi i
T  term in equation 3, first perform 

matrix multiplication of Xi and U to get XiU and then 

multiply XiU and Xi
T :

 XiU= Xi × U = {0.0157765, −0.0016085, −0.0000655} ;

 X UXi i
T

i = XiU × Xi
T  = 0.0064798

5. Obtain the model error variance (MEV) for the AEP 0.01 
(Q1%) regression equation from Levin (2023, table 4f) 
and compute SEp,I using equation 3:

 SE MEV X UXp I i i
T

,

. .. . .= +  = +( ) =
0 5 0 50 023 0 0064798 0 1726

6. Compute C using equation 2. The critical value can 
be obtained for each region from Levin (2023, tables 
2a–2f). In the case of the 0.01 AEP for a streamgage 
in region F, the critical value is 1.6811 (Levin, 2023, 
table 2f), so that:

 C
t a n p SEp i

= = =
−






 ( )10 10 1 950552 1 6811 0 1726, . * .,

. .

https://streamstats.usgs.gov/ss/
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7. The 90-percent prediction interval is computed from 
equation 1 as:

 (1,059.254 / 1.95055) < Q < (1,059.254 × 1.95055, or

 543.1 ft3/s < Q < 2,066.1 ft3/s

Web Application for Solving Regional 
Regression Equations

The Minnesota StreamStats web application (https:// 
streamstats .usgs.gov/ ss/ ; Ries and others, 2017) plans to 
update the peak-flow frequency regression equations from this 
report to provide peak-flow frequency estimates for unregu-
lated sites in Minnesota. The web application includes (1) a 
mapping tool to specify a location on a stream where peak-
flow statistics are desired, and (2) an automated GIS procedure 
that measures the required basin characteristics and solves the 
regression equations to estimate peak-flow statistics for user-
selected sites.

Application of Regional Regression 
Equations

The regression equations developed in this study can 
be used to generate peak-flow frequency estimates for sites 
on ungaged or gaged streams. Peak-flow frequency esti-
mates for streamgages may be improved by computing a 
weighted-average value of two independent estimates: the 
at-site log-Pearson Type III frequency curve estimate and the 
appropriate regression equation estimate. By weighting each 
estimate with an appropriate weighting factor, the resulting 
weighted-average value will represent an improved estimate 
(Interagency Advisory Committee on Water Data, 1982). This 
section describes the procedures for estimating flood magni-
tudes (1) at a streamgage, (2) an ungaged stream, and (3) an 
ungaged location on a gaged stream.

Estimating the Weighted Peak-Flow Frequency 
for a Streamgage

Two estimates of peak-flow frequency for a streamgage 
are available: one from the at-site log-Pearson Type III 
frequency curve and the other from the appropriate peak-
flow frequency regression equation developed in this study. 
A theoretically improved estimate of peak-flow frequency 
for a streamgage can be calculated if the individual estimates 
are independent and the variances of the individual estimates 
can be determined. If the independent estimates are weighted 
inversely proportional to their respective variances, then the 
variance of the weighted-average estimate will be less than 
the variances associated with each individual estimate (Tasker, 
1975; Interagency Advisory Committee on Water Data, 1982).

For a particular exceedance probability, the variance 
of prediction from the log-Pearson Type III analysis at a 
streamgage (VP(g)s) is estimated from the expected moments 
algorithm, as described in Bulletin 17C (England and oth-
ers, 2019). The magnitude of the variance associated with the 
at-site frequency-curve estimate is dependent on the length of 
record; the mean, standard deviation, and skew of the fitted 
log-Pearson Type III frequency curve; and the accuracy of the 
method used to determine the generalized skew (Gotvald and 
others, 2009). The Vsite,LP3 for all streamgages in this study, 
which were computed using the PeakFQ, version 7.3 (Flynn 
and others, 2006; Veilleux and others, 2014), are presented in 
Levin (2023, tables 5a–5f).

The variance of prediction for a streamgage derived from 
the regional regression equation (VP(g)r) is computed during the 
regression fitting process and is dependent on the error covari-
ance matrix, and site-specific basin characteristics (Eng and 
others, 2009). Variance of prediction derived from the regional 
regression equations were computed using the WREG package 
in R (Farmer, 2017; Levin, 2023, tables 5a–5f).

Using the variances from the two independent peak-
flow frequency estimates, the weighted-average peak-flow 
frequency estimate is computed using the following equation 
(Gotvald and others, 2009):

 log Q
V log Q V x Q

VP g w
P g r P g s P g r P g r

P g r
10

10 10
( )

( ) ( ) ( ) ( )

( )
=

+

+

�� � ��x

VVP g s( )
, (4)

where
 QP(g)w is the weighted peak-flow estimate for a 

P-percent annual exceedance probability at 
a streamgage, g, in cubic feet per second;

 QP(g)s is the peak-flow estimate for a P-percent 
annual exceedance probability at a 
streamgage, g, computed from the station 
log-Pearson Type III analysis from 
Levin (2023, tables 1a–1f), in cubic feet 
per second;

 QP(g)r is the peak-flow estimate for the P-percent 
annual exceedance probability at a 
streamgage, g, computed from the 
appropriate regression equation in 
Levin (2023, tables 2a–2f), in cubic feet 
per second;

 VP(g)s is the variance of prediction of a peak-flow 
estimate for the P-percent annual 
exceedance probability at a streamgage, g, 
from station log-Pearson Type III analysis 
in Levin (2023, table 5a–5f) in logarithm 
units; and

 VP(g)r is the variance of prediction of a peak-flow 
estimate for the P-percent annual 
exceedance probability at a streamgage, g, 
associated with the appropriate regression 

https://streamstats.usgs.gov/ss/
https://streamstats.usgs.gov/ss/
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equation in Levin (2023, tables 5a–5f), in 
logarithm units.

The variance of prediction for a weighted peak flow estimate 
is computed using the following equation:

 V
V xV

V VP g w
P g s P g r

P g s P g r
( )

( ) ( )

( ) ( )
=

+

��
 (5)

Confidence intervals for a weighted estimate are determined 
using a weighted variance of prediction, computed using the 
following equation:

 CI
logQ V logQ VP g w P g w P g w P g w
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where
 CIP(g)95% is the 95-percent confidence interval of 

a weighted peak flow estimate for a 
P-percent annual exceedance probability at 
a streamgage, g, in cubic feet per second.

Estimating the Peak-Flow Frequency for an 
Ungaged Site

The procedure for estimating peak-flow frequency for 
selected exceedance probabilities for a specific ungaged site 
depends on whether the site is near a streamgage on the same 
stream or is on an ungaged stream. For an ungaged site near a 
streamgage on the same stream, the drainage-area ratio method 
for estimating the frequency may be used. The drainage-area 
ratio method assumes that the streamflow for a site of inter-
est can be estimated by multiplying the ratio of the drainage 
area for the site of interest and the drainage area for a nearby 
streamgage by the log-Pearson Type III peak flow estimate for 
the nearby streamgage. Generally, this method should be used 
when the drainage area for an ungaged site is within 50 per-
cent of the drainage area for the nearby streamgage (Ries and 
Dillow, 2006). For an ungaged site on an ungaged stream, the 
regional regression equations developed for this study should 
be used to estimate peak-flow frequencies.

Regression-Weighted and Area-Weighted 
Estimates for an Ungaged Site on a Gaged 
Stream

For an ungaged site on a stream with a streamgage that 
has 10 or more years of peak-flow record, the peak-flow fre-
quency estimate from the appropriate regression equation for 
the ungaged site can be combined with the weighted-average 
peak-flow frequency estimate, QP(g)w, from equation 4, and 
the regression equation peak-flow frequency estimate from 
the nearby streamgage to produce an improved estimate. 

Sauer (1974) and Verdi and Dixon (2011) presented the fol-
lowing regression-weighted equation to improve the peak-flow 
frequency estimate for an ungaged site on a stream with a 
streamgage:
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where
 QP(u)w is the regression-weighted estimate of peak 

flow for the P-percent annual exceedance 
probability at an ungaged site, u, in cubic 
feet per second;

 QP(g)w is the weighted-average peak-flow estimate 
for the P-percent exceedance probability at 
streamgage, g, (from eq. 4), in cubic feet 
per second;

 QP(g)r is the peak-flow estimate for the P-percent 
exceedance probability at a streamgage 
from the appropriate regression equation, 
in cubic feet per second;

 QP(u)r is the peak-flow estimate for the P-percent 
exceedance probability at an ungaged site, 
from the appropriate regression equation, 
in cubic feet per second;

 Ag is the drainage area associated with a 
streamgage, in square miles; and

 Au is the drainage area associated with an 
ungaged site, in square miles.

If the drainage area associated with the ungaged site is 
between 50 and 150 percent of the drainage area associated 
with the streamgage, equation 7 is applicable. If the drainage 
area associated with the ungaged site is less than 50 percent 
or greater than 150 percent of the area associated with the 
streamgage, then no weighting adjustment is applied to the 
peak-flow frequency regression estimate for the ungaged site.

Additional Considerations in Applying 
Peak-Flow Estimation Techniques

The accuracy of the regression equation is limited by the 
uncertainty of the input data. Uncertainty has two components: 
(1) variance, a measure of the random variation about the 
true value; and (2) bias, the consistent deviation of the value 
from the true value. How well the peak-flow estimates from 
the log-Pearson Type III analysis of the recorded annual peak 
flows predicts the actual population of peak flows depends 
on the sample size, the accuracy of each recorded peak value, 
and how well the log-Pearson Type III distribution fits the 
actual distribution (Interagency Advisory Committee on Water 
Data, 1982).
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The accuracy of the regression estimate also is affected 
by errors in the explanatory variables. Errors in quantifying 
the basin characteristics result from an inability to completely 
describe the effect of those characteristics. For example, 
the effects of lakes depend on their size and location in the 
basin and in the stream channels, but the explanatory vari-
able LAKEAREA is simply expressed as a percentage of total 
drainage area without regard to size or location.

Errors in peak flow estimates from a log-Pearson Type 
III analysis may occur when the period of record is short 
(less than 20 years) or when annual peak flows from a long-
discontinued gage do not reflect current conditions. Bias of a 
peak-flow estimate can result if peak-flow data were collected 
only during a short period in the past that does not reflect 
the long-term population of peak flows. Long-term trends in 
annual peak streamflow owing to climate or anthropogenic 
changes can result in bias in the resulting flood estimate. 
Flood-frequency analysis in the presence of a long-term trend 
in annual peak streamflows is an active field of research. 
Trends in annual peak streamflows were not addressed in this 
study, but regional trend studies are currently underway for 
Minnesota and nearby States.

The accuracy of an estimate made using the techniques 
presented in this report also can be affected by the user. Each 
user will make certain decisions based on their best judgment 
about the actual outline of the drainage basin, the path of the 
main channel, interpolation of generalized runoff, and the 
source of lake and wetland data. These individual sources of 
error can be reduced by use of shared computer datasets that 
are updated as improved information becomes available and 
by the use of a GIS that provides consistent results.

The accuracy of peak-flow estimates made at sites 
immediately downstream from a lake or ponded area, where 
the storage capacity could substantially alter peak-flow 
characteristics, can be improved by a routing adjustment. In 
such places, the frequency relations could be used as an aid 
in developing a hydrograph of the inflow and then a simula-
tion of that flow can be routed through the lake to determine 
the peak of the outflow. The values of the explanatory vari-
ables used in this analysis were all computed from consistent 
datasets using a GIS. Careful analysis using the best-available 
topographic maps should provide accurate estimates of drain-
age area, main-channel slope, percentage lake area in a water-
shed, and percent storage (percentage watershed area covered 
by lakes and wetlands). Regression equations are not valid 
in basins that are outside of the range of drainage areas and 
percent lakes used in the dataset (Levin, 2023, tables 1a–1f). 
Regression estimates extrapolated outside these conditions 
have greater uncertainty. The National Streamflow Statistics 
program (USGS, 2007) will issue a warning message if the 
estimated peak flow is an extrapolation beyond the data on 
which the estimate is based.

Summary
Regression analysis methods were used to develop and 

update equations that can be used to estimate the magnitude 
and frequency of peak flows on streams in Minnesota (exclud-
ing the Lake of the Woods, Rainy River Basin) and adjacent 
areas in the neighboring States of Iowa and South Dakota. 
Hydraulic engineers use peak streamflow data to inform the 
designs of bridges, culverts, and dams; and water managers 
use peak streamflow data to inform regulation and planning 
activities.

Estimates of peak-flow magnitudes for 66.7-, 50-, 20-, 
10-, 4-, 2-, 1-, and 0.2-percent annual exceedance probabilities 
equivalent to annual flood-frequency recurrence intervals of 
1.5-, 2-, 5-, 10-, 25-, 50-, 100-, and 500-year recurrence inter-
vals, respectively, are presented for 298 streamgages on the 
basis of data collected through September 30, 2019.

Geographic information system software was used to 
calculate values for basin characteristics that were deter-
mined to be potential explanatory variables in the regression 
analyses. Regression equations were developed for six of the 
seven hydrologic regions in Minnesota to calculate peak-flow 
frequency statistics for ungaged locations within the respective 
regions. Peak-flow frequency information was subsequently 
used in regression analyses to develop equations relating peak 
flows for selected recurrence intervals to various physical and 
climatic characteristics. The statistically derived techniques 
can be used to estimate peak flow on ungaged streams smaller 
than 1,870 square miles in the study area.

The final regression equations were selected based 
on minimizing values of the standard model error and the 
standard error of prediction while maximizing values of the 
pseudo coefficient of determination, followed by examination 
of regression residuals. Updated peak-flow frequency data, 
peak-flow regional regression frequency data, and weighted 
peak-flow frequency data for streamgages used in the study 
are provided. The application of regional regression equa-
tions for determining weighted peak-flow frequency data for 
streamgages and at ungaged sites is described. The procedure 
for estimating peak-flow frequency for selected exceedance 
probabilities for a specific ungaged site depends on whether 
the site is near a streamgage on the same stream or is on an 
ungaged stream. For an ungaged site near a streamgage on the 
same stream, a drainage-area ratio method can be applied. For 
an ungaged site on an ungaged stream, the regional regression 
equations developed for this study should be used.

Equations developed in this study apply only to stream 
sites where flows are not substantially affected by regula-
tion, diversion, or urbanization. All equations presented 
in this study will be incorporated into StreamStats, a web-
based geographic information system tool developed by 
U.S. Geological Survey. StreamStats allows users to obtain 
streamflow statistics, basin characteristics, and other informa-
tion for user-selected locations on streams through an inter-
active map.
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