[bookmark: model-statistics-data-and-plots][bookmark: _Hlk46242617]Appendix 6.4. Model Archive Summary for Total Organic Carbon Concentration at U.S. Geological Survey station 375350097262800; Little Arkansas River upstream of ASR Facility near Sedgwick, Kansas, during April 2011 through October 2021
This model archive summary summarizes the total organic carbon model developed to compute hourly or daily total organic carbon. This model is used concomitantly with other models to compute concentrations when other explanatory variables are not available for the purposes of concentration calculations. Model development methods follow U.S. Geological Survey (USGS) guidance from Office of Surface Water/Office of Water Quality Technical Memoranda, USGS Techniques and Methods, book 3, chap. C4 (Rasmussen and others, 2009) and other standard USGS methods (Sauer and Turnipseed, 2010).
Any use of trade, firm, or product names is for descriptive purposes only and does not imply endorsement by the U.S. Government.
Site and Model Information
Site Number: 375350097262800
Site Name: Little Arkansas River upstream of ASR Facility near Sedgwick, Kansas
Location: Latitude 37°53'49.7", longitude 97°26'28.0" referenced to North American Datum of 1983, in NE 1/4 NW 1/4 NW 1/4 sec.9, T.25 S., R.1 W., Sedgwick County, Kansas; hydrologic unit 11030012.
[bookmark: _Hlk46235883]Equipment: A Sutron Satlink II High Data Rate Collection Platform (DCP) collected and transmitted stage data measured by a Sutron submersible pressure transducer. The DCP transmitted real-time stage data via satellite. The primary reference gage is the top of the PVC well casing at 34.74 feet. The transducer is enclosed in a vertical two-inch PVC pipe on the west side of the building between gates 1 and 2 of the ASR intake building. Gage height was measured during April 2011 through December 2021.
Date model was developed: June 1, 2022
Model calibration data period: April 6, 2011 through October 29, 2021
Model Data
[bookmark: _Hlk26373548][bookmark: _Hlk26346025]All data were collected using USGS protocols (U.S. Geological Survey, variously dated; Wagner and others, 2006; Sauer and Turnipseed, 2010) and are stored in the National Water Information System (NWIS) database (U.S. Geological Survey, 2022). Explanatory variables were evaluated individually and in combination. Potential explanatory variables included gage height and seasonal components (sine and cosine variables).  
The regression model is based on 81 concomitant values of discretely collected total organic carbon and continuously measured gage height during April 2011 through October 2021. Discrete samples were collected over a range of gage height conditions. No samples in the final model dataset had concentrations that were below laboratory detection limits. Summary statistics and the complete model-calibration dataset are provided below. Outliers and influential points were identified using studentized residuals, DFFITS, Cook’s D (Cook, 1977), and leverage. One sample (collected on May 9, 2019) was not representative of the dataset and exceeded DFFITS, Cook’s D, and leverage outlier criteria and was removed from the model dataset. Removing data points based only on outlier criteria may overestimate the certainty of the model.
Total Organic Carbon
Discrete samples were collected near the northeast corner of the ASR intake building using single vertical or grab-dip methods following U.S. Geological Survey (variously dated) and Rasmussen and others (2014). Discrete samples were collected on a semifixed to event-based schedule ranging from 6 to 9 samples per year with a weighted basket sampler with a 1-Liter Teflon bottle or a DH-81 with a 1-Liter Teflon bottle, cap, and nozzle. Samples were analyzed for total organic carbon by the Wichita Municipal Water and Wastewater Laboratory in Wichita, Kansas, or the USGS National Water Quality Laboratory according to standard methods (American Public Health Association and others, 1995).
Continuous Data
Concomitant gage height values were time interpolated. If no concomitant continuous data were available within two hours of sample collection, the sample was not included in the dataset.
Model Development
[bookmark: _Hlk26431928]Ordinary least squares regression analysis was done using R (version 4.0.0) programming language (R Core Team, 2020) to relate discretely collected total organic carbon to gage height and other continuously measured data. The distribution of residuals was examined for normality and plots of residuals (the difference between the measured and model-calculated values) compared to model-computed total organic carbon were examined for homoscedasticity (departures from zero did not change substantially over the range of model-calculated values). 
Model Summary
Summary of final total organic carbon regression analysis at USGS station 375350097262800:
Total organic carbon-based model:

where,
log10 = logarithm base 10;
TOC = total organic carbon, in milligrams per liter (mg/L); and
GH = gage height, in feet (ft)

The log-transformed model may be retransformed to original units so that DOC can be calculated directly. The retransformation introduces a bias in the calculated constituent. This bias may be corrected using Duan’s bias correction factor (BCF; Duan, 1983). For this model, the calculated BCF is 1.07. 
Model Statistics, Data, and Plots
[bookmark: model]Model
[bookmark: variable-summary-statistics]LOGTOC = + 0.824 * LOGGH + 0.31
Variable Summary Statistics
[bookmark: box-plots]             LOGTOC   TOC LOGGH    GH
Minimum       0.548  3.53 0.559  3.63
1st Quartile  0.799  6.30 0.667  4.65
Median        1.040 10.90 0.758  5.73
Mean          1.000 11.60 0.838  7.93
3rd Quartile  1.180 15.20 1.020 10.40
Maximum       1.450 28.30 1.410 25.70
Box Plots
[image: ][image: ] 
[bookmark: exploratory-plots]Exploratory Plots
[image: olsreport_files/figure-docx/unnamed-chunk-7-1.png]
[bookmark: basic-model-statistics]Basic Model Statistics
[bookmark: explanatory-variables]                                                     
Number of Observations                             81
Standard error (RMSE)                           0.161
Average Model standard percentage error (MSPE)   37.9
Coefficient of determination (R²)               0.561
Adjusted Coefficient of Determination (Adj. R²) 0.555
Bias Correction Factor (BCF)                     1.07
Explanatory Variables
[bookmark: correlation-matrix]            Coefficients Standard Error t value Pr(>|t|)
(Intercept)        0.310         0.0710    4.37 3.78e-05
LOGGH              0.824         0.0821   10.00 9.18e-16
Correlation Matrix
[bookmark: outlier-test-criteria]          Intercept E.vars
Intercept     1.000 -0.968
E.vars       -0.968  1.000
Outlier Test Criteria
[bookmark: flagged-observations]Leverage Cook's D   DFFITS 
  0.0741   0.1943   0.3143 
Flagged Observations
	 
	 
	LOGTOC
	Estimate
	Residual
	Standard
	Studentized
	Leverage
	Cook's
	DFFITS

	 
	 
	 
	 
	 
	Residual
	Residual
	 
	D
	 

	5/9/2013
	11:00
	1.35
	0.919
	0.435
	2.73
	2.85
	0.0149
	0.0563
	0.35

	8/8/2013
	9:00
	1.14
	1.47
	-0.329
	-2.15
	-2.21
	0.0976
	0.251
	-0.725

	7/6/2016
	9:00
	1.17
	1.44
	-0.265
	-1.73
	-1.75
	0.085
	0.138
	-0.533

	5/1/2019
	9:45
	1.16
	1.4
	-0.238
	-1.54
	-1.55
	0.0738
	0.0941
	-0.438


Statistical Plots
[image: olsreport_files/figure-docx/unnamed-chunk-23-1.png][image: olsreport_files/figure-docx/unnamed-chunk-21-1.png]
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[image: ][image: olsreport_files/figure-docx/unnamed-chunk-30-1.png]
[bookmark: cross-validation]Cross Validation
[image: olsreport_files/figure-docx/unnamed-chunk-31-1.png]
                                           
              Minimum MSE of folds:  0.0141
                 Mean MSE of folds:  0.0268
               Median MSE of folds:  0.0247
              Maximum MSE of folds:  0.0549
 (Mean MSE of folds) / (Model MSE):  1.0400
[image: ][image: olsreport_files/figure-docx/unnamed-chunk-32-1.png]
Red line - Model MSE 
Blue line - Mean MSE of folds
[bookmark: model-calibration-data-set]Model-Calibration Dataset
	[bookmark: definitions] 
	Date
	LOGTOC
	LOGGH
	TOC
	GH
	Computed
	Computed
	Residual
	Normal

	 
	 
	 
	 
	 
	 
	LOGTOC
	TOC
	 
	Quantiles

	1
	4/6/2011
	0.749
	0.688
	5.61
	4.87
	0.877
	8.06
	-0.128
	-0.663

	2
	5/2/2011
	0.706
	0.674
	5.08
	4.72
	0.866
	7.85
	-0.16
	-1.07

	3
	6/7/2011
	0.949
	0.656
	8.9
	4.52
	0.85
	7.58
	0.099
	0.588

	4
	6/20/2011
	0.949
	0.794
	8.89
	6.22
	0.964
	9.85
	-0.0153
	-0.0927

	5
	6/21/2011
	1.01
	0.745
	10.3
	5.56
	0.924
	8.98
	0.0888
	0.516

	6
	7/20/2011
	0.89
	0.603
	7.76
	4.01
	0.807
	6.86
	0.0827
	0.481

	7
	8/2/2011
	0.85
	0.588
	7.08
	3.87
	0.795
	6.67
	0.0553
	0.314

	8
	8/12/2011
	1.12
	0.811
	13.2
	6.48
	0.979
	10.2
	0.142
	0.826

	9
	8/31/2011
	0.725
	0.596
	5.31
	3.94
	0.801
	6.76
	-0.0758
	-0.481

	10
	2/29/2012
	0.998
	0.666
	9.96
	4.63
	0.859
	7.73
	0.14
	0.783

	11
	4/5/2012
	1.16
	0.943
	14.3
	8.77
	1.09
	13.1
	0.0681
	0.413

	12
	5/9/2012
	0.814
	0.679
	6.51
	4.78
	0.87
	7.93
	-0.0564
	-0.25

	13
	6/12/2012
	0.858
	0.623
	7.21
	4.2
	0.824
	7.13
	0.0342
	0.124

	14
	7/12/2012
	0.72
	0.565
	5.25
	3.67
	0.775
	6.38
	-0.0553
	-0.218

	15
	7/19/2012
	0.815
	0.559
	6.53
	3.63
	0.771
	6.32
	0.0439
	0.25

	16
	9/11/2012
	0.814
	0.586
	6.52
	3.86
	0.793
	6.65
	0.0208
	0.0309

	17
	3/27/2013
	0.746
	0.616
	5.57
	4.13
	0.818
	7.03
	-0.0719
	-0.379

	18
	4/13/2013
	0.92
	0.691
	8.31
	4.91
	0.88
	8.11
	0.0399
	0.186

	19
	5/9/2013
	1.35
	0.739
	22.6
	5.48
	0.919
	8.88
	0.435
	2.44

	20
	6/1/2013
	1.33
	1.05
	21.2
	11.2
	1.18
	16
	0.151
	0.964

	21
	8/8/2013
	1.14
	1.41
	13.9
	25.7
	1.47
	31.7
	-0.329
	-2.44

	22
	5/14/2014
	1.09
	0.722
	12.3
	5.27
	0.905
	8.59
	0.185
	1.18

	23
	6/3/2014
	0.89
	0.658
	7.77
	4.55
	0.852
	7.62
	0.038
	0.155

	24
	6/9/2014
	1.19
	1.08
	15.4
	12.2
	1.2
	17.1
	-0.0165
	-0.124

	25
	7/15/2014
	0.799
	0.691
	6.3
	4.91
	0.88
	8.11
	-0.0803
	-0.516

	26
	8/4/2014
	0.709
	0.649
	5.12
	4.46
	0.845
	7.49
	-0.136
	-0.826

	27
	9/3/2014
	1.18
	1.23
	15.2
	16.8
	1.32
	22.4
	-0.138
	-0.916

	28
	4/6/2015
	0.637
	0.645
	4.34
	4.42
	0.842
	7.44
	-0.205
	-1.18

	29
	4/22/2015
	1.2
	0.81
	15.8
	6.45
	0.977
	10.2
	0.221
	1.58

	30
	5/20/2015
	1.12
	1.05
	13.3
	11.2
	1.18
	16.1
	-0.0524
	-0.186

	31
	5/27/2015
	1.17
	1.21
	14.8
	16.2
	1.31
	21.7
	-0.136
	-0.87

	32
	6/17/2015
	1.14
	1.14
	13.8
	13.7
	1.25
	18.9
	-0.107
	-0.625

	33
	7/13/2015
	1.1
	0.832
	12.6
	6.79
	0.995
	10.6
	0.105
	0.663

	34
	8/6/2015
	1.13
	1.1
	13.5
	12.5
	1.21
	17.5
	-0.0843
	-0.588

	35
	8/27/2015
	1.12
	0.762
	13.3
	5.78
	0.938
	9.28
	0.186
	1.25

	36
	4/21/2016
	1.2
	0.819
	15.7
	6.59
	0.985
	10.3
	0.211
	1.48

	37
	5/3/2016
	1.25
	0.922
	17.8
	8.36
	1.07
	12.6
	0.18
	1.12

	38
	5/26/2016
	1.2
	1.01
	15.8
	10.2
	1.14
	14.9
	0.056
	0.346

	39
	6/17/2016
	1.24
	1.01
	17.4
	10.2
	1.14
	14.8
	0.101
	0.625

	40
	7/6/2016
	1.17
	1.37
	14.8
	23.2
	1.44
	29.2
	-0.265
	-1.7

	41
	8/11/2016
	1.1
	0.881
	12.6
	7.6
	1.04
	11.6
	0.0646
	0.379

	42
	9/13/2016
	1.13
	0.897
	13.4
	7.88
	1.05
	12
	0.0782
	0.447

	43
	3/30/2017
	1.42
	1.31
	26.5
	20.5
	1.39
	26.4
	0.0322
	0.0927

	44
	5/1/2017
	1.25
	1.08
	17.8
	12
	1.2
	16.9
	0.0522
	0.282

	45
	5/31/2017
	1.32
	0.771
	20.9
	5.9
	0.945
	9.43
	0.374
	2.06

	46
	6/28/2017
	0.63
	0.701
	4.26
	5.02
	0.888
	8.27
	-0.258
	-1.48

	47
	7/13/2017
	0.822
	0.676
	6.64
	4.74
	0.867
	7.88
	-0.0452
	-0.155

	48
	8/2/2017
	0.7
	0.661
	5.01
	4.58
	0.855
	7.66
	-0.155
	-1.01

	49
	8/16/2017
	0.726
	0.667
	5.32
	4.65
	0.86
	7.75
	-0.134
	-0.742

	50
	9/6/2017
	0.581
	0.644
	3.81
	4.41
	0.841
	7.42
	-0.26
	-1.58

	51
	11/15/2017
	0.638
	0.664
	4.35
	4.61
	0.857
	7.7
	-0.219
	-1.25

	52
	1/31/2018
	0.548
	0.667
	3.53
	4.65
	0.86
	7.75
	-0.312
	-2.06

	53
	3/22/2018
	0.68
	0.669
	4.78
	4.67
	0.862
	7.78
	-0.182
	-1.12

	54
	5/2/2018
	0.628
	0.657
	4.24
	4.54
	0.852
	7.6
	-0.224
	-1.32

	55
	5/23/2018
	0.839
	0.642
	6.9
	4.38
	0.839
	7.39
	-0.000116
	-0.0618

	56
	6/2/2018
	1.13
	0.758
	13.6
	5.73
	0.935
	9.21
	0.198
	1.4

	57
	7/19/2018
	1.08
	1.02
	11.9
	10.4
	1.15
	15.1
	-0.0722
	-0.413

	58
	9/6/2018
	1.42
	1.17
	26.3
	14.8
	1.27
	20.1
	0.147
	0.916

	59
	2/27/2019
	1.13
	0.834
	13.6
	6.82
	0.997
	10.6
	0.136
	0.742

	60
	3/14/2019
	1.4
	1.09
	25.2
	12.2
	1.21
	17.2
	0.195
	1.32

	61
	4/11/2019
	1.04
	0.732
	10.9
	5.4
	0.913
	8.77
	0.123
	0.702

	62
	5/1/2019
	1.16
	1.32
	14.5
	21.1
	1.4
	26.9
	-0.238
	-1.4

	63
	6/12/2019
	0.938
	0.86
	8.66
	7.24
	1.02
	11.2
	-0.081
	-0.552

	64
	8/20/2019
	1.45
	1.11
	28.3
	12.8
	1.22
	17.9
	0.229
	1.7

	65
	10/9/2019
	0.797
	0.749
	6.27
	5.61
	0.927
	9.05
	-0.13
	-0.702

	66
	12/11/2019
	0.588
	0.709
	3.88
	5.12
	0.895
	8.39
	-0.306
	-1.85

	67
	2/24/2020
	1.36
	1.09
	23.1
	12.3
	1.21
	17.3
	0.155
	1.01

	68
	5/27/2020
	1.29
	1.17
	19.6
	14.7
	1.27
	20
	0.0199
	0

	69
	6/30/2020
	0.988
	0.71
	9.72
	5.13
	0.896
	8.41
	0.092
	0.552

	70
	7/17/2020
	1.19
	1.14
	15.5
	13.8
	1.25
	19
	-0.0579
	-0.282

	71
	7/23/2020
	1.08
	0.883
	11.9
	7.63
	1.04
	11.7
	0.04
	0.218

	72
	8/19/2020
	0.761
	0.631
	5.76
	4.27
	0.83
	7.23
	-0.0692
	-0.346

	73
	9/23/2020
	0.682
	0.635
	4.81
	4.32
	0.834
	7.3
	-0.152
	-0.964

	74
	1/27/2021
	0.809
	0.687
	6.45
	4.87
	0.876
	8.05
	-0.0668
	-0.314

	75
	2/3/2021
	1.32
	0.843
	21.1
	6.96
	1
	10.8
	0.32
	1.85

	76
	4/14/2021
	0.914
	0.711
	8.2
	5.14
	0.896
	8.42
	0.0178
	-0.0309

	77
	5/12/2021
	0.728
	0.671
	5.35
	4.69
	0.863
	7.81
	-0.135
	-0.783

	78
	5/17/2021
	1.2
	1.17
	15.9
	14.9
	1.28
	20.2
	-0.0741
	-0.447

	79
	6/9/2021
	0.994
	0.804
	9.86
	6.37
	0.973
	10
	0.0213
	0.0618

	80
	8/25/2021
	1.09
	0.759
	12.4
	5.74
	0.936
	9.22
	0.158
	1.07

	81
	10/29/2021
	1.32
	1.05
	20.9
	11.2
	1.17
	16
	0.146
	0.87


Definitions
TOC: Total organic carbon in mg/l (00680)
GH: Gage height, in ft (00065)
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