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SOME STATISTICAL TOOLS IN HYDROLOGY

By H. C. Riggs

Abstract

This chapter of "Techniques of Water-Resources Investigations" provides background material needed for understanding the statistical procedures most useful in hydrology; it furnishes detailed procedures, with examples, of regression analyses; it describes analysis of variance and covariance and discusses the characteristics of hydrologic data.

Introduction

As hydrologic analyses become more sophisticated, the proper design and interpretation of these analyses require a greater knowledge of statistical methods. In fact, two long-used hydrologic tools, the flood-frequency curve and the duration curve, require an understanding of the theory of statistics for proper evaluation. The more elaborate statistical methods are mathematical, but graphical methods are extremely useful and adequately accurate for many purposes, if made with an understanding of the underlying assumptions and if properly interpreted.

Until recent years most statistics texts emphasized procedures applicable to normally distributed data because the assumption of normality is appropriate to many types of biological and agricultural data. But much of the data used in hydrology either is not normally distributed or does not have a probability distribution at all. Most hydrologists learned statistics from texts or courses directed toward analysis of normally distributed data. Consequently some early hydrologic analyses were either incorrectly done or incorrectly interpreted.

This chapter of "Techniques of Water-Resources Investigations" provides the background material needed for understanding the statistical procedures most useful in hydrology. Although it starts with the basic concept of a distribution, many elementary details are omitted. The reader is assumed to have some familiarity with statistical terminology, computation procedures, and elementary probability such as would be obtained from a classroom course in statistics for engineers or from the U.S. Geological Survey correspondence course "Elementary Statistics in Hydrology."

Although theory is emphasized in this chapter, the treatment is intuitive rather than rigorous. Many practical approaches to graphical regression are given, and the pitfalls associated with computation of least-squares lines are located. The chapter concludes with a discussion of the statistical characteristics of hydrologic data.

Distributions

The concept of a population of objects having a distribution of sizes (or of some other characteristic) is basic to the statistical method. It is not possible to collect enough data to define a frequency distribution exactly, but the existence of a particular one can be proven to the desired degree of confidence by repeating an experiment many times.

Kendall (1952, p. 23) reported the results of a dice-tossing experiment in which 12 dice were tossed simultaneously and the number of sixes was recorded for each toss. The dice were tossed 4,096 times with the results shown in table 1. Also shown are the relative frequency computed from the experimental results and the theoretical relative frequency computed from the binomial distribution. The close agreement between the theoretical and experimental
frequencies indicates that the binomial distribution is applicable to this problem.

<table>
<thead>
<tr>
<th>No. of sixes</th>
<th>Frequency</th>
<th>Relative frequency</th>
<th>Theoretical relative frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>447</td>
<td>0.109</td>
<td>0.112</td>
</tr>
<tr>
<td>1</td>
<td>1,145</td>
<td>.280</td>
<td>.269</td>
</tr>
<tr>
<td>2</td>
<td>1,181</td>
<td>.288</td>
<td>.286</td>
</tr>
<tr>
<td>3</td>
<td>796</td>
<td>.194</td>
<td>.197</td>
</tr>
<tr>
<td>4</td>
<td>380</td>
<td>.093</td>
<td>.089</td>
</tr>
<tr>
<td>5</td>
<td>115</td>
<td>.028</td>
<td>.029</td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>.006</td>
<td>.007</td>
</tr>
<tr>
<td>7 and over</td>
<td>8</td>
<td>.002</td>
<td>.001</td>
</tr>
<tr>
<td>Total</td>
<td>4,096</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The binomial distribution is a discrete distribution, that is, it can take values only at specific points along a scale. In the dice-tossing experiment, it is possible to obtain an integer number of sixes only; there is no such thing as 5.5 or 3.2 sixes.

More commonly, a variable may take any value along a scale. Such a variable and its distribution are known as continuous. A variable may be classified as continuous if it can take any value along a scale even though the limitations of measurement restrict the observations to discrete values. This condition exists with most natural phenomena.

To aid in understanding a distribution, consider 1,000 tree-ring indices ranging in size from 2 to 240. If these are grouped by six-unit increments of size, a histogram, or frequency distribution, is obtained (fig. 1). The irregularity of the profile of this distribution is due to the small (in a statistical sense) number of indices used in its preparation. The greater the number used, the smoother would be the profile of the frequency distribution. If the number of observations approaches infinity and the size increment approaches zero, the enveloping line of the frequency distribution will approach a smooth curve. Then if the ordinate values are divided by a number such that the area under the curve becomes one, the resulting curve is a probability density curve, or probability distribution, such as figure 2. The process just described requires the additional assumption that the variable can take any value within the range, that the variable is continuous, not discrete.

A theoretical probability distribution describes the relation between size (or some other other characteristic) and probability. For this relation to be valid, the individuals must occur randomly or be drawn randomly. The size of any individual drawn should not depend on the size of any one previously drawn. Probability, in the concept of frequency distributions, is defined as relative frequency. The distribution of the number of sixes obtained from repeated tosses of 12 dice may be illustrated by plotting the theoretical relative frequencies of table 1. The relative frequencies of each of the 6-unit increments in figure 1 could likewise be computed. In the first of these examples, a probability is associated with each possible outcome. In the second, a probability is associated with each increment of size; here the probability is of obtaining not a specific individual but any individual within the increment of size. This interpretation is required for continuous distributions because there is an infinite number of possible values and, thus, no probability of occurrence of a particular individual.
Referring again to figure 2, probability is related to the continuous distribution in the following way: The area under the curve represents the sum of all probabilities and therefore must equal one. Because every item was used in defining the distribution for which the total area is one, then the probability that any item will fall in the distribution is one and the probability that an item will fall in any segment of the distribution is the ratio of the area of that segment to the total area.

The distributions just described, both discrete and continuous, are called relative-frequency distributions, probability distributions, or just distributions. However, the probability interpretation is valid only if the data used are random. For example, the daily mean flow of a stream is closely related to the flows of previous days, so the distribution of daily means is not one to which the probability interpretation strictly applies. It is possible also to approximate a distribution which merely describes the sample. For instance, the distribution of grain sizes of a sample of a streambed is measured to characterize the material; there is no interest in the probability of obtaining a grain in a particular size range by additional sampling. Here the sample is not the individual grain but an aggregate of grains of various sizes.

Only a few standard theoretical distributions are widely used. Sampling theory and inference are based largely on the normal distribution with which the reader is assumed to be familiar. Other theoretical distributions will be introduced in this and succeeding chapters as appropriate.

**Cumulative distributions**

Suppose we know the probability density curve (probability distribution) for a variable and are interested in the probability of a random event being greater than some particular value E. This probability can be obtained by measuring or computing the proportion of the total area above the base value. For instance, the left curve of figure 3 shows an area under the curve to the right of E of 0.1, that is, \( P = 0.1 \). Thus the probability of a random event exceeding \( E \) is 0.1.

Another form of the probability curve can be prepared by cumulating the probabilities from one end of the curve and plotting each of these cumulated probabilities against the magnitude of its appropriate event. The cumulation is usually done mathematically. The result is the right-hand curve of figure 3. Cumulative distributions are commonly plotted to a probability scale such that the theoretical curve is a straight line. Such a scale can be devised for any two-parameter distribution. Normal probability plotting paper is widely known and used. Gumbel plotting paper is used in many hydrologic frequency analyses. (Although the Gumbel extreme-value distribution is a three-parameter distribution, one parameter, the skew, is constant for the form used and permits the construction of a scale which gives a straight-line plot). Both the normal and Gumbel probability plotting papers are available with either arithmetic or logarithmic ordinate scales. Thus plotting papers for four distributions—normal, log-normal, Gumbel, and log-Gumbel—are available.

When the probability density curve is cumulated from the right end, the probabilities of exceeding the various magnitudes are obtained. If cumulated from the left, probabilities of not exceeding those magnitudes are obtained. The appropriate cumulative curve, commonly called a frequency curve in hydrology, depends on the desired use.

The various theoretical cumulative distributions used in hydrology and methods of estimating their parameters from a sample of data are discussed in another chapter of this series.
Statistical inference

We have 54 years of record on the Rappahannock River of Virginia and might ask two questions about the mean flow. First, what is the mean flow for the period of record? This is a unique value which can easily be computed. The second question, what is the mean flow of the stream?, cannot be answered definitely. We can only assume that the mean of the 54-year sample is an estimate of the true (population) mean. In other words, we infer the population characteristics from those of a sample from that population.

Statistical inference is based on the theory of sampling. From a population of known characteristics many samples are drawn (either actually or conceptually), and the relation of the sample characteristics to the population characteristics is defined.

Sampling theory requires use of the concept of a probability distribution. Assume that the distribution of some random variable is normal with mean \( \mu \), and standard deviation, \( \sigma \), as shown in figure 4. (The term "random," as used here, means that the probability of drawing any one item of the population is the same as for any other.)

Now suppose we take many samples of size \( N \) from this distribution, compute the mean of each of these samples, and compute the mean and variance of these sample means. The distribution of the means of samples of size \( N \) is superposed on the original distribution in figure 5. It can be shown that the distribution of the means is centered at \( \mu \) and that the standard deviation of the distribution of means is \( \sigma/\sqrt{N} \). Therefore, the mean of the means of samples of size \( N \) is an unbiased estimate of \( \mu \). Furthermore, the mean of one sample is an unbiased estimate of \( \mu \). Consequently, we infer that the sample mean, \( \bar{X} \), is an estimate of the population mean. Obviously, if we used other samples we would obtain different estimates of the population mean.

From a single sample, we can appraise the reliability of the estimate, \( \bar{X} \), of the population mean. The distribution of means of values drawn from a normal distribution is normal. Consequently, two-thirds of the values should fall within one standard deviation (\( \sigma/\sqrt{N} \)) on each side of the mean. However, we do not know \( \sigma \) so we have to substitute \( S \) for it (where \( S \) is the standard deviation computed from the sample). The distribution of \( \bar{X} \) having a standard deviation of \( S/\sqrt{N} \) is known as the Student's \( t \) distribution, values of which are tabulated in statistics texts for various sizes of \( N \).

Suppose now that we have \( K \) samples of size \( N \) and have defined \( K \) different sampling distributions of the mean of size \( N \). For each sampling distribution, we can define a mean and a range of reliability, and we are interested in whether such a range includes the true mean \( \mu \). Considering the range as a random interval, we may state that the probability (\( P \)) that the random interval includes \( \mu \) is \( 1 - \varepsilon \), where \( \varepsilon \) is the level of significance. Mathematically, for \( \varepsilon = 0.32 \),

\[
P[(\bar{X} - \sigma/\sqrt{N}) < \mu < (\bar{X} + \sigma/\sqrt{N})] = 1 - \varepsilon = 0.68.
\]
The interval in brackets is called a confidence interval and the extremes are called confidence limits. Note that the above relation holds only if we use \( \sigma \) instead of \( S \). If we use \( S \), then 

\[ 1 - \varepsilon \]

is a function of the sample size, and the appropriate probability statement is

\[ P[(\bar{X} - tS/\sqrt{N}) < \mu < (\bar{X} + tS/\sqrt{N})] = 1 - \varepsilon = 0.68, \]

where Student's \( t \) is 1.00 for 10 degrees of freedom, for example. The width of the confidence interval increases as the level of significance decreases. For example, the 95-percent confidence limits (\( \varepsilon = 0.05 \)) are

\[ (\bar{X} - 2.23S/\sqrt{N}) < \mu < (\bar{X} + 2.23S/\sqrt{N}), \]

where 2.23 is from the \( t \) table for 10 degrees of freedom.

The confidence interval described in the probability statement is a random interval, not a specific one. The probability statement (for \( \varepsilon = 0.05 \)) means that 95 percent of a large number of intervals similarly obtained would include the true mean. This probability statement cannot be extended to one specific interval because a specific interval either contains the true mean or it does not and the probability is either one or zero. The true mean is not a variable, it is unique.

But we are interested in making a probability statement about one specific interval. We may say that the probability of our obtaining a random interval which includes the true mean is 0.95, or that we have 95-percent confidence that the interval obtained includes the true mean. Ordinarily in hydrologic reports it is only necessary to state the computed confidence interval and its level, not to interpret the meaning. See Mood (1950, p. 221-222) for a precise statement of the interpretation of a confidence interval.

Using the above theory, from a random sample, we can compute an estimate of the population mean and a measure of its reliability. This is an example of statistical inference.

Returning to the sampling theory, consider the distribution of variances of samples of size \( N \) from a normal distribution. This distribution is not centered around \( \sigma^2 \) but is to the left of it, as shown by the upper graph of figure 6. Therefore \( S^2 \) is known as a biased estimator of \( \sigma^2 \). It can be made unbiased by multiplying it by \( N/(N-1) \) as shown in the lower sketch of figure 6. The standard deviation of the sampling distribution of \( S^2(N/N-1) \) can also be computed.

A further use of inference is in testing hypotheses. One example will be given. Suppose we set up the null hypothesis, \( H_o \), that the mean of a population is zero; that is, we hypothesize that there is no difference statistically between the mean and zero. This null hypothesis is written

\[ H_o: \mu = 0. \]

We draw a sample from this population and compute the statistics of the sampling distribution of the mean. We need some estimate of the hypothetical sampling distribution of means, and so we define it as normal with mean zero and standard deviation equal to \( S/\sqrt{N} \) as computed from the sample (fig. 7).

Now if \( \bar{X} \) (as computed from the sample) lies within one standard deviation of zero, we would conclude that there is no basis for doubting the hypothesis. If, on the other hand, \( \bar{X} \) were two or three standard deviations away from zero, we would conclude that it is unlikely that the mean of the population is zero. For this
latter condition the probability is small of obtaining an $\bar{X}$ of such size from a population having a mean of zero. Therefore, we would reject the hypothesis and would state that the result was significant at a certain probability level, meaning that the results obtained differ significantly from the hypothesis.

A common problem is the test of significance of a regression coefficient. The null hypothesis is again that the true value of the regression coefficient is zero, and the test may be made in the same way as before. However, the procedure commonly used is somewhat different. The confidence limits about the theoretical value are computed. If the regression coefficient is $b$, its standard error $S_b$, and its population value $\beta$, then the limits are found to be

$$b - tS_b < \beta < b + tS_b,$$

where $t$ is the appropriate value for the chosen significance level and sample size. If the limits include zero, the hypothesis is accepted, that is, the regression coefficient is not significantly different from zero. If the limits are both on one side of zero, the hypothesis is rejected and the regression coefficient is considered significantly different from zero, that is, it is considered meaningful.

Many other tests of significance are available, but all parametric tests are based on the theory of sampling and follow the general procedure described above. A less powerful group of nonparametric tests may be used when the probability distribution of the statistic is not known. (See Siegel, 1956.)

**Correlation and Regression**

The distinctions between correlation and regression must be recognized in order to apply and interpret either of the methods. These distinctions are very marked although they may seem of little importance because of the similarity of the computation procedures. Dixon and Massey (1957, p. 189) made the following distinction between the two:

"A regression problem considers the frequency distribution of one variable when another is held fixed at each of several levels. A correlation problem considers the joint variation of two measurements, neither of which is restricted by the experiment."

Correlation is a process by which the degree of association between samples of two variables is defined. The correlation coefficient is a mathematical definition of that association. It is, of course, possible to compute a correlation coefficient from any two sets of data. The mathematical definition of association implies no cause-and-effect relation nor even that the relation between the two variables results from a common cause.

Correlation theory requires that the data be drawn randomly from a bivariate normal distribution. However, McDonald (1957) reported that experimental sampling studies show the nonnormality effects, usually regarded as disturbing by statisticians, to be of inconsequential magnitude geophysically. A further requirement of correlation is that both variables $X$ and $Y$ be without error due to measurement. Nothing can be measured without error, so the above requirement is one of degree. The question of the error allowable is subject to arbitrary decisions, particularly since the true error of the data is never known.

The end product of the process of correlation is the correlation coefficient; it is not an equation. The equations which describe $Y$ as a function of $X$, and $X$ as a function of $Y$, are regression equations, not correlation equations. Another way of stating the distinction between correlation and regression is that correlation measures the degree of association between two variables, whereas regression provides equations for estimating individual values of one variable from given values of the other.

Reliability of correlation results depends on the number of items used to compute the correlation coefficient and the magnitude of the computed correlation coefficient. Confidence
limits are quite wide for samples of 30 items or less, unless the correlation coefficient is very large. For example, a chart shown by Bennett and Franklin (1954, p. 275) indicates that a correlation coefficient of +0.8 computed from a sample of 20 items would have a confidence belt extending from 0.6 to 0.9 for 95-percent probability. Because of this uncertainty, comparison of two correlation coefficients differing only by a few hundredths cannot be meaningfully interpreted. There also seems to be no justification for reporting correlation coefficients to more than two significant figures.

If the data can reasonably be assumed to be drawn from a normal bivariate distribution, then both correlation and regression analyses are appropriate. It is under this assumption that most of the examples in statistics texts are analyzed. However, regression is also appropriate under certain other conditions when correlation is not. The only assumptions required for regression are:

1. The deviations of the dependent variable about the regression line (for any fixed X) are normally distributed, and the same variance exists throughout the range of definition.
2. Values of the independent variable are known without error. The dependent variable is considered as an observation on a random variable, and the independent variable as some known constant associated with this random variable.
3. Observed values of the dependent variable are uncorrelated random events.
4. Each of the variables is homogeneous; that is, all individual values of a variable measure the same thing. Data are considered homogeneous if any subgroup to which certain of these data may be logically assigned has the same expected mean and variance as any other subgroup of the population. Neither variable need have a probability distribution in regression (but, of course, Y values corresponding to a fixed X are assumed to be normally distributed).

The end products of a regression analysis are two equations, \( Y = f(X) \) and \( X = f(Y) \) (usually only one is computed), because regression is directional. In contrast, correlation gives one index of the relation between variables.

The regression equation gives the average amount of change in the dependent variable corresponding to a unit change in the independent variable. Thus it gives more specific information than correlation. The regression coefficient can be tested to determine whether it is significantly different from zero, and this test is identical to the test of significance of the correlation coefficient (providing the data are drawn from a bivariate normal distribution).

The reliability of a regression is measured by the standard error, which is the standard deviation of the distribution (assumed normal) of residuals about the regression line (fig. 8 shows distribution of residuals). By definition, the standard error is the same throughout the range of \( X \). This standard error was called the standard error of estimate by Ezekiel (1950, p. 131). It is also referred to as the standard error of regression and as the standard deviation from regression.

The standard error of a prediction from regression is made up of three parts: the error of the mean, the error of the slope of the line, and the standard error of estimate. All three may be expressed in terms of the standard error of estimate so that the standard error of a prediction \( (S_p) \) is

\[
S_p = S_e \sqrt{1 \frac{1}{n} + \frac{(X-\bar{X})^2}{\sum(X-\bar{X})^2}}
\]
where \( S_e \) is standard error of estimate, \( n \) is number of items in the sample, and \( X \) is the independent variable. Thus the error of a prediction increases with distance from the mean (Snedecor, 1948, p. 120).

Most analyses require use of multiple correlation or regression. A multiple correlation is evaluated by partial correlation coefficients and by an index of total correlation. A partial correlation coefficient is an index of the degree of association between one independent variable and the dependent variable after the effects of the other independent variables have been removed.

In a multiple regression equation the regression coefficients are called partial regression coefficients. Each shows the effect on \( Y \) of a unit change in the particular independent variable, the effects of the other independent variables being held constant.

If the independent variables in a regression analysis are related to each other, the partial regression coefficients will be of a different magnitude from the simple regression coefficients. (The independent variables in a regression usually are related to each other as well as to the dependent variable.) See the section on "Application of the Regression Method" for elaboration on this subject (p. 19).

The assumptions required for correlation are infrequently met in engineering problems and not generally met in hydrologic problems. Many of these problems to which the correlation method does not apply can be handled by the regression method because of the less restrictive assumptions. Thus the regression method may be used for such relations as that of concrete strength to time of setting, where neither value is randomly selected and neither variable has a probability distribution. Obviously the range of such a relation is limited to the range of the data selected.

Under the above conditions the correlation coefficient does not apply but, of course, can be computed from the relation

\[
    r = \sqrt{1 - \frac{(S_e/S_d)^2}{S_y^2}}
\]

where \( r \) = correlation coefficient, \( S_e \) = standard error of estimate, and \( S_y \) = standard deviation of the values of the dependent variable. From the above formula it can be seen that \( r \) depends on \( S_e \), which depends on the range of data selected for problems such as the concrete strength relation to time of setting. Therefore, if the variables used in a regression are not randomly sampled, the computed value of \( r \) changes with the range of the arbitrarily selected sample and is therefore meaningless. Empirical verification of this statement is given by the data plotted in figure 9. (These data were selected to demonstrate this principle; the relation is not hydrologically significant.) Using all the points, the relation is computed to be

\[
    \log MAF = 2.27 + 0.59 \log DA;
\]

the standard error is 0.22 log unit and the computed correlation coefficient is 0.97. \( MAF \) is mean annual flood and \( DA \) is drainage area.

If only the 14 points for drainage areas ranging from 40 to 2,000 square miles (fig. 9) are used, the relation is

\[
    \log MAF = 2.31 + 0.57 \log DA.
\]

This relation has a standard error of 0.23 log unit (almost the same as the previous standard error), but the computed correlation coefficient is 0.83, much lower than that obtained by using samples from a greater range. Obviously such variability in the correlation coefficient would render it unsuitable as a measure of the degree of relation for this type of application.
This manual emphasizes regression over correlation, not only because correlation is commonly inapplicable to particular hydrologic data but because regression provides quantitative answers to specific problems. In general, regression is preferred over correlation for hydrologic problems even when the data are suitable for a correlation analysis. Uses of regression analysis are:

1. To estimate individual values of the dependent variable corresponding to selected values of the independent variables.
2. To determine the amount of change in the dependent variable associated with a unit change in an independent variable.
3. To determine whether certain variables (which do not have probability distributions) are related to a dependent variable.
4. To improve estimates of the parameters defining the probability distribution of the dependent variable.

Correlation is most useful in theoretical studies and in time-series analysis.

**Serial correlation**

It has been pointed out that for a probability distribution to be valid the individuals must occur randomly or be drawn randomly. Hydrologic data such as daily stream discharges form a time series, that is, a sequence of values arranged in order of occurrence. The characteristics and analysis of hydrologic time series have been described by Dawdy and Matalas (1964). A common characteristic of a time series is the existence of a nonrandom element which produces a dependence between observations \( k \) units apart. This dependence is called serial correlation, and its degree is measured by the serial correlation coefficient.

First-order serial correlation is the dependence between observations adjacent in time; the \( k \)th order is the dependence between observations \( k \) units apart. A plot of the serial correlation coefficient against order is a correlogram (Dawdy and Matalas, 1964).

To determine the serial correlation, the time series is related to itself offset \( k \) units. For example, the time series in the first column below is related to itself shifted one observation to obtain the first-order serial correlation coefficient.

\[
\begin{align*}
\text{X }_1 \\
X_2 &= X_1 \\
X_3 &= X_2 \\
&\quad \vdots \\
X_n &= X_{n-1}
\end{align*}
\]

Computational details are the same as for the relation between two variables and are given in the section on "Simple Linear Regression."

A test of significance of a first-order serial correlation coefficient is given by Dawdy and Matalas (1964).

**Regression Methods**

The previous section described regression in general terms and concluded with some uses of regression. This section describes the computation and interpretation of regression equations, both analytical and graphical, and some characteristics of the regression method.

**Regression models**

We begin a regression problem with a dependent variable which we want to predict from one or more independent variables. The independent variables are values or characteristics which seem to be physically related to the dependent variable. Next we need a model which describes the way in which the independent variables are related to the dependent variable. The model should be in accord with known physical principles, but its exact form may be dictated by the data used.

Using a dependent variable, \( Y \), and independent variables, \( X \) and \( Z \), the equations and graphs of some more common regression models are shown in figure 10. Joint relations, those which include a variable which is the product of two other variables, have been discussed in detail by Ezekiel and Fox (1959). The product of two variables is called an interaction term. Combinations of the models shown in figure 10 can be used to describe more complicated relations, and the equations can be readily
Figure 10.—Equations and graphs of some common regression models.

extended to include additional independent variables.

Having selected a suitable model, the coefficients in that model equation are computed from sample data by the method of least squares as described subsequently.

Note that although two of the graphs in figure 10 are curved, all of the model equations are in linear form. This linearity of the model equation is a requirement for direct least-squares solution. Linearity can sometimes be attained by transforming the variables.

Transformations

There are two principal reasons for transforming data before analysis: (1) to obtain a linear regression model, and (2) to achieve equal variance about the regression line throughout the range.

We have seen from figure 10 that certain two-variable regressions may be linearized without transforming the variables. The method is known as polynomial regression in which additional variables in successively higher powers of the independent variable are added to the model. But suppose we know or postulate that a relation should be of the form

\[ Y = aX^2. \]

By taking logarithms of both sides of the equation the resulting linear equation is obtained:

\[ \log Y = \log a + b \log X, \]

in which \( \log a \) and \( b \) are constants which can be computed by a least-squares analysis using the variables \( \log Y \) and \( \log X \). Likewise the relation

\[ Y = abX \]

can be transformed to

\[ \log Y = \log a + X \log b, \]

where \( \log a \) and \( \log b \) are the constants and \( \log Y \) and \( X \) are the variables. Other transformations are sometimes used, but the logarithmic transformation is by far the most common.

The second reason for transforming data, and the more important one, is to achieve equal variance about the regression line. One of the assumptions basic to the regression method is that the distribution of errors about the regression line is normal and constant throughout the range (fig. 8). Again a log transformation is often used. For example, the graph on the left of figure 11 (from U.S. Geological Survey, 1949, p. 488) shows increasing scatter of points with increasing rainfall. But when the variables are plotted on the log chart (right graph, fig. 11), the scatter of points is almost uniform throughout the range. Thus, if it had been desired to carry the analysis beyond the graphical presentation, a transformation of the variables should have been made. (Ordinarily the variables would be reversed on the chart if a regression were to be made because runoff is the dependent variable.)

Other reasons for transforming data are to introduce additivity to the model and to achieve normality. The use of transformations is discussed by Acton (1959, p. 219–223).
Figure 11.—Data from U.S. Geological Survey (1949, p. 488) plotted on natural and log scales showing the achievement of equal variance about the regression line by use of the log transformation.

Only the log transformation has been used in the above examples because it is by far the most common and useful. Other transformations such as the square root may be appropriate for certain data.

Table 2.—Data and computations for example of two-variable regression

<table>
<thead>
<tr>
<th>Year</th>
<th>Runoff (Y)</th>
<th>Precipitation (X)</th>
<th>XY</th>
<th>X²</th>
<th>Y²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1929</td>
<td>125</td>
<td>110</td>
<td>13700</td>
<td>15625</td>
<td>13700</td>
</tr>
<tr>
<td>1930</td>
<td>67</td>
<td>73</td>
<td>4811</td>
<td>5329</td>
<td>4811</td>
</tr>
<tr>
<td>1931</td>
<td>71</td>
<td>91</td>
<td>6471</td>
<td>8281</td>
<td>6471</td>
</tr>
<tr>
<td>1932</td>
<td>118</td>
<td>108</td>
<td>12704</td>
<td>12224</td>
<td>12704</td>
</tr>
<tr>
<td>1933</td>
<td>144</td>
<td>130</td>
<td>18744</td>
<td>17640</td>
<td>18744</td>
</tr>
<tr>
<td>1934</td>
<td>159</td>
<td>162</td>
<td>25980</td>
<td>26244</td>
<td>25980</td>
</tr>
<tr>
<td>1935</td>
<td>135</td>
<td>134</td>
<td>18030</td>
<td>18289</td>
<td>18030</td>
</tr>
<tr>
<td>1936</td>
<td>102</td>
<td>98</td>
<td>9916</td>
<td>9604</td>
<td>9916</td>
</tr>
<tr>
<td>1937</td>
<td>91</td>
<td>80</td>
<td>7280</td>
<td>6400</td>
<td>7280</td>
</tr>
<tr>
<td>1938</td>
<td>125</td>
<td>119</td>
<td>14535</td>
<td>14161</td>
<td>14535</td>
</tr>
<tr>
<td>1940</td>
<td>84</td>
<td>100</td>
<td>8400</td>
<td>10000</td>
<td>8400</td>
</tr>
<tr>
<td>1941</td>
<td>58</td>
<td>84</td>
<td>4928</td>
<td>7056</td>
<td>4928</td>
</tr>
<tr>
<td>1942</td>
<td>79</td>
<td>85</td>
<td>6775</td>
<td>7225</td>
<td>6775</td>
</tr>
<tr>
<td>1943</td>
<td>124</td>
<td>115</td>
<td>14260</td>
<td>13225</td>
<td>14260</td>
</tr>
<tr>
<td>1944</td>
<td>62</td>
<td>70</td>
<td>4340</td>
<td>4900</td>
<td>4340</td>
</tr>
<tr>
<td>1945</td>
<td>87</td>
<td>91</td>
<td>7937</td>
<td>8281</td>
<td>7937</td>
</tr>
<tr>
<td>Mean</td>
<td>1,799</td>
<td>1,501</td>
<td>102,042</td>
<td>197,373</td>
<td>102,042</td>
</tr>
</tbody>
</table>

1 Annual runoff in percent of mean (Rumbling River near Nile, Wash.).
2 Annual precipitation in percent of mean (at Rumbling Lake, Wash.).

**Simple linear regression**

Computation of a regression equation using the model $Y = a + bX$ is demonstrated using the data given in Table 2. That table also shows computations of means, cross products, and squares. The individual cross products and squares need not be recorded; the sum of cross products, or squares, can be cumulated on a desk calculator. Such calculations are ordinarily checked by repeating the operation. The coefficients $a$ and $b$ in the regression equation, and the standard error of estimate are computed as shown below.

\[
b = \frac{\sum XY - \frac{\sum X \sum Y}{N}}{\sum X^2 - \frac{(\sum X)^2}{N}} = \frac{\sum XY - N \bar{X}Y}{\sum X^2 - N \bar{X}^2},
\]

\[
b = \frac{192,042 - (1,801)(1,799)}{18} = 1.325.
\]

Regression coefficient

\[
a = \bar{Y} - b \bar{X} = 99.94 - (1.325)(100.06) = -32.6.
\]

Intercept

Then

\[
Y = a + bX = -32.6 + 1.32X
\]

or

\[
Y = \bar{Y} + b(X - \bar{X}) = 99.94 + (1.325)(X - 100.06),
\]

\[
Y = -32.6 + 1.32X.
\]

Equation of least-squares line

\[
S^2_x = \frac{\sum X^2 - \frac{(\sum X)^2}{N}}{N-1} = \frac{189,291 - (1,801)^2}{18} = 534.76. \quad \text{Variance of } X
\]

\[
S^2_y = \frac{\sum Y^2 - \frac{(\sum Y)^2}{N}}{N-1} = \frac{197,373 - (1,799)^2}{18} = 1,033.71. \quad \text{Variance of } Y
\]

\[
S_{yx} = \frac{N-2}{N-1} [S_y^2 - b^2S_x^2] = \frac{17}{16}[1,033.71 - (1.325)^2(534.76)] = 100.8.
\]

\[
S_y = 10.0. \quad \text{Standard error of estimate of } Y
\]

\[
r = \frac{bS_y}{S_x} = \frac{(1.325)(32.15)}{23.13} = 0.95.
\]

Correlation coefficient

The regression coefficient can be tested for significance as follows (Bennett and Franklin, 1954, p. 228):

\[
S^2_x = \frac{S_{yx}^2}{\sum (x^2) - \frac{(\sum x)^2}{N}} = \frac{100.8}{189,291 - (1,801)^2/18} = 0.011
\]

Testing the hypothesis that $\beta = 0$,

\[
t_n = \frac{b - \beta}{S_y} = \frac{1.325 - 0}{0.105} = 12.6
\]
From a table of \( t \), \( t_{0.01} = 2.92 \); therefore \( b \) is significantly different from zero. The 99-percent confidence limits for \( \beta \) are

\[
1.325 - 2.92(0.105) < \beta < 1.325 + 2.92(0.105)
\]

or

\[
1.02 < \beta < 1.63
\]

The locus of the regression equation and the data used are shown in figure 12.

Another example showing the detailed computation of a regression equation is given by Ezekiel and Fox (1959, p. 57–63).

**Multiple linear regression**

The regression constants in a multiple linear regression model are computed from normal equations. For two independent variables the normal equations are

\[
\sum (x_i^2) b_2 + \sum (x_i z_i) b_3 = \sum (x_i x_2),
\]

\[
\sum (x_i z_i) b_2 + \sum (x_i^2) b_3 = \sum (x_i x_3),
\]

and

\[
a = X_1 - b_2 X_2 - b_3 X_3,
\]

where the symbol \( X_i \) represents the mean of the \( i \)th variable, \( X_1 \) represents a particular value of the \( i \)th variable, and \( z_i \) represents \( (X_i - \bar{X}_i) \), the deviation from the mean of that variable. It is simpler to compute the squares and cross products of the variables in terms of \( X \) and then convert the results in terms of \( x \) than to begin with deviations from the mean. The conversion equations are

\[
\sum (x_i z_i) = \sum (X_i X_2) - N \bar{X}_1 \bar{X}_2,
\]

\[
\sum (x_i^2) = \sum (X_i^2) - N \bar{X}_2^2,
\]

\[
\sum (x_i z_i) = \sum (X_i X_3) - N \bar{X}_1 \bar{X}_3,
\]

\[
\sum (x_i z_i) = \sum (X_i X_3) - N \bar{X}_2 \bar{X}_3,
\]

where the last term in each equation is called the correction item and \( N \) is the number of items in the sample. In this notation \( X_1 \) is the dependent variable.

For three independent variables the normal equations are

\[
\sum (x_i^2) b_3 + \sum (x_i z_i) b_4 + \sum (x_i z_i) b_5 = \sum (x_i z_i),
\]

\[
\sum (x_i z_i) b_4 + \sum (x_i^2) b_5 + \sum (x_i z_i) b_6 = \sum (x_i z_i),
\]

\[
\sum (x_i z_i) b_5 + \sum (x_i z_i) b_4 + \sum (x_i^2) b_6 = \sum (x_i z_i),
\]

and

\[
a = X_1 - b_2 X_2 - b_3 X_3 - b_4 X_4,
\]

where the symbols are the same as before.

The method of computation is best described by use of an example. The model, the data, and the preliminary computations are shown in table 3. Note that the logs of the original values are the variables being related. The need for this transformation was indicated by a preliminary graphical analysis. Only the cumulative sums of cross products and squares are taken from the calculating machine and recorded in table 3; individual values are not needed. Calculations are carried to five figures behind the decimal point when the variables are logarithms because the converted sums may be small relative to the numbers being subtracted from each other. The correction items shown in table 3 are obtained from the last term in the appropriate conversion equation. For \( X_2 X_3 \), the appropriate equation is

\[
\sum (z_i X_2) = \sum (X_2 X_3) - N \bar{X}_2 \bar{X}_3,
\]

and the correction item of table 3 is \( N \bar{X}_2 \bar{X}_3 \).

Subtracting the correction item from \( \Sigma (X_2 X_3) \) gives \( \Sigma (z_i X_3) \), which is the corrected sum in table 3. This and the other corrected sums are
<table>
<thead>
<tr>
<th>Station</th>
<th>Discharge</th>
<th>Log Qa</th>
<th>Log A</th>
<th>Log S</th>
<th>Log Qb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hatchie-Stanton</td>
<td>330</td>
<td>1940</td>
<td>83</td>
<td>240</td>
<td>2.1656</td>
</tr>
<tr>
<td>Hatchie-Bolivar</td>
<td>184</td>
<td>1430</td>
<td>76</td>
<td>88</td>
<td>2.2648</td>
</tr>
<tr>
<td>Wolf-Roseville</td>
<td>150</td>
<td>503</td>
<td>89</td>
<td>100</td>
<td>2.1690</td>
</tr>
<tr>
<td>S. F. Forked Deer-Jackson</td>
<td>90</td>
<td>574</td>
<td>88</td>
<td>64</td>
<td>1.8927</td>
</tr>
<tr>
<td>S. F. Forked Deer-Chestnut</td>
<td>315</td>
<td>1380</td>
<td>80</td>
<td>210</td>
<td>2.6963</td>
</tr>
<tr>
<td>Buffalo</td>
<td>21.5</td>
<td>203</td>
<td>80</td>
<td>13</td>
<td>1.3624</td>
</tr>
<tr>
<td>S. F. Union-Greensfeld</td>
<td>95</td>
<td>431</td>
<td>44</td>
<td>65</td>
<td>1.7772</td>
</tr>
<tr>
<td>N. F. Oleum-Union City</td>
<td>90</td>
<td>460</td>
<td>90</td>
<td>92</td>
<td>1.9856</td>
</tr>
<tr>
<td>Farmdale</td>
<td>45</td>
<td>132</td>
<td>97</td>
<td>31</td>
<td>1.5333</td>
</tr>
<tr>
<td>Buffalo-Flatwoods</td>
<td>128</td>
<td>447</td>
<td>33</td>
<td>87</td>
<td>2.1088</td>
</tr>
<tr>
<td>Buffalo-Lowellville</td>
<td>223</td>
<td>707</td>
<td>80</td>
<td>144</td>
<td>2.3841</td>
</tr>
<tr>
<td>Big Sandy-Brushett</td>
<td>48</td>
<td>206</td>
<td>89</td>
<td>55.5</td>
<td>1.6912</td>
</tr>
<tr>
<td>Calkillner-Sparks</td>
<td>28</td>
<td>178</td>
<td>84</td>
<td>13</td>
<td>1.0794</td>
</tr>
<tr>
<td>Clear Fork</td>
<td>4.6</td>
<td>278</td>
<td>25</td>
<td>-0.4</td>
<td>0.6581</td>
</tr>
<tr>
<td>Clinch-Tahlede</td>
<td>212</td>
<td>1474</td>
<td>70</td>
<td>108</td>
<td>2.2994</td>
</tr>
<tr>
<td>Collins-Williams</td>
<td>63</td>
<td>624</td>
<td>70</td>
<td>60</td>
<td>1.9108</td>
</tr>
<tr>
<td>Cypress-Firestone</td>
<td>61</td>
<td>209</td>
<td>90</td>
<td>47</td>
<td>1.7832</td>
</tr>
<tr>
<td>Dee-Elizabeth</td>
<td>57</td>
<td>137</td>
<td>78</td>
<td>28</td>
<td>1.7587</td>
</tr>
<tr>
<td>Dadie-McCleary</td>
<td>16.9</td>
<td>107</td>
<td>75</td>
<td>9</td>
<td>1.2174</td>
</tr>
<tr>
<td>Elk-Istil Springs</td>
<td>55</td>
<td>282</td>
<td>87</td>
<td>74</td>
<td>1.7405</td>
</tr>
<tr>
<td>Piling Water-Eastview</td>
<td>4.1</td>
<td>73.3</td>
<td>80</td>
<td>1.9</td>
<td>0.1278</td>
</tr>
<tr>
<td>Print-Chase, Ala.</td>
<td>61</td>
<td>342</td>
<td>53</td>
<td>59</td>
<td>1.9138</td>
</tr>
<tr>
<td>French Broad-Newport</td>
<td>850</td>
<td>1558</td>
<td>78</td>
<td>370</td>
<td>2.9282</td>
</tr>
<tr>
<td>L. Pigeon-Derbyville</td>
<td>66</td>
<td>355</td>
<td>78</td>
<td>26</td>
<td>1.8320</td>
</tr>
<tr>
<td>Neihacker-Cherokee</td>
<td>355</td>
<td>865</td>
<td>40</td>
<td>160</td>
<td>2.1655</td>
</tr>
<tr>
<td>Psey-Veron</td>
<td>62</td>
<td>193</td>
<td>85</td>
<td>34</td>
<td>1.7632</td>
</tr>
<tr>
<td>Richland-Fulcher</td>
<td>127</td>
<td>364</td>
<td>47</td>
<td>10</td>
<td>1.3747</td>
</tr>
<tr>
<td>Powell-Arthur</td>
<td>100</td>
<td>684</td>
<td>76</td>
<td>64</td>
<td>2.6374</td>
</tr>
<tr>
<td>Red-Adam</td>
<td>61</td>
<td>678</td>
<td>55</td>
<td>32</td>
<td>1.7832</td>
</tr>
<tr>
<td>Roaring-Hill</td>
<td>6</td>
<td>70.8</td>
<td>80</td>
<td>2.3</td>
<td>0.7781</td>
</tr>
<tr>
<td>Shoal-Iron City</td>
<td>100</td>
<td>348</td>
<td>86</td>
<td>52</td>
<td>2.6000</td>
</tr>
<tr>
<td>Smith-White-Side</td>
<td>48</td>
<td>394</td>
<td>74</td>
<td>24</td>
<td>1.6124</td>
</tr>
<tr>
<td>S. Chickasaua-Chickamooa</td>
<td>105</td>
<td>428</td>
<td>78</td>
<td>73</td>
<td>2.0211</td>
</tr>
<tr>
<td>Sewee-Deasur</td>
<td>19</td>
<td>117</td>
<td>79</td>
<td>10</td>
<td>1.2785</td>
</tr>
<tr>
<td>Stoness-Smyth</td>
<td>15</td>
<td>532</td>
<td>79</td>
<td>4</td>
<td>1.7600</td>
</tr>
<tr>
<td>Tontow-Oak, Ob.</td>
<td>150</td>
<td>177</td>
<td>85</td>
<td>15</td>
<td>1.9552</td>
</tr>
<tr>
<td>Turtletown-Turtletown</td>
<td>18</td>
<td>29.9</td>
<td>85</td>
<td>10</td>
<td>1.2527</td>
</tr>
<tr>
<td>Turtletown-Carruthers</td>
<td>41</td>
<td>118</td>
<td>54</td>
<td>22</td>
<td>1.6172</td>
</tr>
<tr>
<td>Sum</td>
<td>72</td>
<td>2554</td>
<td>72</td>
<td>63122</td>
<td>6.5531</td>
</tr>
<tr>
<td>Mean</td>
<td>1.6861</td>
<td>2.2449</td>
<td>1.8076</td>
<td>1.5386</td>
<td></td>
</tr>
</tbody>
</table>

N = 40.

Some statistical tools in Hydrology.
then substituted in the normal equations. The computation of regression coefficients is shown below with the explanation following.

$$N=40$$

Normal equations (see Ezekiel, 1950, p. 198):

I  \[ \sum (x_2^2) b_2 + \sum (x_2 x_3) b_3 + \sum (x_2 x_4) b_4 = \sum (x_2 x_2) \]
II  \[ \sum (x_2 x_3) b_2 + \sum (x_3^2) b_3 + \sum (x_3 x_4) b_4 = \sum (x_2 x_3) \]
III  \[ \sum (x_2 x_4) b_2 + \sum (x_3 x_4) b_3 + \sum (x_4^2) b_4 = \sum (x_2 x_4) \]
I  \[ 10.20183 b_2 + 6.38133 b_3 + 0.62554 b_4 = 11.74691 \]
I'  \[ -b_2 - 0.625508 b_3 - 0.061316 b_4 = -1.15145 \]
II  \[ 6.38133 b_2 + 6.90632 b_3 - 0.069528 b_4 = 6.57458 \]
II'  \[ -0.625508 b_2 - 0.39128 b_3 - 0.038366 b_4 = -0.72027 \]
III  \[ 2.91475 b_3 - 0.460806 b_4 = -0.77321 \]
III'  \[ -b_3 + 0.158092 b_4 = 0.26527 \]
I  \[ 0.62554 b_2 - 0.069528 b_3 + 0.33512 b_4 = 1.16244 \]
I'  \[ -b_2 + 0.02463 - 0.08761 = -1.15145 \]
II  \[ 0.223913 b_4 = 0.31993 \]
II'  \[ -b_3 + (0.158092)(1.42883) = 0.26527 \]
III  \[ 0.62454 (1.08847) - (0.06952) - (0.03938) + (0.33512)(1.42883) = 1.16244 \]

The regression constant is obtained from

\[ a = \bar{X}_1 - b_2 \bar{X}_2 - b_3 \bar{X}_3 - b_4 \bar{X}_4 \]
\[ a = 1.53888 - (1.08847)(1.80814) \]
\[ -(-0.03938)(2.54489) - (1.42883)(1.89078) \]
\[ a = -3.03061 \]

Substituting the computed constants in the regression model gives

\[ \log Q_20 = -3.03 + 1.09 \log Q_2 - 0.04 \log A + 1.43 \log S. \]

By taking antilogs this becomes

\[ Q_{20} = 0.00093 Q_2^{1.09} A^{-0.04} S^{1.43}. \]

The standard error of estimate, S, is computed as follows

\[ S^2 = \frac{\sum (x_1^2) - b_2 \sum (x_1 x_2) - b_3 \sum (x_1 x_3) - b_4 \sum (x_1 x_4)}{N-M}, \]

where \( N \) is the number of items in the sample and \( M \) is the number of lost degrees of freedom (one degree of freedom is lost for each constant
in a regression equation). Substituting,
\[
14.31084 - (1.08847)(11.74691) - \\
\frac{(-0.03938)(6.57458) - (1.42883)(1.16244)}{40-4}
\]
\[S^2 = 0.00341,\]
\[S = 0.0584\]
= standard error in log units.

The standard error of a regression having a logarithmic dependent variable is a constant percentage of the curve value throughout the range of \(Y\) rather than a constant magnitude in terms of the untransformed variable, as in the example of table 2.

To compute the standard error in percent look up the antilogs of \(1+S\) and \(1-S\). These antilogs are ratios to 10, from which the percentage deviation is obvious. Consider the standard error of 0.0584 log unit, computed above:
\[1+S = 1.0584\quad\text{Antilog 11.4,}\]
and
\[1-S = 0.9416\quad\text{Antilog 8.75.}\]

The percentage errors are
\[\frac{100(11.4 - 10)}{10} = 14\%\]
and
\[\frac{100(10 - 8.75)}{10} = -12.5\%\]

The computation can be made very rapidly on a log-log slide rule.

A correlation coefficient is not computed for this problem because (1) the purpose of the problem is to get an estimating equation and (2) the data used cannot be considered as drawn from a multivariate normal distribution; therefore correlation is not appropriate and a computed correlation coefficient would have little meaning.

The standard error of estimate of this regression is a measure of its reliability and can be used to estimate the reliability of predictions made from the regression equation as described in the section on "Correlation and Regression." But the question may arise as to whether we might get as good a result using fewer variables, or whether each of the independent variables is related to the dependent variable. We could answer the first question by recomputing regression equations and standard errors using fewer variables, but to answer the second we need a test of significance of each regression coefficient. To make this significance test the regression needs to be computed somewhat differently, as described in the next section.

**Regression computation using "c" multipliers**

In this method the normal equations are expressed in terms of "c" multipliers rather than regression coefficients. The method affords two advantages, (1) significance tests of the regression coefficients are simply made, and (2) the regression equations for different dependent variables can be obtained from the same "c" multipliers. The method has been described by Ezekiel and Fox (1959, p. 499-503), Fisher (1950, p. 156-166), and Bennett and Franklin (1954, p. 248-255). The normal equations are
\[
c_{22}\sum(x^2) + c_{23}\sum(x_2x_3) + c_{24}\sum(x_2x_4) = 1,\]
\[
c_{23}\sum(x_2x_3) + c_{24}\sum(x_2x_4) + c_{34}\sum(x_3x_4) = 0,\]
and
\[
c_{22}\sum(x_2x_4) + c_{23}\sum(x_2x_3) + c_{44}\sum(x_4x_4) = 0.\]

From the above equations \(c_{22}, c_{32},\) and \(c_{44}\) may be obtained. The additional elements needed, \(c_{23}, c_{24}, c_{43}, c_{44}\), are obtained by solving similar equations with the right-hand sides replaced by 0, 1, 0 and 0, 0, 1, respectively.

The regression coefficients may then be evaluated by the equations
\[
b_2 = c_{22}\sum(x_2x_2) + c_{23}\sum(x_2x_3) + c_{24}\sum(x_2x_4),\]
\[
b_3 = c_{32}\sum(x_2x_3) + c_{33}\sum(x_3x_3) + c_{34}\sum(x_3x_4),\]
and
\[
b_4 = c_{42}\sum(x_2x_4) + c_{43}\sum(x_2x_3) + c_{44}\sum(x_4x_4),\]
where \(X_1\) is the dependent variable.

To test the regression coefficients for significance, first compute the variance, \(S^2\), of the observations \(X_1\) about the regression surface. This variance is the square of the standard error of estimate and is obtained by the same formula used in the previous computation, that is,
\[
S^2 = \frac{\left[\sum(x^2) - b_2\sum(x_2x_2) - b_3\sum(x_2x_3) - b_4\sum(x_2x_4)\right]}{N-M}.
\]
Then
\[ \text{variance of } b_3 = S^2(c_a), \]
\[ \text{variance of } b_4 = S^2(c_a), \]
and
\[ \text{variance of } b_4 = S^2(c_a), \]
and the standard errors are the square roots of the variances.

The confidence interval for \( b_2 \), a population regression coefficient, at a probability level \( \alpha \), may be expressed as
\[ b_2 - \frac{t_{n-4}S\sqrt{\varepsilon_2}}{N-4} < b_2 < b_2 + \frac{t_{n-4}S\sqrt{\varepsilon_2}}{N-4}, \]
where \( t_{n-4} \) is from the \( t \) distribution with \( N-4 \) degrees of freedom at the selected \( \alpha \) level.

The regression coefficient, \( b_2 \), is significantly different from zero if the confidence limits do not include zero.

The regression computation using "c" multipliers and the data of table 3 are given below. Solutions of the normal equations follow the same pattern as previously described. Solving for \( c_{29}, c_{32}, \) and \( c_{24} \):

\[
\begin{align*}
\sum_2 & (x_2^2)c_{29} + \sum_2 (x_2x_3)c_{29} + \sum_2 (x_2x_4)c_{29} = 1 \\
\sum_2 & (x_2x_3)c_{29} + \sum_2 (x_3^2)c_{29} + \sum_2 (x_2x_4)c_{29} = 0 \\
\sum_2 & (x_2x_4)c_{29} + \sum_2 (x_3x_4)c_{29} + \sum_2 (x_4^2)c_{29} = 0 \\
I & -6.38133c_{29} + 6.70632c_{29} - 0.06952c_{29} = 0 \\
(\sum_2 & \sum_2 (x_2x_3)c_{29} - 3.99157c_{29} - 0.39138c_{29} = -0.625508 \\
I' & -c_{29} + 0.158092c_{29} = 0.214601 \\
(\sum_2 & 0.22391c_{29} = -0.160204 \\
III & 0.62554c_{29} - 0.06952c_{29} = 0 \\
& 0.62554c_{29} - 0.06952c_{29} = 0 \\
(\sum_2 & 2.91475c_{29} - 0.46080c_{29} = -0.625508 \\
II' & -c_{29} + 0.158092c_{29} = 0.214601 \\
(\sum_2 & 0.22391c_{29} = -0.160204 \\
III & c_{29} = 0.34688
\end{align*}
\]

Solving for \( c_{22}, c_{33}, \) and \( c_{24} \):

\[
\begin{align*}
\sum_2 & (x_2^2)c_{22} + \sum_2 (x_2x_3)c_{22} + \sum_2 (x_2x_4)c_{22} = 1 \\
\sum_2 & (x_2x_3)c_{22} + \sum_2 (x_3^2)c_{22} + \sum_2 (x_2x_4)c_{22} = 0 \\
\sum_2 & (x_2x_4)c_{22} + \sum_2 (x_3x_4)c_{22} + \sum_2 (x_4^2)c_{22} = 0 \\
I & -6.38133c_{22} + 6.70632c_{22} - 0.06952c_{22} = 0 \\
(\sum_2 & \sum_2 (x_2x_3)c_{22} - 3.99157c_{22} - 0.39138c_{22} = -0.625508 \\
I' & -c_{22} + 0.158092c_{22} = 0.214601 \\
(\sum_2 & 0.22391c_{22} = -0.160204 \\
III & 0.62554c_{22} - 0.06952c_{22} = 0 \\
& 0.62554c_{22} - 0.06952c_{22} = 0 \\
(\sum_2 & 2.91475c_{22} - 0.46080c_{22} = -0.625508 \\
II' & -c_{22} + 0.158092c_{22} = 0.214601 \\
(\sum_2 & 0.22391c_{22} = -0.160204 \\
III & c_{22} = 0.34688
\end{align*}
\]
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\[ I' - c_{32} - (0.625508)(0.45470) - (0.061316)(0.70605) = 0 \]
\[ - c_{32} - 0.28442 - 0.04329 = 0 \]
\[ c_{32} = -0.32771 \]

\[ III(0.62554)(-0.32771) - (0.06952)(0.45470) + (0.33512)(0.70605) = 0 \]
\[ 0 = 0 \]
Check (to five places)

Solving for \( c_{42}, c_{43}, \) and \( c_{44}: \)

\begin{align*}
I & \quad \sum(x_i^2)c_{42} + \sum(x_i x_j)c_{43} + \sum(x_i x_k)c_{44} = 0 \\
II & \quad \sum(x_i x_j)c_{42} + \sum(x_i x_k)c_{43} + \sum(x_i x_k)c_{44} = 0 \\
III & \quad \sum(x_i x_j) = 1 \\
I' & \quad 10.20183c_{42} + 6.38133c_{43} + 0.62554c_{44} = 0 \\
II' & \quad -c_{42} - 0.625508c_{43} - 0.061316c_{44} = 0 \\
III & \quad \frac{-0.62554c_{42} - 0.06952c_{43} + 0.33512c_{44}}{0.22391c_{44}} = 1 \\
& \quad c_{44} = 4.46608 \\
II' & \quad -c_{42} + 0.158092c_{44} = 0 \quad c_{42} = 0.70605 \\
I' & \quad -c_{42} - (0.625508)(0.70605) - (0.061316)(4.46608) = 0 \\
& \quad -c_{42} - 0.44164 - 0.27384 = 0 \\
III & \quad (0.62554)(-0.71548) - (0.06952)(0.70605) + (0.33512)(4.46608) = 1 \\
& \quad 1.00003 = 1 \quad \text{Check}
\end{align*}

Computing \( b \) coefficients and checking against those previously computed:

\[ b_2 = c_{22}\sum(x_i x_2) + c_{32}\sum(x_i x_3) + c_{42}\sum(x_i x_4), \]
\[ = (0.34688)(11.74691) + (-0.32771)(6.57458) + (-0.71548)(1.16244), \]
\[ b_2 = 1.08851 \quad (1.08847 \text{ from previous computation; check}). \]

\[ b_3 = c_{32}\sum(x_i x_3) + c_{33}\sum(x_i x_3) + c_{43}\sum(x_i x_4), \]
\[ = (-0.32771)(11.74691) + (0.45470)(6.57458) + (0.70605)(1.16244), \]
\[ b_3 = -0.03938 \quad (-0.03938 \text{ from previous computation; check}). \]

\[ b_4 = c_{42}\sum(x_i x_4) + c_{43}\sum(x_i x_3) + c_{44}\sum(x_i x_4), \]
\[ = (-0.71548)(11.74691) + (0.70605)(6.57458) + (4.46608)(1.16244), \]
\[ b_4 = 1.42885 \quad (1.42883 \text{ from previous computation; check}). \]

The coefficient \( a \) would be computed as described previously.

Computation of standard errors of \( b \) coefficients (Bennett and Franklin, 1954, p. 249):

\[ \sigma_{2} = 0.0584 \text{ from previous computation.} \]

\[ S_{2} = S_{1,234}c_{22} = 0.0584\sqrt{0.34688} = 0.0584(0.589), \]
\[ = 0.0344 \quad \text{Standard error of } b_2. \]

\[ S_{3} = S_{1,234}c_{32} = 0.0584\sqrt{0.45470} = 0.0584(0.6743), \]
\[ = 0.0394 \quad \text{Standard error of } b_3. \]

\[ S_{4} = S_{1,234}c_{42} = 0.0584\sqrt{4.466} = 0.0584(2.113), \]
\[ = 0.1234 \quad \text{Standard error of } b_4. \]

Computation of confidence intervals of \( b \) coefficients (Bennett and Franklin, 1954, p. 250):

\[ t_{0.05, 0.05} = 2.03 \quad (Dixon and Massey, 1957, table A-5, p. 384) \]
The table presented by Dixon and Massey (1957, table A-5, p. 384) gives values for one-half of the distribution. For 95-percent limits there would be 0.025 in each tail, and the value is taken in the column headed \( t_{0.975} \). Notice that for infinite degrees of freedom the \( t \) and normal distributions are the same. In the normal distribution, 1.96\( \sigma \) on each side of the mean includes 95 percent of the items. In table A-5, 1.96 is listed under \( t_{0.975} \).

The confidence limits are:

\[
\begin{align*}
b_2 - (t_{0.05, 29})(S_{b2}) & < \beta_2 < b_2 + (t_{0.05, 29})(S_{b2}) \\
1.08851 - (2.03)(0.0344) & < \beta_2 < 1.08851 + (2.03)(0.0344) \\
1.0187 & < \beta_2 < 1.1583 \\
-0.03938 - (2.03)(0.0394) & < \beta_3 < -0.03938 + (2.03)(0.0394) \\
-0.1194 & < \beta_4 < 0.0406 \\
1.42885 - (2.03)(0.1234) & < \beta_4 < 1.42885 + (2.03)(0.1234) \\
1.1783 & < \beta_4 < 1.6793
\end{align*}
\]

\( \beta \) is considered the true slope. Therefore the confidence limits give the range within which \( \beta \) lies with 95-percent probability. In this example the limits of \( \beta_4 \) include zero. This indicates that \( \beta_4 \) is not significantly different from zero at 95-percent level and that the parameter \( A \) should be eliminated from the regression.

**Regressions having various numbers of independent variables**

Examples have been given of computations for regressions having one and three independent variables, and the normal equations for a regression of two independent variables have also been given. The method of solution involving two variables is similar to that for three independent variables, but is much shorter.

Normal equations for regressions of four or more independent variables have been given by Ezekiel and Fox (1959, p. 181–183). Because computation of such regressions on a desk calculator is very time consuming, digital computers are being used.

**Use of digital computers**

Programs for regression computations are available for most computers, and regressions of more than two independent variables should ordinarily be made by digital computer rather than on a desk calculator. Simple regressions and regressions of two independent variables may be made quite rapidly on a desk calculator; use of a desk calculator for computations of these sizes may be advantageous.

Regression programs for digital computers vary but usually require listing of the data in floating decimal notation. These values are then punched on cards which are entered in the computer. Results are printed by the computer. A wide variety of options as to output is available. Detailed instructions for preparation of data and instructions to the computer should be obtained for the particular computer and program to be used.

Although no knowledge of regression analysis is necessary for preparing data for a computer program, some experience is needed to appraise the results. Opportunities for errors to be introduced into the process exist in the listing of the data and in its transferral to cards.

Questionable results may also be obtained if too few significant figures are carried through the computations. Only a person who has made regression computations the hard way can adequately judge whether the results of a regression analysis by digital computer (or any other method) are correct. The availability of digital computers has permitted ready computation of regressions using many variables, which has sometimes led to substitution of the computer for the analyst's brain. The problem should be solved by the analyst; the computer does the arithmetic.

**Application of the regression method**

An analytical problem to be solved by regression involves (1) selection of factors which
are expected to influence the dependent variable, (2) describing these factors quantitatively, (3) selecting the regression model, (4) computing the regression equation, the standard error of estimate, and the significance of the regression coefficients, and (5) evaluating the results.

Selection of the appropriate factors should not be a statistical problem, but statistical concepts must enter into the process. If the analyst merely wants to know the relation of annual precipitation to annual runoff, he can proceed directly to selection of a model. But if his problem is to make the best possible estimate of runoff, he will include other factors, some of which may be related to each other as well as to runoff. The problem of determining if certain factors are related to the dependent variable requires careful selection of indices describing these factors quantitatively. These indices should accurately reflect the effects, and no two should describe the same thing. It is a characteristic of regression that if a factor is related to a dependent variable and this factor is entered in the regression model twice (as two different variables), the effect on the dependent variable will be divided equally between the two. Thus, if the total effect is small, the result of dividing it in two parts may be to produce nonsignificance in each of the parts. Likewise, several closely related variables may compute as nonsignificant, whereas one properly selected index would show a real effect. Thus, the independent variables should be selected with considerable care; the shotgun approach should not be used.

Another consideration in selection of variables is to avoid having a variable, or a part thereof, on both sides of the equation. Such a condition may be acceptable for certain problems, but the results must be evaluated carefully. A spurious relation may result, or the relation may be correct but its reliability difficult to assess. Benson (1965) described ways in which spurious relations may be built into a regression.

The user of the regression method should understand the effect of related independent variables on the computed regression coefficients. If the independent variables are entirely unrelated, the simple regression coefficients and the corresponding partial regression coefficients would be the same. However, such conditions rarely occur in nature. The multiple regression method provides a way of separating the total effect of the independent variables into the effect of each independent variable and an unexplained effect. Consider the simple regression

\[ Y = a + b_1 X_1 + \text{error}, \]  

where \( Y \) also is affected by another variable, \( X_2 \), which is related to \( X_1 \). The regression using \( X_1 \) and \( X_2 \) will be

\[ Y = a' + b_1 X_1 + b_2 X_2 + \text{error}, \]  

where \( b_1 \neq b_2 \). If \( X_1 \) and \( X_2 \) are the only variables affecting \( Y \) (and the effects are linear), then equation 2 completely describes \( Y \), and \( b_1 \) and \( b_2 \) are the true values of the regression coefficients (except for sampling errors). If \( X_1 \) and \( X_2 \) are positively correlated with each other and with \( Y \), consider the effect on the magnitude of \( b_1 \). For each value of \( X_1 \) in equation 1, \( Y \) will appear to be more closely related than it actually is because \( X_2 \) increases with \( X_1 \) and its influence on \( Y \) is real though unmeasured. Therefore the regression coefficient \( b_1 \) is larger than its true value \( b_1 \).

Similar changes in \( b_1 \) and \( b_2 \) would occur if another factor, related to \( X_1 \) and \( X_2 \) and \( Y \), were included in the regression. These changes in the magnitudes of the regression coefficients due to addition or deletion of a variable are characteristic of regression. They are sometimes interpreted as indicating that partial regression coefficients have no physical meaning. Such interpretations are not necessarily correct. If the variables used in the regression are selected on physical principles and the effects of each of the variables is appreciable, then the partial regression coefficients should be in accord with physical principles. In fact, it is good practice to compare the sign and the general magnitude of each partial regression coefficient with that expected. Benson (1962, p. 52–55) made a thorough comparison of this kind.

The regression coefficients of certain variables may change sign when another related variable is added to or deleted from the regression. This effect may result because (1) the variable is not a good index of the physical feature represented, (2) the effect of the var-
variable is small relative to the sampling error, (3) the variable is so highly correlated with one or more other variables in the regression that the real effect is divided among them and no one variable shows a significant effect, and (4) the range of the variable sampled may be too small to define a significant effect.

A regression equation does not imply a cause-and-effect relation between the independent variables and the dependent variable. Both may be influenced by some other factor not readily measured. However, there should be some physical tie between the variables if the results can be considered meaningful.

Selection of a regression model usually begins with a graphical analysis. A model which plots as a straight line is commonly used unless there is strong evidence to the contrary.

If the sample data exist near an asymptote or near a maximum or minimum point on the curve, a simple model may be inadequate to describe the relation and a more sophisticated one may not be justified unless many data are available. An example showing the characteristics of three common models when applied to data defined near zero is given in figure 13. Physical considerations suggest that neither \( b \) nor \( Q_7 \) should be less than zero and that the line should be curved. The zero limitation can be obtained by using the variables \( \log b \) and \( \log Q_7 \) and thus making the curve asymptotic to zero on both axes. The addition of a term \( (\log Q_7)^2 \) will provide the necessary curvature. The regression equation using these three variables is the top one on figure 13. It is not a good fit to the data.

Next, assume that it is not necessary that the curve be asymptotic to \( Q_7 = 0 \). Then a semi-log model using the variables \( \log b \), \( Q_7 \), and \( Q_7^2 \) would be appropriate. But the equation based on this model reaches a maximum too soon and is a very poor fit. As a last resort assume a simple model with the variables \( b \), \( Q_7 \), and \( Q_7^2 \). This equation is a good fit to the data, largely because of the locations of the data. An additional point of \( b = 0 \) at \( Q_7 = 10 \) or more would have brought the curve below \( b = 0 \) at \( Q_7 = 7 \). The curve shown on figure 13 reaches a minimum at \( Q_7 = 7 \) and increases beyond.

The mechanics of computing the regression equation, the standard error, and the tests of significance have been described. One important task remains, that is evaluating the results. First, the analyst should recognize that the regression equation developed, even though it is a good fit to the data, is not necessarily correct if extrapolated. For example, the curve corresponding to the bottom equation of figure 13 is a good fit to the seven points but increases directly with \( Q_7 \) for values of \( Q_7 \) greater than 7. On the other hand, the dashed curve of figure 13 fits the lower five points but becomes asymptotic to zero as \( Q_7 \) increases. Available information does not indicate which extrapolation is more nearly correct.

The signs of all significant regression coefficients should be in accord with physical principles. The regression is not necessarily incorrect if they are not; the nonconformity may be due to interrelations among the independent variables. Such a regression is useful for estimating values of the dependent variables from known values of the independent variables, and the reliability of the results, if within the defined range of the regression, can be computed.

The more difficult problem of determining whether a particular variable is related to the dependent variable may not have a definite answer. Even though a regression coefficient is statistically significant, there is a small probability that this result occurred by chance. Other samples could produce conflicting results. On the other hand, if many regressions produce nonsignificant coefficients of a particular vari-
able, all coefficients having the same sign, then we would conclude that the effect of that variable was real but, of course, small.

A distinction should be made between statistical significance and practical significance. The regression coefficient of a variable may test highly significant, and yet the effect of that variable on the dependent variable may be negligible.

Uses and interpretations of regression analyses in hydrology have been discussed by Riggs (1960) and Amoroch and Hart (1964).

Graphical regression

The assumptions required of graphical regression are the same as those required for analytical regression. The results of a graphical regression can be expressed mathematically if no restrictions are added to the graphical analysis, and the standard error can be estimated.

Graphical regression is less restrictive than analytical regression in that the model need not be completely specified in advance. In fact, if an analytical model cannot be selected on a physical basis, it is conventional to prepare a preliminary graphical regression which will indicate an appropriate model. For example, consider the four data plots of figure 14. The first (upper left of fig. 14) indicates use of the model

\[ Y = a + bX. \]

The second (upper right) requires

\[ Y = a + bX + b_1X^2, \]

where the direction of curvature determines the sign of \( b_1 \). The third plot (lower left) indicates the need for a transformation unless the divergence can be explained by an additional variable. The fourth plot (lower right) shows no relation between \( Y \) and \( X \), and, if only a two-variable relation is being considered, no further analysis would be made. A relation, however, between \( Y \) and \( X \) in the fourth plot may be obscured by the effect of another variable \( Z \) which has not been included. This aspect is discussed on page 23.

The preparation of simple linear relations between two variables is well known. The regression line is not necessarily the same line as one would draw through the plotted points. There are two regression lines, one for \( Y = f(X) \), and another for \( X = f(Y) \) (fig. 15). The structural line, which balances the plotted points in both directions, has a slope approximately midway between the two regression lines. The differences in slope among the three lines depend on the degree of correlation of the variables. For perfect correlation all three lines have the same slope. Regardless of the correlation, both regression lines pass through the mean; the structural line may or may not pass through the mean.

To approximate the regression \( Y = f(X) \), (1) group the points by small increments of \( X \),

\[ Y = a + 0.59X \]

\[ Y = a + 0.53X \]

Figure 14.—Four possible outcomes of plotting \( Y \) against \( X \).

Figure 15.—Plot showing the two regression lines and the structural line.
(2) estimate the mean of each group in the Y direction, and (3) draw a line which averages these means. The procedure can be understood by referring to figure 15 and remembering that the distribution of points about the regression line in the Y direction is assumed to be the same throughout the range. Obviously that assumption cannot be true for a small number of points, but it is the condition which we try to approximate. The regression line of $Y=f(X)$ will have a flatter slope than that of a line drawn to balance the points in both Y and X directions.

The standard error of estimate of a graphical regression can be estimated readily. Remembering (1) that the standard error of estimate is the standard deviation of plotted points about the regression line, (2) that two-thirds of the points should be within one standard deviation on each side of the mean of a normal distribution, and (3) that a regression line theoretically passes through the mean value of Y corresponding to any value of X, then two lines, parallel to the regression line and one standard deviation above and below (in the Y direction), should encompass two-thirds of the plotted points. In practice it is simpler to draw the lines so as to exclude one-sixth of the points above and below, and then use the average of these two deviations from the mean as the estimated standard error of estimate. The procedure is illustrated in figure 16 for a log relation. The standard error can be described in log units but more commonly expressed in percent. This value is readily obtained by using dividers to lay off one standard error above and below a cycle separation if the relation is plotted on log paper. The percentages are measured from one, as shown in figure 16.

For regressions on arithmetic plots, the standard error will be in the same units as Y and can be read from the plot.

The reliability of the graphically determined standard error is influenced by two factors having opposite effects. If the graphical-regression line has a steeper slope than the least-squares regression line, the graphical standard error will be larger than the computed standard error. If we now assume that the graphical line of relation is the same as the least-squares line, the graphically computed standard error will underestimate the computed standard error when a few plotted points are far from the line but the majority are close. In any case the graphically determined standard error is only an approximation but is adequate for many problems.

The correlation coefficient may also be estimated from a graphical regression by the relation

$$r = \sqrt{1 - \frac{S_e^2}{S_y^2}}$$

where $S_e$ is the graphically determined standard error and $S_y$ is the standard deviation of the Y variables about their mean determined in the same manner as the standard error. Obviously, the correlation coefficient should be estimated only for relations between variables which can reasonably be assumed to be drawn from a bivariate normal distribution.

**Graphical multiple regression**

There are two general methods of graphical multiple regression. The method of deviations is based on the model
or a similar one allowing for curvilinearity. This method is probably the simplest and most useful one available.

The coaxial method of graphical multiple regression, used for runoff-precipitation relations, is a more flexible method than the method of deviations in that it allows both for interactions and curvilinearity. However, these advantages are obtained at the expense of much additional work and at the loss of a simple method of evaluating the reliability of the result. Linsley and others (1949, p. 650-655) described the procedure in detail. Unless stated otherwise, the descriptions of graphical multiple regression in this section refer to the method of deviations.

The purpose of multiple regression is to determine how a dependent variable changes with changes in two or more independent variables. This problem cannot be solved by considering one independent variable at a time because the independent variables are usually correlated to some extent with each other. This statement can be verified by analyzing the following synthetic data:

<table>
<thead>
<tr>
<th>No.</th>
<th>Y</th>
<th>X₁</th>
<th>X₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>100</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>150</td>
<td>160</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>30</td>
<td>110</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>50</td>
<td>700</td>
</tr>
</tbody>
</table>

Assume that the logarithms of the variables are linearly related. This relation calls for plotting on log paper. First make a graphic comparison between \( Y \) and \( X₁ \) by plotting the appropriate data (see plot 1, fig. 17). (In statistical work the dependent variable is usually plotted on the ordinate scale.) Also plot \( Y \) against \( X₂ \) (plot 2, fig. 17). These plots indicate that \( Y \) cannot be estimated reliably from either parameter.

![Figure 17.—Example of graphical multiple regression.](image-url)
Now determine the relation between \( Y \) and both of the other variables. The procedure is as follows:

1. On figure 17, plot 1, write beside each point the corresponding value of \( X_2 \). It will be seen that the high values of \( X_2 \) tend to be on one side of the group and the low values on the other. This condition is an indication that \( X_2 \) values are related to \( Y \). Draw a straight line through the points in such a way that it represents roughly some constant value of \( X_2 \). The line probably will not balance the plotted points.

2. Plot deviations (also called residuals) of \( Y \) from the straight line of plot 1 against \( X_2 \) as the abscissa on plot 3 (fig. 17). The deviations may be scaled from plot 1 or transferred by dividers. Because they are ratios, they should be measured above or below 1.00 on plot 3.

3. Draw a straight line averaging the points on plot 3.

4. Measure the deviations of the points from the curve of plot 3 and replot them on plot 1. These deviations are measured from the straight line in plot 1 and define the relation between \( Y \) and \( X_1 \) with the effect of \( X_2 \) removed. Sometimes these replotted points are not randomly distributed about the line, in which case the line should be redrawn and the whole process repeated. When a satisfactory balance is attained the regression is complete. The scatter of the adjusted points about the line of plot 1, is a measure of the error. The standard error of a graphical multiple regression may be approximated by using the adjusted points, as described in the section on “Graphical Regression.” The line on plot 1 is the relation between \( Y \) and \( X_1 \) for the \( X_2 \) value at which the line of plot 3 crosses the 1.0 line (\( X_2 = 66 \)). The relation of \( Y \) to \( X_1 \) for any other value of \( X_2 \) will be a line parallel to the line of plot 1, at a position defined by the curve of plot 3 for the desired value of \( X_2 \).

The example used gave much better results than ordinarily would be expected in hydrologic analyses. The data were manufactured (1) to illustrate the procedure and (2) to point out that a good relation may not be recognized if only two variables at a time are studied.

Graphical regressions involving more than two independent variables can be made. The residuals from each line are plotted against the next variable until all variables are used. Then the residuals from the last line are replotted from the first as described in step 4. In practical work it is usually difficult to define the effects of more than three independent variables, particularly when the influences of one or two of the variables are small.

Linear regression should be used whenever the plotted points do not definitely define a curve and when no physical reason is known for expecting the relation to be curved. If a curve or curves are indicated by both of the above criteria, then curves should be used. Complicated curves require four or more points for definition. They should be avoided when only a relatively few points are available to define the relation.

Graphical multiple regressions need not be made on logarithmic paper. Arithmetic plots can be handled as readily. Figure 18 relates summer runoff to spring water content of the snowpack and to summer precipitation. The graphical procedure is the same as in the first example, except that deviations are measured in the same units as the dependent variable and the deviation scale must have its center at zero with positive values above and negative values below. Obviously the mathematical model describing this relation would be different from one for a graphical relation developed on log paper.

The plotting paper selected for a particular problem should be that on which the distribution of the dependent variable for a fixed value of the independent variable is approximately the same for all values of the independent variable. This criterion is more important than that of attaining linearity.

### Graphical multiple regression when the independent variables are highly correlated between themselves

Figure 19 demonstrates a technique that is sometimes useful in graphical regression. Data
are given in table 4. Curve 1 (fig. 19) is the relation between 100-year flood ($Q_{100}$) and mean annual flood ($Q_{2,33}$) for 17 stations. The numerator of the fraction flagged to each plotted point is the mean annual discharge ($Q_{av}$) of the stream. Because this discharge...
Choice of graphical or analytical method for multiple regression

A standard graphical method is particularly useful for exploratory work and for making preliminary estimates. The graphical method has the following advantages:

1. It is rapid.
2. It helps define the appropriate model.
3. It points out the need for transformations, if any.
4. It brings attention to extremely wild points if they exist in the data. (See the wild point in fig. 18.)

Disadvantages of a graphical method are:

1. Small effects of independent variables cannot be identified.
2. The number of independent variables is limited to about three because of the cumulative effect of inaccuracies in plotting and in locating the lines.
3. Tests of significance of the effects of individual variables are not available.
4. The resulting relation involving three or more variables is confusing to the user unless expressed mathematically or re-plotted in another form.

An analytical method has the following advantages:

1. For the model used, it gives the best estimate...
of the equation constants, and of the standard error.
2. It allows testing of the coefficients for significant difference from zero.
3. Results can be presented in a clear, concise manner which most hydrologists can understand.
4. Results are unique for the model and sample used; different investigators would get the same results.

Disadvantages of an analytical method are:
1. Computation is time consuming, especially for several variables and complicated models, use of computers reduces the actual computation time but requires considerable time to prepare the data.
2. The existence of wild points is masked as would be the existence of a group of points much different from the majority (unless departures of all points from the estimates are computed).
3. The model selected may not be the appropriate one.

In general a graphical method should be used for exploratory work and the final conclusions should be based on a computed relation.

Determining Equations of Graphical Relations

Graphical analyses are often adequate for certain problems. The results may be reported by furnishing copies of the graphs, but interpretation of graphs in more than two variables is difficult for someone not familiar with the procedure. For instance, consider the three-variable relation of figure 18. What is the expected runoff corresponding to a water content of snow of 20 inches and a precipitation at Three Creek of 10 inches? It is 40,000 acre-feet from the left curve plus 14,000 from the right curve, a total of 54,000 acre-feet. A better method of presentation would be as a family of curves. Another way would be to write the equation of the graphical relation. The equation for the relation of figure 18 is

\[ R = -22 + 1.6S + 4.4P \quad 12 < S < 28 \]
\[ 4 < P < 11. \]

The limits of definition to the right of the equation tell the reader that he applies the equation to values of \( S \) and \( P \) outside those limits at his own risk.

Another advantage of defining the equations of graphical relations appears when it is desired to compare relations of the same type but developed from different data. For example, Riggs (1965) related base flow discharges of nine small streams to drainage area and percentage of basin cleared. He made eight different relations, each based on measurements of the same streams but at different times. Interest was in the variability of the effect of the percentage of basin cleared; this variability was apparent when the equations of the relations were defined and the regression coefficients of the percentage of basin cleared were compared.

Still another use for the equation of a graphical relation is to reduce a relation to its simplest terms. This reduction is a desirable procedure if the graphical analysis uses compound variables. The graphical regression of figure 20 is the result of an exploratory study of data for a basin in Western United States and indicates that \( MAF \) may be estimated quite reliably from drainage area and mean flow in cubic feet per second per square mile. Because drainage area is used twice, the actual effect of drainage area should be assessed. We begin by writing the equation of the relation (by a method described subsequently), which is

\[ \log MAF = 1.00 + \log A + 1.02 \log \bar{Q}, \]

where \( A \) is drainage area in square miles and \( \bar{Q} \) is mean flow in cubic feet per second per square mile. Let \( \bar{q} \) be mean flow in cubic feet per second. Then

\[ \bar{Q} = \frac{\bar{q}}{A}. \]

Substituting this for \( \bar{Q} \) in the first equation gives

\[ \log MAF = 1.00 + \log A + 1.02 \log \frac{\bar{q}}{A} \]
\[ = 1.00 + \log A + 1.02 \log \bar{q} - 1.02 \log A. \]

Thus the net regression coefficient of \( \log A \) is \(-0.02\) which is negligible and, if eliminated from the relation, leaves

\[ \log MAF = 1.00 + 1.02 \log \bar{q}, \]

or

\[ MAF = 10^{-0.02} \bar{q}. \]
General methods

All linear equations in two variables are of the form

\[ Y = a + bX, \]

and this general form is the equation of a straight line on rectangular graph paper. The linear form on log paper is

\[ \log Y = \log a + b \log X, \]

which, when expressed in the original variables, is the power equation

\[ Y = aX^b. \]

A straight line on semilog paper has the linear form

\[ \log Y = \log a + b \log X, \]

which reduces to the exponential equation,

\[ Y = a(10)^{bX}. \]

If \( b = \log k \) in the above equation, then

\[ Y = ak^{X}. \]

Occasionally, points plotted on log paper define a gentle curve rather than a straight line. The locus of the points can sometimes be made linear by adding or subtracting a constant from one of the variables. The relation would be of the form

\[ \log Y = \log a + b \log (X+c), \]

or

\[ Y = a(X+c)^b. \]

To determine the equation of any linear two-variable relation, compute the slope of the line, \( b \), as vertical distance divided by horizontal distance. These distances are always measured in arithmetic units even though the plot is on log paper (the \( b \) values are not transformed). The scale interval should be the same on both axes or an appropriate arithmetic adjustment made. The intercept, \( a \), is usually read off the graph sheet on the ordinate scale at the appropriate value of \( X \). For the relation

\[ Y = a + bX, \]

\[ Y = a \] when \( X = 0 \),

and for the relation

\[ \log Y = \log a + b \log X, \]

\[ Y = a \] when \( X = 1 \).
If the graphical line cannot be conveniently extended to \( X=1 \) or \( X=0 \), the coordinates of a point on the curve can be substituted in the equation and the intercept can be computed.

The standard equations given in analytic geometry texts are of little use in empirical analysis. More flexible mathematical expressions are needed, and ones that may be put in linear form are desirable because of ease in computing the equation. If a transformation cannot be found that will make the relation linear, then a model of the type

\[ Y = a + b_1 X + b_2 X^2 + b_3 X^3 + \ldots + b_n X^n, \]

or some portion of it, will fit most plotted smooth curves. If the curvature is only in one direction, the \( X^2 \) term will introduce the needed curvature. For a curve having a point of inflection, both the \( X^2 \) and the \( X^3 \) terms are needed. Terms having higher exponents are rarely used in empirical work.

The above model is equally applicable where \( X \) is replaced by \( \log X \). A line curved in one direction on log paper is expressed by

\[ \log Y = \log z + b_1 \log X + b_2 (\log X)^2. \]

Reducing this to power form gives

\[ Y = a X^{n_1} X^{n_2} \log x = a X^{n_1 + n_2} \log x. \]

The general form of linear relations in several variables is

\[ Y = a + b_1 X_1 + b_2 X_2 + \ldots + b_n X_n. \]

Sometimes the regression coefficient for one variable changes with another variable. This is known as an interaction. In the model

\[ Y = a + b_1 X_1 + b_2 X_2 + b_3 X_1 X_2, \]

the last term is called a product interaction term. Its use provides a systematic change in slope.

Curvilinear relations in several variables may be described by adding terms in powers of the independent variables. The equation of a curved line or of a multiple relation involving an interaction is not easily computed. The advantage of recognizing the general form of equation which would represent a particular graphical relation lies in the need for a model if a least-square regression is to be computed. The definition of the equation of a graphical regression is limited to linear regressions.

**Definition of equations**

The methods for defining the equation of a graphical regression will be demonstrated by two examples. The procedures used in these examples can be adapted readily to other problems. The first example, shown in figure 21, is a multiple linear regression by the method of residuals. The equation of this relation is obtained as follows. Consider first the relation between \( Y_e \) and \( X_1 \) where \( Y_e \) is the curve value from the left part of figure 21. This relation is of the form \( Y = a + b X_1 \) where \( a \) is the intercept at \( X_1 = 0 \) and \( b \) is the slope of the line. For this example,

\[ Y_e = 5.4 + 0.86 X_1. \]

The equation of the second line is obtained similarly and is

\[ \text{Residual} = -10 + 2.78 X_2. \]

The residual (call it \( R \)) is the individual point value, \( Y \), minus the value obtained from the first equation; that is,

\[ R = Y - Y_e = -10 + 2.78 X_2. \]

Substituting for \( Y_e \) in the above equation gives

\[ Y - (5.4 + 0.86 X_1) = -10 + 2.78 X_2 \]

from which the desired relation,

\[ Y = -4.6 + 0.86 X_1 + 2.78 X_2, \]

is obtained.

The second example (fig. 22) is a relatively simple coaxial graphical multiple regression adapted from one made by the Hydraulic Research Branch of the Bureau of Public Roads. This regression is linear, and the lines for \( S \) and \( P \) are systematically spaced and parallel. Under these conditions the equation of the graphical relation can be determined.

The following facts are evident from a study of figure 22:

1. \( Q_0 \) is the dependent variable.
2. \( A \) is the principal independent variable.
3. Lines of equal \( P \) are linearly spaced on logarithmic paper and are parallel.
4. Lines of equal $S$ are logarithmically spaced at twice the logarithmic scale of the paper and are parallel.

To solve, separate the regression into two parts by introducing an intermediate variable $Q_{adj}$ (to an arbitrary scale) so that

$$Q_{adj} = f(A, P)$$

and

$$Q_{adj} = f(S, Q_{10}).$$

Consider the first relation. For a fixed $P$, the model would be

$$Q_{adj} = KA^n,$$

in which $K$ is the intercept on the $Q_{adj}$ scale (at $A=1$) and $n$ is the slope of the line. In this example, $n=1.28$, which is the ratio of the linear vertical to horizontal lengths. When $P=1.20$, the intercept $K$ is 78. To obtain this intercept graphically requires a long curve extension. It is simpler to compute the intercept from some other value of $A$ than one. For instance, for $Q_{adj}=1,000, A=7.3$. Then

$$1,000 = K(7.3)^{1.28},$$

from which $K=78$.

Similarly, for $Q_{adj}=10,000, A=44.5$ and $K=78$.

Introducing $P$ as a variable makes it necessary to define the intercept $K$ in terms of $P$ (because the intercept is different for each value of $P$). The interval per tenth difference in $P$ when projected on the $Q_{adj}$ scale is 1.36, that is, for each tenth increase in $P$, the intercept increases 1.36 times (the intercept is on a logarithmic scale). This increase can be measured for individual intervals or computed from the total increase. For instance, for $A=10$:

$$1,480 = K(10)^{1.28},$$

and

$$Q_{adj}=17,000 	ext{ for } P=2.0.$$
in which $78$ is the intercept at $P=1.2$, the increase in $K$ per tenth is $1.36$, and the factor $10(P-1.2)$ is the number of tenths above $1.2$.

Substituting the values of $K$ and $n$ gives, for the first relation

$$Q_{adj}=78(1.36)^{10(P-1.2)}A^{1.28}.$$  

The second relation,

$$Q_{adj}=f(S, Q_{10})$$

is handled by considering again that $Q_{adj}$ is the dependent variable. Neglecting $S$, the model would be

$$Q_{adj}=KQ_{10}^m.$$  

The slope $m$ is $1.78$ by scaling. The intercept $K$ is computed at $S=1$, $Q_{adj}=100,000$, and $Q_{10}=19,000$, as follows:

$$100,000=K(19,000)^{1.78},$$

or

$$\log 100,000=\log K+1.78 \log 19,000,$$

$$\log K=5-7.60=-2.60=7.40-10,$$

$$K=0.0025.$$  

Equating equations 1 and 2 gives

$$0.0025S^2Q_{10}^{1.78}=78(1.36)^{10(P-1.2)}A^{1.28},$$

which, in logarithmic form, is

$$\log 0.0025+2 \log S+1.78 \log Q_{10}=\log 78$$

$$+10(P-1.2) \log 1.36+1.28 \log A.$$  

Solving for $Q_{10}$ gives

$$\log Q_{10}=1.61+0.72 \log A-1.12 \log S+0.75P,$$

which is the desired result.

**Other Tools**

### Analysis of variance

Analysis of variance is a procedure by which the variation embodied in the data of the
sample may be resolved into component variations due to independent factors. It is closely related to correlation but is applicable to problems where some of the factors can be described only by classes, not as numerical variates.

The analysis depends on the additive characteristic of variances. Its purpose is to test whether several means are alike or not. The basic features of the process are (1) the measurement of variance among experimental data by the sum of the squared deviations of the observations from their mean, (2) the partitioning of the total sum of squared deviations into independent parts, each part associated with some physical feature of the experiment, (3) the estimation of parameters in the distributions postulated to underlie the data, and (4) tests of significance regarding these parameters. Results of the test give the probability of there being a significant difference between the effects of a factor or factors at different levels.

A very simple example of an analysis of variance concerns whether the mean runoffs for two periods of record at a gaging station are estimates of the same population mean. The annual runoffs are given below:

<table>
<thead>
<tr>
<th>Period 1</th>
<th>Period 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.3</td>
<td>6.4</td>
</tr>
<tr>
<td>21.9</td>
<td>15.2</td>
</tr>
<tr>
<td>13.6</td>
<td>9.7</td>
</tr>
<tr>
<td>10.8</td>
<td>4.4</td>
</tr>
<tr>
<td>19.7</td>
<td>9.9</td>
</tr>
<tr>
<td>20.7</td>
<td>11.9</td>
</tr>
<tr>
<td>16.3</td>
<td>11.9</td>
</tr>
<tr>
<td>16.2</td>
<td>15.4</td>
</tr>
<tr>
<td>12.5</td>
<td>9.4</td>
</tr>
<tr>
<td>11.3</td>
<td>7.0</td>
</tr>
<tr>
<td>14.0</td>
<td>16.0</td>
</tr>
<tr>
<td>16.5</td>
<td>17.0</td>
</tr>
<tr>
<td>15.3</td>
<td>11.2</td>
</tr>
<tr>
<td>19.2</td>
<td>13.2</td>
</tr>
<tr>
<td>13.0</td>
<td>11.5</td>
</tr>
<tr>
<td>238.3</td>
<td>170.1</td>
</tr>
</tbody>
</table>

Computations are as follows:

Grand total $= T = 238.3 + 170.1 = 408.4$.

Total number of items $= N = 30$.

Number of items in each period $= n = 15$.

$T^2/N = (408.4)^2/30 = 5,559.7$.

Sum of squares of all individuals

$$\sum Y_i^2 = 6,067.3.$$  
(Sum of squares of sums)/$n = \sum T_i^2/n$

$$= [(238.3)^2 + (170.1)^2]/15 = 5,714.7.$$  
Between-periods sum of squares $= \sum T_i^2/n$

$$= T^2/N = 5,714.7 - 5,559.7 = 155.0.$$  
Within-periods sum of squares $= \sum Y_i^2$

$$= \sum Y_i^2/n = 6,067.3 - 5,714.7 = 352.6.$$  
Total sum of squares $= \sum Y_i^2 - T^2/N = 6,067.3$

$$- 5,559.7 = 507.6.$$  

The analysis of variance table is

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of squares</th>
<th>Degrees of freedom</th>
<th>Mean square</th>
<th>Average mean square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between periods</td>
<td>155.0</td>
<td>1</td>
<td>**155 (\sigma^2 + n \sigma_i^2)</td>
<td>(\sigma^2)</td>
</tr>
<tr>
<td>Within periods</td>
<td>352.6</td>
<td>28</td>
<td>12.6 (\sigma^2)</td>
<td>(\sigma^2)</td>
</tr>
<tr>
<td>Total</td>
<td>507.6</td>
<td>29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Statistical significance above the 0.01 level.**

The degrees of freedom, D.F., are one less than the number of periods, $p$, for the between-periods sum of squares and $N-1$ for the total. Thus the degrees of freedom associated with the within-periods source is $N-p$. Mean square is obtained by dividing the sum of squares by D.F.

The last column in the analysis of variance table shows expected values of the mean squares. If the means for the periods are alike, the term $n\sigma_i^2$ would be zero. Estimates of the ratio $[\sigma^2 + n\sigma_i^2]/\sigma^2$ may be greater than one, because of chance or because there is a real difference. This ratio has the $F$ distribution and can be tested statistically. The ratio in the above table is $155/12.6 = 12.3$. The value of $F$ for 1 and 28 degrees of freedom and a probability of 0.01 is $F_{1,28,.01} = 7.6$ from a table of $F$ distribution. Because the sample ratio exceeds the tabular ratio, we conclude that there is a real difference between periods; that is, the probability is less than 0.01 that such a difference in means would have occurred by
chance if there were no real difference between periods. The double asterisk on the mean square for between periods (in the analysis-of-variance table) denotes statistical significance above the 0.01 level.

Now consider a similar problem, to determine whether mean annual precipitation at three stations is different. The data are given in the following table.

<table>
<thead>
<tr>
<th>Year</th>
<th>Site 1</th>
<th>Site 2</th>
<th>Site 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1945</td>
<td>49.6</td>
<td>48.2</td>
<td>47.5</td>
</tr>
<tr>
<td>1946</td>
<td>45.1</td>
<td>40.2</td>
<td>34.8</td>
</tr>
<tr>
<td>1947</td>
<td>37.5</td>
<td>37.8</td>
<td>42.2</td>
</tr>
<tr>
<td>1948</td>
<td>52.3</td>
<td>58.2</td>
<td>59.9</td>
</tr>
<tr>
<td>1949</td>
<td>42.2</td>
<td>43.3</td>
<td>51.7</td>
</tr>
<tr>
<td>1950</td>
<td>40.6</td>
<td>41.4</td>
<td>42.5</td>
</tr>
<tr>
<td>1951</td>
<td>38.3</td>
<td>42.3</td>
<td>40.5</td>
</tr>
<tr>
<td>1952</td>
<td>45.8</td>
<td>48.2</td>
<td>47.8</td>
</tr>
<tr>
<td>Sums</td>
<td>333.4</td>
<td>359.6</td>
<td>366.9</td>
</tr>
<tr>
<td>$\bar{Y}$</td>
<td>41.7</td>
<td>45.0</td>
<td>45.9</td>
</tr>
</tbody>
</table>

From the data in the table we can make the following calculations:

\[ T = 1,059.9 \]
\[ T^2/N = 46,807.8 \]
\[ \Sigma Y^2 = 47,784.0 \]
\[ \Sigma T^2/n = 46,885.4 \]

The analysis-of-variance table is

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of squares</th>
<th>Degrees of freedom</th>
<th>Mean square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Among sites</td>
<td>77.6</td>
<td>2</td>
<td>38.8</td>
</tr>
<tr>
<td>Within sites</td>
<td>895.6</td>
<td>21</td>
<td>42.9</td>
</tr>
<tr>
<td>Total</td>
<td>973.2</td>
<td>23</td>
<td></td>
</tr>
</tbody>
</table>

\[ F_{2,21} = 38.8/42.9 < 1; \] therefore there is no difference statistically among the three means.

A perusal of hydrologic literature will turn up very few applications of analysis of variance. Most analyses of variance are based on data from a designed experiment, and it is this application for which the best results are obtained. Hydrologic data are usually parts of a time series which may not be stationary. Thus the individual values may not be entirely independent as required for a valid analysis of variance. In the example comparing mean runoffs for two periods of record, it was concluded that a real difference existed between periods. But there is no physical reason to expect a change in this basin. The earlier period was one of high precipitation; the later period included the drought of the thirties. It is also possible that some of the annual runoffs were serially correlated. Thus the characteristics of the data tend to discredit the results of this particular application of the analysis of variance.

In the last example, the precipitation at site 2 is greater than that at site 1 for every year shown, yet the analysis of variance shows no difference in means. (An analysis of variance between site 1 and site 2, only, shows a difference at a probability level of about 0.25.) The annual precipitations at a site may be independent, but the precipitations at the several sites for the same year are not. Therefore the requirements of the method are not met, and the results must be accepted with reservation.

The two examples given utilize a very simple statistical model. For more complicated problems, several models may be considered. Selection of the appropriate one is difficult for the “part-time” statistician. Many statistics texts treat analysis of variance in detail. See Bennett and Franklin (1954), Brownlee (1960), and Dixon and Massey (1957). In general, an analysis of variance made by someone not thoroughly familiar with the process should be reviewed by a statistician for suitability of the model and correctness of the interpretation.

**Analysis of covariance**

The analysis of variance of the runoff data for two periods (see p. 32) indicated that the population means were probably different, yet other information, particularly precipitation records, leads to the opposite conclusion. The precipitation data can be incorporated in the analysis by using an analysis of covariance. This method includes concepts from analysis of variance and regression and is applicable where a variable represents a measurement for each individual as opposed to a variable which can only be separated into a few categories.
Two general conditions for which an analysis of covariance will produce conclusions different from an analysis of variance are shown in figure 23. In each condition, $Y$ is the variable being analyzed and $X$ is the independent variable. Plot A of figure 23 shows means of $Y$ for the two periods to be practically equal. For this condition an analysis of variance would show no significant difference between means. But a major change in the relation of $Y$ to $X$ occurred between periods 1 and 2, and it is this change that the analysis of covariance can identify.

Plot B of figure 23 shows two periods having very different mean $Y$ values but no real difference in the regressions of $Y$ on $X$ for the two periods. An analysis of variance would show a significant difference between means, but an analysis of covariance would show no significant difference in regressions for the two periods. The two results do not conflict. There is a difference in means for the two periods, but this difference is due to a difference in $X$ values for those periods.

Analysis of covariance requires that slopes of the regression lines for the individual periods be virtually parallel. A test for parallelism has been described by Dixon and Massey (1957, p. 218).

Table 5.—Annual precipitation index and annual runoff, for example of analysis of covariance

<table>
<thead>
<tr>
<th>Period 1</th>
<th>Period 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation index ($X$)</td>
<td>Runoff ($Y$)</td>
</tr>
<tr>
<td>27</td>
<td>17.3</td>
</tr>
<tr>
<td>36</td>
<td>21.9</td>
</tr>
<tr>
<td>26</td>
<td>13.6</td>
</tr>
<tr>
<td>18</td>
<td>10.8</td>
</tr>
<tr>
<td>27</td>
<td>19.7</td>
</tr>
<tr>
<td>30</td>
<td>20.7</td>
</tr>
<tr>
<td>25</td>
<td>16.3</td>
</tr>
<tr>
<td>28</td>
<td>16.2</td>
</tr>
<tr>
<td>19</td>
<td>12.5</td>
</tr>
<tr>
<td>22</td>
<td>11.3</td>
</tr>
<tr>
<td>22</td>
<td>14.0</td>
</tr>
<tr>
<td>29</td>
<td>16.5</td>
</tr>
<tr>
<td>26</td>
<td>15.3</td>
</tr>
<tr>
<td>29</td>
<td>19.2</td>
</tr>
<tr>
<td>24</td>
<td>13.0</td>
</tr>
<tr>
<td>388</td>
<td>238.3</td>
</tr>
</tbody>
</table>

$T_s=692; T_y=608.4$.

Details of an analysis-of-covariance computation are given below using (1) the same runoff data as in the previous section for the analysis-of-variance example and (2) some assumed values of a precipitation index, all of which are listed in table 5 and plotted on figure 24. The plot indicates that there is no change in

Figure 24.—Plot of data from table 5.
relation between periods and that the difference in runoff means between periods was due to differences in precipitation. For these data it would not be necessary to make a covariance analysis. However, if separate regressions were indicated by the plotted points, it might be desirable to make a covariance analysis in order to test whether the two regressions were significantly different statistically.

The following computation illustrates the procedure:

Total sum of products = \( \sum X_i Y_i - T_x T_y / nk \),
where \( T_x \) and \( T_y \) are grand totals of \( X \) and \( Y \), \( n \) is the number of items in each period, and \( k \) is the number of periods.

Between-means sum of products
\[
- \sum T_{xi} T_{yi} / n - T_x T_y / nk,
\]
where \( T_{xi} \) and \( T_{yi} \) are column (period) totals. For this example,
the total sum of products = (27)(17.3) + (36)(21.9) + (23)(11.5)
- (692)(408.4)/15 = 10,054.7 - 9,420.5 = 634.3

Between-means sum of products
\[
= (388)(328.3)/15 + (304)(170.1)/15
- (692)(408.4)/30 = 9,611.4
- 9,420.4 = 191.0
\]

Total sum of squares on \( X \)
\[
= \sum x_i^2 - T_x^2 / N = 16,898 - 15,962 = 936
\]

Between-periods sum of squares on \( X \)
\[
= \sum T_{xi}^2 / n - T_x^2 / N = 16,197 - 15,962 = 235
\]

Sums of squares on \( Y \) are taken from the analysis-of-variance example.

Deviations from regression are computed by the formula
\[
\sum y_i^2 - (\sum xy_i)^2 / \sum x_i^2,
\]
which, for totals, \( = 507.6 - (634.3)^2 / 936 = 507.6 - 429.8 = 77.8 \).

For within periods, the deviations from regression are
\[
352.6 - (443.3)^2 / 701 = 352.6 - 280.3 = 72.3 \]
and the between-means deviation from regression is obtained by subtraction. The data are shown in the following covariance table.

<table>
<thead>
<tr>
<th>Source</th>
<th>Degrees of freedom</th>
<th>( \Sigma x_i )</th>
<th>( \Sigma y_i )</th>
<th>( \Sigma x_i y_i )</th>
<th>Degrees of freedom</th>
<th>( \Sigma (Y - \bar{Y})^2 )</th>
<th>Mean square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between</td>
<td>1</td>
<td>235</td>
<td>191</td>
<td>155.0</td>
<td>1</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td>Within</td>
<td>28</td>
<td>701</td>
<td>443.3</td>
<td>352.6</td>
<td>27</td>
<td>72.3</td>
<td>2.7</td>
</tr>
<tr>
<td>Total</td>
<td>29</td>
<td>936</td>
<td>634.3</td>
<td>507.6</td>
<td>28</td>
<td>77.8</td>
<td></td>
</tr>
</tbody>
</table>

Sums of squares for within periods (in the first part of the table) are obtained by subtraction. Degrees of freedom for deviations from regression, \( \Sigma (Y - \bar{Y})^2 \), for within periods and total are one less than for means.

The test of significance compares \( F \) (the ratio of mean squares from the covariance table), to values of the distribution of \( F \) at the 5-percent and 10-percent levels. For this example they are
\[
F = 5.5/2.7 = 2.0, \quad F_{1.27.0.05} = 4.2, \quad F_{1.27.0.10} = 2.9.
\]
Because 2.0 is less than 2.9, the difference in periods is not significant at the 10-percent level when runoffs are adjusted for precipitation.

See the article by Wilm (1943), which includes a discussion by Davenport, for an application of covariance analysis to a hydrologic problem.

**Multivariate analysis**

Multiple regression on independent variables which are related among themselves sometimes produces inconsistent results from different sets of data. For example, the regression coefficient of an independent variable may range from positive to negative in different regressions and yet test statistically significant in each. Under these conditions, the conclusions regarding the effect of that variable on the dependent variable might be wrong if only one set of data was analyzed. The use of multivariate analysis has been proposed as a way out of this dilemma.

Multivariate analysis is concerned with the relationship of sets of dependent variates and includes several different procedures, each intended to accomplish a different objective. Snyder (1962) investigated the use of multivariate analysis in hydrology where the structure of the solution was of primary interest. Kendall (1957) described the theory.
In its present (1965) state of development, multivariate analysis is not a useful tool for defining cause-and-effect relationships in hydrology; regression analysis is still the best method available.

Characteristics of Hydrologic Data

Streamflow is a continuous process which varies with time, and thus streamflow data are said to form a time series. A plot of streamflow against time would show a pattern of variation recurring each year; that is, high flows tend to occur at particular times of the year and low flows at others in response to climatological characteristics which also vary seasonally.

Because streamflows are not discrete values, we need to chop the hydrograph into pieces which we will consider as individual streamflows. The particular pieces we use have certain characteristics which must be considered in analysis. The most common piece is the daily mean discharge. A daily mean discharge is related to the discharge of the previous day and lies within a range which depends on the time of year. In statistical terms, daily mean discharge is a serially correlated variable, that is, it is nonrandom. The daily mean discharges for a year are also not homogeneous; they are more likely to be larger at one time of the year than at another. Data are considered homogeneous if any subgroup to which certain of these data may be logically assigned has the same expected mean and variance as any other subgroup of the population.

Monthly mean discharges for different calendar months are also serially correlated and nonhomogeneous. Annual mean discharges may be homogeneous values. They may or may not be serially correlated, depending on the amount of basin storage at the time that the hydrologic year begins.

Instead of a streamflow variable made up of adjacent segments of a hydrograph, we may consider variables such as July mean, annual peak discharge, or annual minimum flow. These variables are made up of one individual from each year and thus are independent of the yearly cycle of streamflow. They are also independent of each other (with the possible exception of annual minimum flows which include effluent from ground-water recharge of a previous year).

Precipitation, temperature, sediment discharge, water quality, transpiration, evaporation, and solar radiation vary throughout the year; indices describing them may be nonrandom and nonhomogeneous.

Obviously the distinction between random and nonrandom data and between homogeneous and nonhomogeneous data is not always clear cut. The analyst will have to determine whether the effects of possible moderate nonrandomness or nonhomogeneity will invalidate the conclusions of his particular analysis. It is important that the character of the data be considered in designing the analysis and in interpreting the results.

So far we have described variables that may be considered samples from a population if the individuals are homogeneous. If the individuals are also random, we can estimate the frequency distribution of the variable from the sample. Another type of variable used extensively in hydrology cannot be considered to have a probability distribution, or even to be drawn from a population as thought of in the usual sense. Basin characteristics such as drainage area, slope, elevation, and vegetal index are in this category. (It is possible to conceive of certain physiographic parameters as random variables, but rarely can the available sample be considered randomly selected or representative.)

Time is sometimes used as a variable in regression. It has no distribution and is used only as a substitute for the real factor or factors (which are unknown or cannot be expressed by indices) associated with changes in a dependent variable.

Effects of data characteristics on analysis

We prepare a frequency distribution of daily mean discharges from several years of data; this is the duration curve. The individual values are nonrandom and nonhomogeneous. Therefore the duration curve cannot be considered a frequency curve. The probability of exceeding a certain value on a particular future day depends both on the preceding value and
on the time of year. Thus, the duration curve is merely the distribution of daily means that has occurred. It can be considered an estimate of the distribution during a future period several years long.

On the other hand, frequency curves of annual flood peaks can be interpreted as probability curves because the individuals are unrelated and homogeneous. Most low-flow frequency curves can be similarly interpreted, but occasionally a serially correlated sample will be found.

The effect of using nonhomogeneous data in a regression problem is shown by figure 25 in which is plotted 4 years of monthly mean discharge for each of the 12 calendar months for two stations, one in Turkey and one in Idaho. The relation looks fairly good, but there is actually no relation between the two streams for a particular calendar month. The apparent relation using all calendar months arises because the yearly cycle of streamflow in Idaho resembles that in Turkey. Discharges in winter months are low and in spring snowmelt months are high.

![Figure 25](image)

Figure 25.—Spurious relation using nonhomogeneous data.

Less extreme conditions are shown by relations between monthly mean discharges from contiguous basins. For example, there is no relation between monthly mean discharges of Lake Fork above Moon Lake, Utah, and Duchesne River at Provo River Trail, Utah, for the calendar month of January; there is a fair relation for the calendar month of June (fig. 26). With few exceptions the relation between monthly discharges from two adjacent drainage basins for a particular calendar month is not the same as the relation for a different calendar month. When monthly discharges for all calendar months are used together, the computed correlation coefficient will be too high and the computed standard error will be an average of the standard errors for the individual calendar-month relations.

### Outliers

Many factors influence the flow of a stream; some exert great influence at one time and none at another; most exert effects which are interrelated with effects of other factors. Only a few factors can be included in a regression used to estimate streamflow, and the effects of these factors are only approximated. Consequently there is a scatter of points about the regression line and occasionally a wild point occurs (see fig. 18 for an example). Such wild points are called outliers in statistics, and statistical tests are available for use in determining whether or not a particular point should be rejected as not belonging to the group. It seems questionable whether outliers in hydrologic analyses should be rejected on the basis of a statistical test. Consider the wild point in figure 18. If the precipitation had been about 7 inches instead of 3.4 inches, the point would not be wild. It is possible that precipitation at the higher elevations in the Jarbidge River basin was much greater than at Three Creek. If it were, the same thing could happen again and more weight should have been given to that point in the analysis. However, if some of the data for that year are found to be unreliable we could reject the point.

Acton (1959) devoted a short chapter to the rejection of unwanted data. He says, in part, “But the plain truth is that physical scientists and engineers need not be encouraged to ignore obstinate outlying data—rather they need to be held in check”.
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