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METRIC CONVERSION FACTORS

The inch-pound units used in this report may be converted to the Interna­ 
tional System of Units (SI) by the following conversion factors:

Multiply inch-pound unit By

acre 0.4047
cubic foot 0.02832 
cubic foot per second (ft 3 /s) 0.02832
foot (ft) 0.3048
inch 25.40
inch per hour 25.40
mile 1.609
pound 0.4536

To obtain SI unit

hectare
cubic meter
cubic meter per second
meter
millimeter
millimeter per hour
kilometer
kilogram



CALIBRATION AND VERIFICATION OF A RAINFALL-RUNOFF MODEL
AND A RUNOFF QUALITY MODEL FOR SEVERAL URBAN BASINS

IN THE DENVER METROPOLITAN AREA, COLORADO

By Juli B. Lindner-Lunsford and Sherman R. Ell is

ABSTRACT

The U.S. Geological Survey's Distributed Routing Rainfall-Runoff Model-­ 
Version II (DR3 M-II) was calibrated and verified for five urban basins in the 
Denver metropolitan area. Land-use types in the basins were light commercial, 
multifamily housing, single-family housing, and a shopping center. The 
observation standard error of DR3 M-II predictions of peak flows and runoff 
volumes was within 35 percent for storms with runoff volume of greater than 
0.01 inch for most sites.

The Distributed Routing Rainfall-Runoff Model-Quality (DR3 M-QUAL), a 
multievent urban runoff-quality model developed by the U.S. Geological Survey, 
was calibrated and verified for four of the five basins. DR3 M-QUAL was found 
to be more useful for the prediction of seasonal loads of constituents in the 
runoff resulting from rainfall than for the prediction of loads of 
constituents in the runoff resulting from individual storms. Simulated 
seasonal loads were within 33 percent of measured loads for all sites, but 
observation standard error in one basin was as much as 78 percent of the mean 
of individual storm loads.

INTRODUCTION

Urban runoff in the Denver metropolitan area (fig. 1) has been studied by 
Federal, State, and local agencies as well as by private firms for several 
years. Mathematical models of the processes of runoff from urban areas have 
been included in these studies since about 1975. Previous studies have used a 
variety of models including the Storm Water Management Model II (SWMM II), 
STORM, and Hydrocomp, developed by other agencies, and various U.S. Geological 
Survey rainfall-runoff models. This report describes one phase of a compre­ 
hensive urban study conducted in cooperation with the Denver Regional Council 
of Governments and is part of the U.S. Environmental Protection Agency's 
Nationwide Urban Runoff Program (NURP). This report describes the process by 
which the U.S. Geological Survey's Distributed Routing Rainfall-Runoff Model 
Version--!! (DR3 -II) for predicting the quantity of storm runoff from urban 
areas (Alley and Smith, 1982a) and the U.S. Geological Survey's DR3 M-QUAL, a 
multievent urban-runoff quality model (Alley and Smith, 1982b) were calibrated 
and verified. The report also compares simulated with observed runoff volumes, 
peak flows, discharge hydrographs, and storm constituent loads for each basin.



EXPLANATION

\i°67h °|42° U" S " GEOLOGICAL SURVEY 
Northglenn MONITORING SITE, NUM­ 

BER, AND BASIN NAME

J9*3O

5 10 

5 10 15 KILOMETERS

Figure 1.--Location of monitoring sites used in model calibration 
and verification, and general features of the study area.



BASIN DESCRIPTIONS

Six urban basins and one nearby rural basin were included in the compre­ 
hensive urban-runoff study. Rainfall-runoff models were calibrated for five 
of them and runoff-quality models were calibrated for four of them. (See 
table 1 and figure 1.) There was insufficient data to model the sixth basin. 
Because the models were not intended to be applied to rural basins, the rural 
basin was not modeled in this study. Because the soils of the rural and the 
urban basins are similar, the rural basin served as a good indicator of 
whether runoff from pervious portions of the urban basin was likely to have 
occurred. Most storms produced little or no runoff in the rural basin. The 
incremental storm data and a comprehensive description of the basins are given 
in Gibbs (1981) and Gibbs and Doerfer (1982).

The North Avenue basin is in southwest Lakewood, adjacent to the Denver 
Federal Center. Approximately 33 percent of the total area is multifamily 
housing, 30 percent light commercial land use (restaurants and office 
buildings), and 37 percent undeveloped land. The basin was included in a 
previous model study (Ellis, 1978, and Ellis and Alley, 1979).

The Northglenn basin, in eastern Northglenn, is the largest of the basins 
modeled. The land use in the basin is mainly single-family housing.

The Southglenn basin, in southwest metropolitan Denver, contains only 
multifamily housing and two small open areas (less than an acre each).

The Cherry Knolls basin is an area of multifamily housing in southeast 
Denver. There are several open areas in the basin. The monitoring site was 
located at the outlet of a small detention basin, which had no effect on the 
outflow for the storms monitored.

The Villa Italia basin in eastern Lakewood contains about 90 percent of 
the Villa Italia Shopping Center. An unusually large proportion of the basin, 
about 91 percent, is effective impervious area mostly parking lots. Effec­ 
tive impervious areas are those impervious areas that are directly connected 
to either the channel drainage system or to other effective impervious areas, 
such as a roof which drains onto driveways, streets, sidewalks, or paved 
parking lots. Runoff from the streets surrounding the shopping center does 
not enter the basin.

MODEL DESCRIPTIONS 

DR^M-II

DR3 M-II is a deterministic model designed to simulate urban storm-runoff 
quantity. The model provides detailed hydrographs at the outlet of the basin 
for selected storm-runoff periods and performs daily soil-moisture accounting 
for the periods between storms where detailed simulation is desired. Thus, 
the model is a continuous simulation model, rather than a single-event model.
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Input data required for detailed storm-runoff simulation include: 
(1) incremental precipitation data during storms (in this study, data were 
collected at 5-minute intervals) and daily rainfall for periods between storms 
chosen for detailed simulation; (2) soil-moisture and infiltration parameters 
and the depth of rain retained on impervious surfaces; (3) physical descrip­ 
tions of the basin's drainage features, including a subdivision of the total 
drainage basin into homogeneous subbasins, each of which can be characterized 
by an average slope, roughness, and overland flow length, and the fraction of 
each subbasin that is effective impervious area; and (4) length, slope, rough­ 
ness, and geometry of each segment of a channel network. Physical character­ 
istics of the study basins and detailed aerial photographs of the basins 
showing the superimposed subbasin boundaries and channel network are published 
in Gibbs (1981).

DR^M-QUAL

DR3 M-QUAL is designed to simulate impervious area, pervious area, and 
precipitation contributions to quality of surface runoff in urban areas. 
Within-storm variations in runoff quality are simulated for selected storms; 
between these storms, a daily accounting of accumulation and washoff is 
maintained.

DR3 M-QUAL can be run in either of two modes: (1) a distributed-parameter 
or (2) a lumped-parameter mode. The distributed-parameter mode requires flow 
hydrographs at many points in the basin as defined by basin segmentation. The 
lumped-parameter mode does not account for spatial variations in model param­ 
eters, and the input requires only flow hydrographs at the outlet of the 
basin. This report will present the lumped-parameter mode, because the limited 
water-quality data available does not support the detailed flow routing and 
multiple land-use simulation. Therefore no spatial variation in model param­ 
eters is accounted for in this study.

Input data required for calibration of DR3 M-QUAL are detailed flow values 
and constituent concentrations for the storm periods, daily rainfall during 
the entire simulation period, basin area, and percentage of effective 
impervious area in the basin. Detailed flow data, daily rainfall, basin area, 
and percentage of effective impervious area are the only data required to run 
the model in the predictive mode. Monthly rainfall-quality data can be 
included in the model to account for seasonal variations in rainfall quality. 
However, rainfall quality in the study area was found to be too variable from 
one storm to the next for a monthly average value to be meaningful. In 
addition, low concentrations of some of the constituents of interest meant 
that analytical error could be significant. Therefore, rainfall-quality data 
were not used in this study.

CALIBRATION AND VERIFICATION 

Procedures

The DR3 M-II was calibrated and verified for total volume of runoff, peak 
flow, and hydrograph timing. The model was considered calibrated when the 
observation standard error (standard error of estimate x 100 -r mean observed



value; abbreviated OSE in the rest of this report) for volume and peak flow 
was less than 35 percent. A verification data set consisting of about as many 
storms as for the calibration data set was then run using the calibrated 
parameters, and it was required that these results also be within 35 percent 
of the observed values for the calibration to be considered adequate. It 
proved impossible to meet these criteria at all of the sites.

The DR3 M-QUAL was calibrated and verified for total storm loads of 
selected constituents. Initially the model was to be considered calibrated 
when the simulated total load summed from all storms in the data set was 
within 25 percent of the observed load and the individual storm loads were 
within 50 percent. However, it was not possible to meet these criteria in 
many cases. Therefore, the criteria were modified to require only that the 
difference between observed and simulated total loads from all storms in each 
of the data sets be less than 35 percent, and individual storm-load differ­ 
ences were not considered. OSE's also were calculated. These ranged from 14 
to 78 percent.

DR3 M-II

During the data-collection period, 1980-81, 109 storms were monitored at 
all sites, with between 14 and 32 storms monitored at each site. Approxi­ 
mately one-half of the storms were chosen for model calibration, and the other 
one-half for model verification. Runoff volume as a percentage of total 
rainfall volume, called "runoff-rainfall ratio," was calculated for each storm 
before the storm was included in the model-calibration or model-verification 
data set. The ratios generally were consistent for each basin, usually higher 
for intense storms, such as summer thunderstorms, and lower for less intense 
storms, such as spring rains. Storms that had runoff-rainfall ratios outside 
the normal range of ratios for each basin (usually due to insufficient or 
inaccurate rainfall or flow data) were excluded from the data sets. Storm 
data used in the calibration and verification of the models are presented in 
tables 2 through 6.

The simulated runoff volume was most sensitive to the percentage of 
effective impervious area (controlled by model parameter EAC) and maximum 
depth of impervious retention (model parameter IMP). (See table 7, page 15, 
for an explanation of model parameters.) Soil-moisture parameters had a less 
significant effect on the total runoff volume, because only 14 of the 109 
storms had more than 10 percent of the total calculated runoff originating 
from pervious areas as determined by the model. Therefore, any effect that 
soil moisture had on total runoff volume would have been masked by the much 
greater effects of impervious area on runoff. Pervious-area runoff was most 
sensitive to values of saturated hydraulic conductivity (model parameter 
KSAT). These results are consistent with results reported by Ell is and Alley 
(1979), who used SWMM-II to model three basins in the Denver metropolitan 
area.
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Table 7.--Definition of parameters used in DR3M-II 

[Modified from Alley and Smith, 1982a]

ALPADJ - A calibration factor for slope and roughness used in routing. 
BMSN - Soi1-moisture storage at field capacity, in inches. 
EAC - A multiplication factor to adjust the initial estimates of effective 

impervious area. Effective impervious areas are those impervious 
surfaces that are directly connected to the channel drainage system. 

EVC - A pan coefficient for converting measured pan evaporation to potential
evapotranspiration. 

IMP - The maximum depth of rainfall held in irregularities in impervious
surfaces and unable to run off, in inches. 

KSAT - The effective saturated value of hydraulic conductivity, in inches
per hour. 

PSP - Suction at wetting front for soil moisture at field capacity,
in inches. 

RGF - Ratio of suction at the wetting front for soil moisture at wilting
point to that at field capacity.

RR - The proportion of daily rainfall that infiltrates into the soil for 
the period of simulation, excluding days for which detailed 
rainfal1-runoff simulations are performed.

Calibration procedures for DR3 M-II were similar for all basins. In a 
preliminary model run, runoff volumes were optimized by adjusting KSAT and EAC 
(table 7). Impervious retention was held constant at an initial estimate of 
0.05 for this simulation. The preliminary runs also were used to identify the 
storms for which the model predicted no pervious-area runoff. These storms 
were analyzed to obtain a more realistic value for impervious retention. The 
impervious retention for these small storms theoretically should be repre­ 
sented by the equation:

INP=R XEIA-R (1)

where IMP is the impervious retention, in inches;
R is rainfall depth, in inches;
R is runoff volume, in inches; and

is effective impervious area, as a decimal fraction.

Therefore, the value of impervious retention is equal to the intercept of 
a line fitted through a plot of rainfall against runoff. This is a plot of 
equation 1. The resulting value of impervious retention (IMP) and the opti­ 
mized values of KSAT and EAC were entered into the model, and KSAT and EAC 
were again optimized. The new optimized values of KSAT, EAC, and IMP were 
held constant, and the model was optimized on the other soil-moisture and 
infiltration parameters and pan-evaporation coefficient. Starting values and 
ranges for these parameters were those suggested by Alley and Smith (1982a).
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During the next optimization run, the soil moisture, infiltration, and imper­ 
vious retention were held constant and the model optimized again for KSAT and 
EAC. The observed runoff volume was compared with the model-simulated runoff 
volume for each storm in the calibration data set, and if the OSE was less 
than 35 percent, the model was considered calibrated for runoff volumes. The 
optimization procedure was repeated if the OSE was greater than 35 percent.

The verification procedure was to enter the verification data set into 
the model and allow the model to simulate runoff volume without adjusting any 
model parameters. If the OSE was less than 35 percent, the model was 
considered calibrated and verified for runoff volume. If the OSE was more 
than 35 percent, the model was recalibrated and verification was attempted 
again.

The next step after the model was calibrated for runoff volume was to 
calibrate the model for peak flow and, to a lesser extent, hydrograph timing. 
DR3 M-II is most sensitive to segment slope and roughness when simulating peak 
flow and hydrograph timing. Roughness and slope of the channels or subbasins 
are included in the model in the variable alpha:

alpha=K v/s/fl (2)

where K is a constant which depends on the geometry of the channel or
subbasin;

s is the segment slope, in feet per foot; and
N is the Manning roughness coefficient, n, (a measure of roughness) 

(Alley and Smith, 1982a).

ALPADJ is a model parameter that modifies the value of alpha. A value of 
ALPADJ greater than 1 effectively increases the slope and decreases the 
roughness, resulting in an increased peak flow and decreasing the time to the 
peak since start of rainfall. A value of ALPADJ less than 1 produces the 
opposite results. In this study, the value of ALPADJ was changed until the 
best possible agreement between measured and simulated peak flow and timing 
was achieved.

Because the optimum value of ALPADJ may be a function of the number of 
subbasins into which the basin is divided (P. E. Smith, U.S. Geological 
Survey, oral commun. , 1981), a test of the Southglenn basin was made with the 
model. The model was run twice, with the basin being divided into many more 
subbasins for the second run than for the first. All other factors were 
unchanged. Simulations using the different numbers of subdivisions produced 
similar hydrographs when the same value of ALPADJ was used. Thus, for this 
test, the hypothesis suggested by Smith was not substantiated.

The model was considered calibrated for peak flow when the OSE was less 
than 35 percent. Because the model was not able to predict peaks for very 
small storms (0.01 inch of runoff or less) accurately, only storms with 
0.02 inch or more of runoff were used for peak-flow calibration and 
verification. The model was assumed to be verified when the OSE was less than 
35 percent. The calibrated-model parameters for the five basins for which the 
model was calibrated and verified are presented in table 8.
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Table 8. --Final values for selected parameters for DR3M-II

Model 
parameter 1

PSP--     -f *-* i

KSAT      
Kur
BMSN       
cwr__ _______
l_ V w

r\r\
pAp_________
l r\\j

IMP       
Al PADJ------n i_r nuo

North 
Avenue 
basin

0.9
.14

10
2.4
.91
95  -J **/

.65
05  \J \J

1.0

South- 
glenn 
basin

2.9
34  +Ji

7.2
2.9

50  *j \j

.90

. Ol
no. Uo

3 C. D

North- 
glenn 
basin

3 4o . ^ 
or

. £D

5.1
4 5t   *j

.84

.90
95  «x **/

05  \J *J

2.2

Cherry 
Knolls 
basin

2 C. D

.29
6.4
7.1

GO
. JO

.90

.76

.20
2.4

Villa 
Italia 
basin

2.0
.20

10
4.0
.70
on. OU

1.0
03  \J +J

1.7

1 See table 7 for definitions of model parameters.

DR3 M-QUAL

Water-quality constituents for which DR3 M-QUAL was calibrated and veri­ 
fied are total suspended solids, chemical oxygen demand, total nitrogen, total 
phosphorus, total orthophosphate, total lead, total zinc, and total manganese. 
(Here and throughout the report, "total," as in "total nitrogen" actually 
refers to "total recoverable.") These constituents also are of interest to 
local governments and were on the list of recommended constituents to model 
in the U.S. Geological Survey/U.S. Environmental Protection Agency Technical 
Coordination Plan on urban runoff studies (written commun., 1979).

Three model parameters, K x , K2 , and K3 , are used to calculate constituent 
accumulation and washoff. The parameters K x and K2 are used to compute the 
accumulation of constituents on effective impervious surfaces according to the 
formula:

MC^l-e"*-*) (3)

where: L is the total accumulated load of a constituent available to be washed
off, in pounds;

t is the accumulation time, in days (Alley and Smith, 1981 and 1982b); 
Kl is the maximum amount of a constituent that can be present on the

effective impervious area, in pounds; and 
K2 is a rate constant for removal of constituents, in days" 1 .

In a plot of time between storms versus load, L becomes asymptotic to the 
value of K!. K2 includes removal due to wind, vehicles, chemical and 
biological decay, and other processes. A higher value of K2 would enable the 
constituent load to reach the limiting value of K x more quickly than a lower 
value of K2 . A lower value would mean a slower constituent-accumulation rate 
and, at the limit K2=0, the accumulation rate would be zero.
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Constituents are assumed washed off 
following equation (Alley and Smith, 1981):

during a storm according to the

where: w is the constituent load washed off from the effective impervious
surface during time At, in pounds; 

L is the constituent load available to be washed off from the effective
impervious surface at the start of the time period, in pounds; 

K3 is the washoff coefficient, in inches" 1 ; 
is the runoff rate, in inches per hour; and 
is the time period, in hours.

R 
At

A value of 4.6 for K3 and 0.50 inch of runoff in 1 hour would result in
90 percent of the available constituent load being washed off the effective 
impervious surfaces. The higher the value of K3 , the larger the percentage of 
constituent load washed off during the early part of the runoff. A detailed 
discussion of the theory and equations used in the DR3M-QUAL was presented by
Alley and Smith, 1982b. The final values of 
ents and basins modeled are presented in table 9.

K2 , and K for the constitu­

Because the water-quality samples were not necessarily collected coinci­ 
dent with the first and last flows of the storms, users are cautioned that 
"observed storm loads" reported in the calibration tables were calculated from 
the flow between the first and last water-quality samples collected, rather 
than from the first to last measured flows. The storm load of constituents 
for storms used in the verification data set were computed by the model from 
the first flow to the last flow.

K
DR3 M-QUAL was calibrated for constituent 

and K
K and2 ,loads by adjusting

3 using a trial and error process. K t and K2 were estimated initially using 
a graphical technique described by Alley and Smith (1981). 
initially by inspection of plots of cumulative measured 
time.

K3 was estimated 
storm load versus

Results

The OSE was lowest for runoff volume and peak flow from DR3 M-II for the 
Northglenn and Villa Italia sites. Two measures were used for the DR3 M-QUAL 
model. One was the OSE, which is a measure of how well the model can predict 
individual storms. The other measure is a comparison of observed and simu­ 
lated total load during a season. A season was defined as April through 
September, the traditional period for measuring rainfall in the Denver metro­ 
politan area. Often the two were very different. The lowest percentage 
difference between observed and simulated seasonal loads for most water- 
quality constituents was found at the Northglenn site. There were insuffi­ 
cient data to calculate OSE at this site. Of the three sites for which OSE's 
were calculated (North Avenue, Cherry Knolls, and Villa Italia), Cherry Knolls 
had the best fit.

18



Table 9.--Final values of the parameters used in the DR3M-QUAL

Constituent Parameter
North

Avenue
basin

North-
glenn
basin

Cherry
Knolls
basin

Villa
Italia
basin

Chemical oxygen demand- 

Total suspended solids----

K2 
K

K

Total nitrogen--    ------ K ±
K2 
K3

Total orthophosphate----  K!
K2 
K 3

Total phosphorus---------- K!
K2
KS

Total lead           Kj
K2
KS

Total manganese-    ---  K!
K2
KS

Total zinc---------------- K!
K2
K3

30
.20

3.7

80
.25

3.6

.80 

.20 
3.5

.040

.080
3.5

.10 

.18 
4.6

.035 

.25 
4.6

.040 

.30 
5.6

.040 

.30 
5.6

20
.10

5.6

25
.15

4.6

.50 

.10 
4.6

.040

.070
3.5

.060 

.20 
4.6

.030

.070
4.6

.013 

.30 
5.6

.017 

.30 
5.6

10
.10

4.6

20
.05

4.6

.40 

.10 
4.0

.030

.060
4.6

.070

.050
3.6

.015

.070
4.6

.015 

.10 
3.6

.020

.010
3.6

15
.080

4.6

25
.060

4.0

.80 

.060 
2.6

.060

.020
3.0

.070

.070
4.6

.050

.025
4.6

.020

.200
4.6

.050

.050
4.6

North Avenue Basin

The North Avenue basin had 32 storms monitored for rainfall and runoff. 
Of these storms, 17 were chosen for the calibration data set. The OSE was 
27 percent for runoff volumes. For storms having more than 0.01 inch of run­ 
off, the OSE was 33 percent for peak flows.

The verification data set included 15 storms. The OSE was 42 percent for 
both runoff volumes and peak flows for storms having greater than 0.01 inch of 
runoff.
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Model calibration and verification results are presented in tables 10 
and 11. Simulated peak flows for storms with 0.01 inch of runoff are 
reported, but were not considered in the calibration or verification of the 
model. Hydrographs showing observed and simulated runoff for selected storms 
are presented in figure 2.

Table 10.--Summary of DR3M-II calibration results for the North Avenue basin 

[Runoff is in inches and peak flow is in cubic feet per second]

Storm date -^r     -r-Runoff
Observed

1980

May 11    
May 15-16  
July 24    
Sept. 8-9  
Sept. 102  
Sept. 20   -

1981
Apr. 19-20--
I j **^ OMay 3 2 --   -
May 5      
May 17-18  
Mow 9Q------nay zo
June 2-3   -
July 2    
July 22    
Aug. 9-10  
Aug. 12-13 
Sept. 6-7  

Observation
standard error
(percent)-   -

0.03
.23
.04
.33
.02
.06

.08

.05

.01

.25

.01

.07

.03

.01

.14

.04

.06

volume
Simulated

0.02
.18
.03
.24
.02
.06

.11

.06

.01

.27

.01

.08

.02

.01

.14

.05

.04

Percent 
differ­ 
ence 1

-33
-22
-25
-27

0
0

38
20
0
8
0

14
-33

0
0

25
-33

27

Peak
Observed

2.1
3.8
2.8
5.1
.99

4.1

5.1
1.7

3 1.4
2.4

3 1.5

4.1
2.4

3 1.1
9.4
4.9
1.7

flow
Simulated

0.44
4.8
1.4
5.0
.93

5.2

2.5
2.0
3 .78
2.8
3 .40

5.4
1.1
3 .55
9.2
4.5
1.2

Percent 
differ­ 
ence 1

-79
26

-50
-2
-6
27

-50
18

3-44
17

3 -73

32
-54

3 -50
-2
-8

-29

32

Determined from unrounded values.
2 First storm.
3 Peak flow not used for calibration.
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Table 11. --Summary of DR3M~II verification results for the North Avenue Jbasin 

[Runoff is in inches and peak flow is in cubic feet per second]

RunoffStorm date observed

1980
M-,. i OMay Q- ------
May 12    
May 17    
Aug. 10     
Sept. 103  

1981
March 3    
ilp 1 . l-\J

May 33     -
May 9     
May 16    

May 28-29  
July 15    
Aug. 12    
Aug. 16    
Aug. 31    

Observation 
standard error 
(percent)--  

0.12 
.01 
.16 
.01 
.03

.03 

.02 

.02 

.09 

.03

.07 

.05 

.02 

.01 

.01

volume
Simulated

0.06 
.01 
.10 
.01 
.06

.03 

.02 

.04 

.11 

.03

.07 

.06 

.01 

.01 

.01

Percent 
differ­ 
ence 1

-50 
0 

-38 
0 

100

0 
0 

100 
22 
0

0 
20 

-100 
0 
0

42

Peak
Observed

2.8 
2 1.7 
2.6 
2 .70 
7.0

1.1 
2.8 
1.3 
3.1 
.82

11 
11 
1.5 
2 .38 

2 1.1

flow
Simulated

2.4 
2.40 
2.3
2.31

8.9

.77 
1.2 
1.7 
6.0 
.55

7.4 
7.4 
.71 

2.27 
2.39

Percent 
differ­ 
ence 1

-14 
2-76 
-12 

2 -56 
27

-30 
-57 
31 
94 

-33

-33 
-33 
-53 

2-29
2 -65 

42

Determined from unrounded values. 
2 Peak flow not used for verification. 
3 Second storm.
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Figure 2.--Comparison of observed and simulated runoff for 
selected storms at the North Avenue basin.
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The water-quality-calibration data set for the North Avenue basin con­ 
tained data from nine storms for which discrete water-quality samples were 
collected over the hydrograph. The model-simulated constituent total seasonal 
loads (April through September) were within 19 percent of the observed values. 
OSE's ranged from 29 to 74 percent for individual constituents. The best fit 
for calibration for seasonal total loads was obtained for chemical oxygen 
demand (COD), the worst for total manganese and total zinc. Using OSE as a 
criterion, the best fit was still COD, and worst fit was obtained for total 
suspended solids (TSS). The results of the calibration of DR3 M-QUAL for North 
Avenue basin are presented in table 12.

Data from 11 storms were used for model verification. Discrete water- 
quality data were collected for three of these storms, and composite data were 
collected for the remaining eight storms. Model-simulated total loads for the 
verification storms differed from the observed loads by less than 35 percent. 
OSE ranged from 23 to 59 percent. The results of verification of DR3 M-QUAL 
are presented in table 13.

Southglenn Basin

Rainfall runoff from 16 storms was monitored in the Southglenn basin dur­ 
ing the study. Structural changes were made to the channel network between 
1980 and 1981; thus the three storms in 1980 were unsuitable for modeling 
purposes. The flow-calibration data set contained seven storms, and the flow- 
verification data set contained six storms. The OSE was 30 percent for 
calibration-runoff volumes and 5 percent for peak flows for storms having more 
than 0.01 inch of runoff. Verification-flow volumes had an OSE of 34 percent 
and 9 percent for peaks. Summaries of the results of model calibration and 
verification are presented in tables 14 and 15. Hydrographs showing simulated 
and observed runoff for selected storms are presented in figure 3.

The predicted peak flows from the Southglenn basin were somewhat low 
despite an extremely high value of 3.5 for ALPADJ. The optimum value of 
ALPADJ remained at about 3.5 when the basin was subdivided into more subbasins 
as discussed in the section "Procedures." Examination of the hydrographs in 
figure 3 shows that even with this high value of ALPADJ, the correlation 
between observed and simulated hydrographs remained fairly good with respect 
to timing and peaks.

Water-quality data were obtained from five storms monitored at the South­ 
glenn basin. The water-quality data was insufficient to calibrate the 
DR3 M-QUAL because the structure of the basin was so complex.
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Table 14. --Summary of DR3M-II calibration results for the Southglenn basin 

[Runoff is in inches and peak flow is in cubic feet per second]

Storm date

1981 
Apr. 192   
May 33    
May 12-13   
May 17-18  
Mn»/ OQ           Fiay £o-~- - 
June 11-12 
lulw 17-----

Runoff
Observed

0.04 
.05 
.08 
.34 
.07 
.39
1Q

volume
Simulated

0.05 
.05 
.07 
.37 
.06 
.26
1Q

Percent 
differ­ 
ence 1

25 
0 

-12 
9 

-14
-33 

n

Peak
Observed

1.5 
2.4 
2.2 
2.5 
3.4 

4 26
4oc

flow
Simulated

1. 
2. 
1. 
2. 
2.

23 
01

7 
1 
5 
5 
8

Percent 
differ­ 
ence 1

13 
-12 
-32 

0 
-18 
-12
-1C

Observation 
standard 

error 
(percent)-- 30

Determined from unrounded values. 
2 Second storm. 
3 First storm. 
4 Estimated.
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Table 15.--Summary of DR3M-II verification results for the Southglenn basin 

[Runoff is in inches and peak flow is in cubic feet per second]

Storm date

1980

May 15-16  
May 17    
July 1     

1981
Apr. 193    
Mav 34 -    
i lu y *./

May 9     
M-ii i 1 C.   _ _May Ib ------ 
May 28-29   
July 26    

Runoff
Observed

0.31 
.21 
.13

.01 

.12 

.05 

.03 

.16 

.16

volume
Simulated

20.19 
2 .13 
2 .07

,01 
.14 
.04 
.02 
.20 
.18

Percent 
differ­ 
ence 1

__ _

0 
17 

-20 
-30 
25 
12

Peak
Observed

4 
2 
2

5 16 
5 1 
1 
5 
5

.1 

.3 

.8

.66

.3 

.4 

.2 

.9

flow
Simulated

2 2.
21. 

21.

2 t17*

6. 
6.

7 
8 
2

67

77 
91 
1 
4

Percent 
differ­
ence 1

___

1 
6 

-41 
-35 
17 
8

Observation 
standard 

error 
(percent)-- 34

^ Determined from unrounded values. 
2 Not used for verification. 
3 First storm. 
4 Second storm. 
5 Estimated.
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1500 1900 2000

TIME, IN HOURS

2200 2300

       Observed
        - Simulated

Figure 3.--Comparison of observed and simulated runoff for 
selected storms at the Southglenn basin.
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Northglenn Basin

In the Northglenn basin, 23 storms were monitored for rainfall runoff. 
Thirteen storms were selected for calibration of DR3 M-II and 10 were selected 
for verification. The OSE for runoff volumes for the calibration data set was 
20 percent. The model-simulated peak flows from storms having runoff greater 
than 0.01 inch had an OSE of 14 percent. The results of model calibration are 
presented in table 16.

The DR3 M-II simulated runoff volumes for the verification data set had an 
OSE of 15 percent. The model-simulated peak flows for storms with greater 
than 0.01 inch of runoff had an OSE of 9 percent. A summary of model verifi­ 
cation results is presented in table 17, and hydrographs showing observed and 
simulated runoff for selected storms are presented in figure 4.

Table 16.--Summary of DR3M-II calibration results for the Northglenn basin 

[Runoff is in inches and peak flow is in cubic feet per second]

Storm date Runoff volume 
Observed Simulated

Percent 
differ­ 
ence 1

Peak flow
Observed Simulated

Percent 
differ­ 
ence 1

1980
May 8 -
May 11  

June 20  
Aug. 15-  
Sept. 20 

1981
May 3 3   - 
May 34 - 
May 12-13- 
May 16-18-

July 11--- 
July 26   
Aug. 22   
Aug. 28  

0.02 
.02 
.01 
.06 
.06

.04 

.08 

.05 

.24

.02 

.10 

.05 

.01

0.02 
.02 
.01 
.07 
.08

.03 

.09 

.05 

.26

.02 

.14 

.07 

.01

0
0
0

17
33

 25
12
0
8

0
40
40
0

3.0
1.3

2 7.7
7.0

11

5.2
29
4.4
7.7

8.5
25
28
2 8.7

3.4
1.0

2 3.9
7.8

13

4.1
27
4.6
7.7

6.8
28
27
2 3.2

Observation 
standard

error 
(percent)-- 20

13
 23
 49 
11 
18

 21
 7 
4 
0

 20 
12
 4
 63

14

Determined from unrounded values. 
2 Not used for calibration. 
3 First storm. 
4 Second storm.
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Table 17.--Summary of DR3M-II verification results for the Northglenn basin 

[Runoff is in inches and peak flow is in cubic feet per second]

Storm date Runoff volume
Observed Simulated

Percent 
differ­ 
ence 1

Peak flow
Observed Simulated

Percent 
differ­ 
ence 1

1980
May 7-8   

July 1-2   
July 2    
Aug. 25-26 
Aug. 26-27 

1981

Apr. 19-20 
June 3---  
July 12-   
Ann Q------nuy . j
Aug. 16    

Observation
standard
error

(percent) 

0.27
.02
.07
.03
.06

.05
37  \J /

.01
05» w w

.01

0.20
.03
.09
.04
.07

.07
30  \J \J

.01
05  W <w/

.01

-26
50
29
33
17

40
- 1 Q
I;?

0
0
0

15

17
5.0

30*-/ \J

5.4
16

6.6
2193-L£- *J

"if) o* £. y
1 Qio
 J /I r\J 4. 2

14
3.7

QCob
4.7

18

5.3
140

"i o o
* L. 3

15 -i-^j
^ o c ^^l. b

-18
-26

20
-13
12

-20
14

-21
-17
-QQOO

9

Determined from unrounded values.
2 Estimated.
3 Not used for verification.

Discrete water-quality samples were collected from the runoff for 
11 storms in the Northglenn basin. However, one storm occurred immediately 
after a snowstorm when the street had been sanded. This storm was not 
included in model calibration or verification because normal accumulation of 
constituents was masked by the sanding. Three other storms were not included 
in the data sets because a significant (more than 10 percent) part of the 
total runoff was from pervious areas, or channel scouring occurred. The 
model cannot account for scouring, and three storms are not sufficient to 
determine pervious-area accumulation and washoff parameters. The seven 
remaining storms were used in the calibration and verification of DR3 M-QUAL.

Results of the calibration of DR3 M-QUAL were satisfactory (total seasonal 
load was within 25 percent) for all simulated constituents. The verification 
of the model of Northglenn basin also was within 25 percent for all constitu­ 
ents. There were insufficient data to compute OSE's for this basin. The 
results of DR3 M-QUAL calibration and verification are presented in tables 18 
and 19, respectively.

32



\ I I I 
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/V
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Figure 4.--Comparison of observed and simulated runoff for 
selected storms at the Northglenn basin.
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Cherry Knolls Basin

Data from 13 storms for the Cherry Knolls basin were available for the 
calibration and verification of DR3 M-II. Data from six storms were chosen for 
the calibration data set. The results of the runoff-volume calibration were 
satisfactory, and the average simulated runoff volume had an OSE of 14 per­ 
cent. However, the simulated peak flows had an OSE of 25 percent, and all 
were lower than measured peak flows. ALPADJ was increased to 2.4 in an 
attempt to increase peak flow. The value 2.4 was not high enough to make 
simulated peak flows correspond with observed flows, but further increases in 
ALPADJ produced unacceptable distortions in the simulated hydrograph.

The results of the simulation using the verification data set were less 
satisfactory; the OSE for runoff volumes was 29 percent, and 37 percent for 
peak flows. Most of the simulated peak flows for the verification data set 
were too low. A possible explanation for the unsuccessful calibration of the 
model was inaccuracy in flow determinations--flows were determined by relating 
observed gage height to discharge via a theoretical rating curve computed for 
a culvert at the gage site. The model calibration and verification results 
are presented in tables 20 and 21, and hydrographs showing observed and simu­ 
lated runoff for selected storms are presented in figure 5.

Table 20. --Summary of DR3M-II calibration results for the Cherry Knolls basin 

[Runoff is in inches and peak flow is in cubic feet per second]

Storm date

1981
May 32    
May 27-28 

June 11-12 
June 29    
July 12    
Aug. 9   

Observation
standard

error
(percent)

Runoff
Observed

0.02
.03
.13
.04
.12
.03

volume
Simulated

0.02
.04
.12
.04
.12
.05

Percent 
differ­ 
ence 1

0
33
-8
0
0

66

14

Peak
Observed

2
2

16
8
9
2

.6

.9

.0

.8

.3

flow
Simulated

2.
2.

15
4.
5.
1.

0
1

7
2
6

Percent 
differ­ 
ence 1

-30
-28
-6

-41
-47
-30

25

Determined from unrounded values. 
2 First storm.
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Table 21.--Summary of DR3M-II verification results for the Cherry Knolls basin 

[Runoff is in inches and peak flow is in cubic feet per second]

Storm date

1981
May 32 -----
May 3-4    
May 12-13 
May 28-----
May 29 -   -

July 7    
v M » j i

July 26-27--

Observation
standard

error
(percent)

Runoff
Observed

0.09
.01
.03
.03
.06
.07
.05

volume
Simulated

0.10
.04
.05
.04
.10
.07
.06

Percent 
differ­ 
ence 1

11
--
67
30
67
0

20

29

Peak
Observed

13
1
1
9
4

10
7

.8

.5

.8

.1

.7

flow
Simulated

17
1.
1.
7.
3.
8.
4.

7
0
0
1
1
6

Percent 
differ­ 
ence 1

31
-6

-33
-29
-24
-19
-40

37

Determined from unrounded values. 
2 Second storm.

Discrete water-quality data during the period of runoff were available 
for eight storms for the calibration and verification of DR3 M-QUAL. All data 
were placed in the calibration data set because there were an insufficient 
number of storms with complete data for both a calibration and a verification 
data set. DR3 M-QUAL calibrated very well, with at most a 15-percent differ­ 
ence between the simulated and observed data. The OSE's for this site ranged 
from 14 to 41 percent. Two storms had composite water-quality data of suffi­ 
cient quality to be used for verification. The results of the verification 
using these two storms indicated that the model tended to greatly overpredict 
loads of all constituents. Therefore, DR3 M-QUAL may be used with the calibra­ 
tion parameters listed in table 18, but users are cautioned that the model was 
not verified. The results of model calibration are presented in table 22.
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Figure 5.--Comparison of observed and simulated runoff for 
selected storms at the Cherry knolls basin.
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Villa Italia Basin

The Villa Italia basin is unusual in that 91 percent of the basin is 
effective impervious area, consisting of buildings and a parking lot. Per­ 
vious-area runoff contribution is virtually nonexistent. The DR3 M-II was 
calibrated with data from nine storms in 1980 and verified with data from 
13 storms in 1981. Normally both the calibration and verification data sets 
should contain storm data from both 1980 and 1981 to account for different 
hydro!ogic conditions. However, since the Villa Italia basin is mostly 
effective impervious area, and the different hydrologic conditions mainly 
affect runoff from pervious area, the possible bias in the data set is not 
important for this basin.

Calibration using the 1980 storm data resulted in an 11-percent OSE for 
runoff volumes and a 20-percent OSE for peak flows. The verification using 
the 1981 storms produced model-simulated flow volumes and peak flows that had 
OSE's of 8 percent and 22 percent, respectively. A possible source of error 
in both the flow volumes and peak flows may be the inaccurate determination of 
base flows. Base flow at this site varied considerably (from about 0.1 to 
5 ft3 /s), sometimes even during the relatively short duration of a single 
storm event. Possible sources of the base flow are overspray from lawn irri­ 
gation, washing of parking area, and air-conditioning water. It was usually 
difficult to determine how much of the total flow at the gage was due to storm 
runoff and how much was base flow. The results of calibration and verifica­ 
tion of DR3 M-II are presented in tables 23 and 24. Hydrographs showing 
observed and simulated runoff for selected storms are presented in figure 6.

Six storms at the Villa Italia basin provided sufficient water-quality 
data for calibration of DR3 M-QUAL, three storms each from 1980 and 1981. The 
very intense storms of August 14, 1980, and June 3, 1981, were not included in 
the calibration or verification, because some of the runoff from each of these 
storms overflowed the sewer drains, left the basin, and was not recorded. The 
Villa Italia basin was difficult to calibrate with DR3 M-QUAL, which may be 
partly due to the difficulty in subtracting the contribution from base flow to 
the total load. Difficulty in calibration probably also was due to physical 
factors not accounted for in this application of the model. Examples of some 
of these physical factors are the amount of automobile traffic between storms, 
quantity of constituents tracked into the basin by automobiles, number of 
automobiles parked on the basin during a storm, and the time since the basin 
was swept. The results of the basin calibration of DR3 M-QUAL are presented in 
table 25.

Seven storms were used for the verification data set. Verification runs 
of DR3 M-QUAL for the basin indicated a need to recalibrate the model for total 
lead, total zinc, total phosphorus, and total manganese. The simulated 
constituent loads in the calibration set were slightly too large, but the 
verification loads were as much as 33 percent too low. OSE's ranged from 24 
to 78 percent for calibration values and from 27 to 57 percent for 
verification values. The best data fits were obtained for total suspended 
solids and total phosphorus. Results of the verification are presented in 
table 26.

43



Table 23.--Summary of DR3M-II calibration results for the Villa Italia basin 

[Runoff is in inches and peak flow is in cubic feet per second]

Storm date Runoff
Observed

volume
Simulated

Percent 
differ­ 
ence 1

Peak
Observed

flow
Simulated

Percent 
differ­ 
ence 1

1980

July 
July 
Aug. 
Aug. 
Aug.

Sept. 
Sept. 
Sept. 
Sept.

1-2   
30    
7     
10    
oc_____^o-----

8_____io2 
103   
20   

0.37 
.04 
.05 
.03 
.30

.03 

.05 

.05 

.14

0.37 
.03 
.04 
.02 
.28

.02 

.06 

.07 

.13

0
_ or
<LD

-20 
-33 
-7

-33 
-20 
40 
-7

21 
4 

11 
3 

23

4 
2 

19 
33

.8 

.4

.5 

.2

19 
3. 
8. 
2. 

22

3. 
3. 

21 
24

5 
8 
0

2
4

-9 
-27 
-20 
-41 
-4

-29 
55 
11 

-27

Observation 
standard

error 
(percent)-- 11 20

Determined from unrounded values. 
2 First storm. 
3 Second storm.
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Table 24.--Summary of DR3M-II verification results for the Villa Italia basin 

[Runoff is in inches and peak flow is in cubic feet per second]

Storm date

1981
Mar 90-----1 Idi . L.\J
Anr iq----_
>\\J 1 . -L-'
A OnMpr . £\j
May 32    
» « «-v *5May 33 -----
» « A /iMay 3 4 -   -
May 12-13--
May 16    
May 17-18--

June 2-3   
June 3------
July 12    
July 26    

Observation
standard

error
(percent)

Runoff
Observed

0.08
.28
.49
.14
.08

.04

.26

.25

.70
5 .49
5 .91
.11

5 .81

volume
Simulated

0.08
.27
.49
.13
.08

.06

.29

.24

.70

.57

.89

.11

.79

Percent 
differ­ 
ence 1

0
-4
0

-7
0

50
12
-4
0

20
-2
0

-2

8

Peak
Observed

10
33
77
14
22

4.6
13
8.8

14
6 75
6 77
12

666

flow
Simulated

6.8
19
67
6.9

16

4.1
11
11
15

79
91
11
74

Percent 
differ­ 
ence 1

-32
-42
-13
-51
-27

-11
-15
25
7

5
18
-8
12

22

Determined from unrounded values.
2 First storm.
3 Second storm.
4 Third storm.
50bserved runoff adjusted for flow which bypassed gage,
6 Some of the peak flow bypassed gage.
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Figure 6.--Comparison of observed and simulated runoff for 
selected storms at the Villa Italia basin.
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APPLICATION OF DR3 M-II and DR3 M-QUAL

DR3 M-II has several applications in the Denver metropolitan area. Cali­ 
brated models of basins can be used with historical rainfall data to construct 
runoff volume and peak-flow probability distributions for these basins. The 
model also may be used to estimate the effect of increased urbanization and 
the corresponding increase in effective impervious area on the runoff volumes 
and peak flows in the basins. The effect of storm-water detention on the peak 
flows also could be modeled. The values of the calibration parameters found 
in this study could be used in DR3 M-II or other models to simulate flow in 
ungaged basins if the physical characteristics of the basins are similar to 
the characteristics of the basins studied in this investigation.

DR3 M-QUAL may be used to predict seasonal loads, but it has only limited 
use in prediction of loads of water-quality constituents for individual 
storms. The model may be used to construct load frequency tables using 
historical flow data. DR3 M-QUAL could be used to evaluate the effect of 
increased urbanization on seasonal loads of water-quality constituents. The 
model parameters may be used to provide initial estimates of similar param­ 
eters in other water-quality models.

CONCLUSIONS

DR3 M-II was calibrated and verified for five basins North Avenue, South- 
glenn, Northglenn, Cherry Knolls, and Villa Italia. The model is most 
accurate in the prediction of rainfall-runoff volumes, but may be used for 
peak-flow prediction with somewhat less accurate results. The observation 
standard error of the model prediction of runoff volume and peak flow for 
storms having runoff volumes greater than 0.01 inch generally is less than 
40 percent. The most useful application of the calibrated DR3 M-II probably is 
in obtaining peak-flow probability distributions for the monitored basins.

DR3 M-QUAL was calibrated and verified for four basins North Avenue, 
Cherry Knolls, Northglenn, and Villa Italia. The model is most useful in 
prediction of seasonal loads of constituents in storm runoff. The model is 
not very accurate in the prediction of loads resulting from individual storms. 
The model does provide substantial insight into the buildup and washoff 
processes that occur in the Denver area urban basins. The calibrated buildup 
and washoff coefficients may be used in other similar models as initial 
estimates for calibration. The model is not, however, applicable to ungaged 
basins using the calibration parameters listed in this report.
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