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DOCUMENTATION OF A REGIONAL AQUIFER SIMULATION MODEL, RAQSIM,
AND A DESCRIPTION OF SUPPORT PROGRAMS APPLIED IN THE
TWIN PLATTE-MIDDLE REPUBLICAN STUDY AREA, NEBRASKA

By Ralph E. Cady and Jon M. Peckenpaugh

ABSTRACT

RAQSIM, a generalized flow model of a ground-water system using
finite-element methods, is documented to explain how it works and to
demonstrate that it gives valid results. Three support programs that
are used to compute recharge and discharge data required as input to
RAQSIM are described.

RAQSIM was developed to solve transient, two-dimensional, regional
ground-water flow problems with isotropic or anisetropic conductance.
The model can also simulate radially-symmetric flow to a well and steady-
state flow. The mathematical basis, program structure, data input and
output procedures, organization of data sets, and program features and
options of RAQSIM are discussed. An example, containing listings of
data and results and illustrating RAQSIM's capabilities, is discussed in
detail. Two test problems also are discussed comparing RAQSIM's results
with analytical procedures.

The first support program described, the PET Program, uses solar
radiation and other climatic data in the Jensen-Haise method to compute
potential evapotranspiration. The second support program, the Soil-
Water Program, uses output from the PET Program, soil characteristics,
and the ratio of potential to actual evapotranspiration for each crop to
compute infiltration, storage, and removal of water from the soil zone.
The third program, the Recharge-Discharge Program, uses output from the
Soil-Water Program together with other data to compute recharge and
discharge from the ground-water flow system.

For each support program, a program listing and examples of the
data and results for the Twin Platte-Middle Republican study are provided.
In addition, a brief discussion on how each program operctes and on
procedures for running and modifying these programs are presented.



INTRODUCTION

"RAQSIM' is an acronym for the Regional Aquifer Simulation Model
prepared for use in the Twin Platte-Middle Republican hydrogeologic
study. The area of this study consists of about 2,970 square miles in
southwest Nebraska, partly in the Twin Platte Natural Resources District
and partly in the Middle Republican Natural Resources District (fig. 1).
Because of the large area involved and a restricted computer memory, use
of a traditional finite-difference ground-water flow model was impractical
at the available computer facilities. The flexibility of a finite-
element grid, however, allows boundaries and streams to be more closely
approximated while maintaining coarser discretization outside the primary
area of interest. Unfortunately, at the time this project began, no
well documented finite-element program was available for simulation of
ground-water systems involving large areas.

A finite-element program that had many features applicable to
regional modeling and that offered advantages unavailable in other
programs was discovered through a literature search. This program,
called "FLUMP,'" 1s described in detail by Narasimhan and others (1978).
Some aspects of FLUMP, however, are not particularly suited to use in
simulation of large areas for lengthy water-management plans. RAQSIM,
therefore, was written to add features designed to increase efficiency
in handling problems specific to the Twin Platte-Middle Republican study
area.

Values of recharge to and discharge from the major aquifer or
aquifers of the ground-water system are required in order to operate a
ground-water flow model such as RAQSIM. These data cannot be obtained
by direct measurement but must be estimated through use of a variety of
programs, which for this report will be referred to as '"support programs.'
Output from these support programs provides input to the ground-water
flow model that is applicable specifically to the study area. Support
programs described in this report are pre-existing programs modified to
meet the needs of the Twin Platte-Middle Republican study.

Purpose and Scope

There are two purposes for this report. One purpose is to document
RAQSIM. As RAQSIM is a generalized flow model of a ground-water system,
it has potential for use in areas other than the Twin Platte-Middle
Republican study. Documentation is necessary, therefore, not only to
explain this model but also to demonstrate that it gives valid results.









DOCUMENTATION OF RAQSIM

RAQSIM was written principally to solve time-dependent, two-dimensional,
regional ground-water flow problems. The model also incorporates features
that allow it to be applied to other problems such as radially-symmetric
flow to a well and steady-state flow. It is designed to simulate two-
dimensional problems or three-dimensional problems if radial symmetry
about the vertical axis can be assumed. In two dimensions, the grid may
be oriented either horizontally or vertically. RAQSIM has the capability
of handling both isotropic and anisotropic conductance.

Two hydraulic properties of the ground-water flow system that are
simulated by RAQSIM will vary, depending on the dimensionality and
orientation of the finite-element grid. These hydraulic properties are
referred to in RAQSIM as ''conductance' and ''capacitance." These terms
may be used in place of analagous terms such as "transmissivity' and
"storage coefficient" when dealing in a two-dimensional horizontal
system, or "hydraulic conductivity' and ''specific storage' when dealing
wilth a saturated cross-sectional or three-dimensional, radially-symmetric
flow system. Likewise, they may be used in place of '"hydraulic conduc-
tivity" and ''soil-water capacity' when dealing with an unsaturated
cross-sectional or a three-dimensional, radially-symmetric flow system.

The model FLUMP, after which RAQSIM is patterned, is described by
Neuman and Narasimhan (1977), Narasimhan and others (1977), and Narasimhan
and others (1978). The reader interested in the primary mathematical
foundation of FLUMP should consult these articles.

RAQSIM differs from FLUMP in a number of significant ways:

1. RAQSIM is written in IBM FORTRAN IV while FLUMP uses the
conventions of CDC FORTRAN IV.

2. Input to RAQSIM is organized to utilize disk files arranged to
minimize the amount of computer memory required during the simulation.
In FLUMP, a single data set is used for all of input data and all data
are read at the start of the simulation.

3. RAQSIM solves for hydraulic head, which hereafter will be
referred to as head, at implicit nodes directly by using the Cholesky
method (Pinder and Gray, 1977, p. 22-23). FLUMP uses an iterative
scheme to solve for head at the implicit nodes.



4. In RAQSIM, head-dependent hydraulic properties are updated in
response to a time-frequency parameter or an absolute head-change parameter.
In FLUMP, these hydraulic properties are updated after every time step.

5. In RAQSIM, flux specification generally is implemented only as
a tabulated function of time, while conductance and capacitance are
implemented only as tabulated functions of head. Within RAQSIM, stream-
aquifer flux and ground-water evapotranspiration may be simulated as
simple functions of head. In FLUMP, the user is allowed to specify flux
as a tabulated function of head or time and to specify conductance and
capacitance as tabulated functions of head or time.

6. In RAQSIM, code is provided to simulate stream-aquifer flux if
streams are connected to the ground-water system and to account for
changes in quantity as flow moves downstream. Stream-aquifer flux is
approximated as a linear function of the difference between the head in
the stream and the head in the aquifer. The flux from the stream to the
aquifer may be limited if there is insufficient flow in the stream.
FLUMP has provisions to simulate flux only as a function of head or as a
function of time, not as a function of flux at adjacent nodes.

7. Ground-water evapotranspiration (ET) is simulated within RAQSIM
as a very simple function of depth to water below the land surface. The
maximum rate of ET, which is uniform over the entire area but variable
through time, will occur if the head is at the elevation of the land
surface. ET will vary linearly from the maximum rate as head drops below
the land surface, ceasing entirely once head falls below a specified.
depth (also uniform over the entire area). FLUMP is unable to simulate
flux as time-varying function of head.

From the standpoint of flexibility, it is obvious that RAQSIM lacks
some of the power offered by FLUMP (primarily related to the updating of
hydraulic properties and the general specification of flux as functions
of head or hydraulic properties as functions of time). The primary
function of RAQSIM is to simulate efficiently regional ground-water
systems and to incorporate some features beyond FLUMP's capabilities,
while sacrificing some of FLUMP's features that generally are not applied
to regional ground-water simulations.



Mathematical Basis

A brief summary of the mathematical basis of RAQSIM is presented in
this section. A uniform convention has been adopted pertaining to the
sign of flux values throughout RAQSIM. Positive flux represents flow
into the aquifer, while negative flux represents discharge from the
aquifer.

Flow Equation

Equation 3 of Neuman and Narasimhan (1977) describes the general
form of parabolic equation that both FLUMP and RAQSIM solve:

[ el + D] = {ow)] )
where

EA] the conductance matrix, is dependent upon the geometry of the
system and the conductance within the system;

[ﬁ] the capacitance matrix, is dependent upon the geometry of the
system and the capacitance within the system;

[h(t)] the vector of the dependent variable, i.e., hydraulic head for a
ground-water simulation;

[ﬁ(tﬁ the vector of the time derivative of the dependent variable
(dh/dt);

BQ(tﬂ the vector of sources, sinks, or boundary flux

The capacitance matrix [D] is diagonalized following the suggestions
and justification given by Neuman and Narasimhan (1977).

Individual terms of [A] and [D] are defined by Neuman and Narasimhan
(1977, equations 4 and 5).

Finite differencing the time derivative and introducing an implicit
welghting factor (O, i.e., THETA) leads to the discrete form:

[A] <e [hk”} s (1-9) {thJ, ] - - [q] 2)

At




which is equivalent to equation 0 of Neuman and Narasimhan (1977) with
the asterisk dropped from the symbol for the capacitance array [D].

Superscripts k+1 and k refer to time. Time level k+l equals time k plus
At.

Rearranging and combining terms in equation (2) yields

(9 [ + [;[:CD—]-) <{hk+l} . [h@) - [o] - Wb (3)

For explicit nodes, O 1s zero; the resulting equation for an

explicit node contains a single unknown variable, the head (hk+l).
Implicit nodes generally have more than one unknown for each equation
and must be solved simultaneously. RAQSIM uses the Cholesky method
(Pinder and Gray, 1977, p. 22-23) to solve the resulting system of
symmetric simultaneous equations directly.

Automated Estimation of Time Step Size and Implicit Weighting Factor

Time derivatives of head are forecast for each time step and are
used to help assure that the maximum head change during that time
step does not exceed an allowed maximum. Choice of an optimal value for
the implicit weighting factor, THETA, during the simulation also makes
use of the forecast time derivative of head. Time derivatives of head
at the start of a time step are approximated by the explicit form. By
saving the time derivative at the beginning of a time step for the
implicit node with the largest head change during a time step, it is
possible to forecast a head change for that node during the subsequent
time step.

Assume that DHAVG is the average deviation from the initial head
during a time step, while DELH is the total head change during the
time step. These can be described mathematically as:

n

DELH = h(t)) - h(t,)

i}

DHAVG 1 jt?‘ [h( t) - h (tl)] dt
tl ’



The optimal value for THETA for that time step is estimated such that
the forecast estimate of DHAVG equals the product of THETA with the
forecast estimate of DELH.

The forecast values for DHAVG and DELH are derived by assuming one
of the following functional relationships for head change with respect
to time.

1. Head-change rate decreasing with time: If the magnitude of the
head-change rate for the specified node decreases with time, the function

1s assumed to be an exponential decay of the form:

ALPHA * (t;-tg)

h(t1) = htg) * e (4)
or :
h(ty) = h(tg) - :ﬁ;gi s (- PHA * (ty-ty)y (5)
where

B(t) is the value of the time derivative of head at time t;

h(t) is the value of head at time t;

t, is the value of time at the beginning of a time step,
Y is any time after t ; and

ALPHA 1s a negative constant controlling the decay rate.

ALPHA can be estimated if the head and time derivatives of head are
known at two times for the node of interest by the rclation

}.l(fl) - ﬁ(to)

ALPHA = e Ty

(6)

The forecast of the head change in a subsequent time step (from t;
to tz) can be estimated by the relation

ey = - M) | ALPHA * (t)-1))

ot ) (7

The average head difference from h(tl) during the same time step may be
forecast with the relationship
DELH by

DHAVG = (8)



2. Head-change rate increasing with time: If the magnitude of the
head-change rate increases with time, the functional relationship for
the specified node is assumed to be quadratic growth of the form

” T % * -
h(tl) h(to) + 2 * BETA (tl to) (9)
or
L] 2 i
- * - % -
h(tl) h(to) + h(to) (tl to) + BETA (tl to) (10)
where
BETA is the constant controlling the quadratic growth.
The value of BETA may be estimated for the specified node from the

head change during the previous time step and the present value of the
time derivative of head:

}.l(tl) _ h(tl) - h(to)
Y5
BETA = (11)
SR
The forecast head change in a subsequent time step (from t, to tZ)
can be estimated by the relationship:
: 2 :

= kS - kS -

DELH h(tl) (tz tl) + BETA (t2 tl) (12)

while the average head difference from h(t;) during any time step may
be forecast with the relationship:
. 2
* - * -
h (tl) (t2 tl) BETA (t2 tl)

DHAVG = : + 3 (13)
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Program Structure

The program RAQSIM consists of a short dimensioning procedure and
22 subroutines. A listing of the program is given in Attachment A.
Comments in the first program segment give a listing of the subroutines
and a brief description of the task performed by each. The overall
structure of the program is shown by a flow chart (fig. 2) and a brief
description of each subroutine is given in table 1. This program uses
IBM double precision, half-word integers, and single-byte logical
variables and therefore may require some re-coding before it will run on
other computers. All of the variable dimensioning is accomplished in
the first program segment by partitioning four vectors. If there is
insufficient room within these vectors to store the dimensioned variables,
the user must change the dimensions only of these four vectors (lines
85-94 of Attachment A). Comments in the first program segment guide the
initial selection of dimensions for the vectors. Required dimensions
are printed in the normal output to allow the user to adjust the dimensions
to suit a specific problem.

Terms of the A and D matrices of equation 1 are incorporated into
the ANM vector within the program. The LAMBDA vector in the program

holds the coefficlents of the set of simultaneous equations for the
implicit nodes.

Table 1.--Brief description of RAQSIM subroutines
INPUTS:  Performs input of initial and constant data.
BOUNDS:  Checks for proper range of certain integer data.

CONTRL:  Subroutine to control the progress of the simulation and
keep tabs on remaining computer time to allow a restart.

REFORM:  Generates the ANM array. Checks stability criteria.
Reclassifies and resequences implicit node: if needed.

SMULAT: Routine to simulate and perform mass balance calculations
for each time period having constant hydraulic parameters and

specified boundary conditions.

FLUXES: Consolidates various flux components and updates known heads,
streamflow variables, and time parameters.

11



TSMASS:  Calculates capacitance and conductance as a function of
saturated thickness from tabulated input and determines the
amount of fluid in each nodal subdomain at the start of the
simulation and at the end of the simulation for use in mass
balance.

SHAPE : Determines basis function integrals and element areas.

STFLOW:  Simulates streamflow components.

INTABL:  Reads tabulated values of capacitance and conductance versus
"saturated thickness" from device INTS.

DAYS: Determines number of days between dates. Inputs are integer
values for month, day, and year; output is number of days.

NEWDAT: Determines the new month, day, and year given the old month,
day, and year and the number of days added.

ACCUM: Subroutine which forms space and time derivative matrices.
SETANM:  Subroutine to form the linked list structure of ANM array.
FACTOR:  Subroutine for Cholesky factorization of matrix LAMBDA.
SOLVE : Subroutine solving factored LAMBDA matrix for unknowns.

OPTNUM:  Scheme to renumber implicit nodes to minimize the left
horizontal profile of the symmetric matrix.

NUMLVL:  Subroutine that renumbers nodes within a particular level
structure.
DISJNT: Subroutine to determine which level structure is to be used

for a particular disjoint connected component during renumbering.

BLDLVL:  Subroutine to build level structure during renumbering.
DEGREE:  Subrouting to determine degrees in a level structure during
renumbering.

FINDIJ: Subroutine to form the linked list I-J connection during
renumbering.

12



MAIN

INPUTS CONTRL
BOUNDS (D)*
AYS
SHAPE SETANM FLUXES SMULAT REFORM TSMASS

SN TN N

STFLOW NEWDAT FACTOR SOLVE ACCUM OPTNUM INTABL

|

FINDIJ BLDLVL DISINT \ NUMLVL

/

DEGREE

Subroutines referred to in this figure are described in table 1.

*Note: (D) is a feature of the flow chart used to avoid
crossing flow paths. (D) merely serves to connect
subroutine SMULAT with subroutine DAYS.

Figure 2.--Generalized flow chart depicting overall structure of RAQSIM.
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Overview of Data Input and Output

To allow RAQSIM to simulate a wide range of problems, input and
output was designed for maximum flexibility. A complex simulation might
require up to nine input data sets and produce up to six output data
sets. Device numbers for these files are specified by an integer greater
than zero within the job-file data set (the record number refers to the
record sequence within the job-file described in Attachment B).

Input Data

Data are input as a number of separate data sets in order to minimize
the computer memory requirements. Data used more than once but only a
limited number of times during execution of the program are re-read when
needed. For example, tabulated values of conductance or capacitance
versus saturated thickness, needed to update values used during simula-
tion, are read each time they are needed rather than continually stored
in locations in computer memory.

Some data, such as recharge or discharge at any node, or head at
"prescribed head'' nodes, may be time dependent. Files containing these
data are accessed as often as needed during simulation to insure that
the proper time-dependent values are used.

Files containing separate data sets can also facilitate the use of
programs other than the simulation program. For example, programs to
"contour' simulated head values may use the RAQSIM data set that contains
the coordinate locations of all the node points.

The data set accompanying the job includes data necessary to title
the particular run, to set the duration of the simulation, to specify
the input and output device numbers, and to select the available options
for the run. As a matter of convenience, generally there is one data
value or option value specified per record. This allows liberal room
for annotation of the corresponding input variable. A description of
the contents of the job input data set (or data deck) is included in
Attachment B.

In addition to the job-file data set, the program allows up to ten
additional input data sets:

1. Restart data set (record 6).
2. Initial heads at all nodes (record 7).
3. Tabulated hydraulic properties (record 17).

14



Evapotranspiration data set (record 21).
Stream systems (record 22).

Node definition (record 28).

Element definition (record 29).

Nodal recharges or discharges (record 31).
Known-flux boundary conditions (record 33).
Known-head boundary conditions (record 34).

O WO U

A number of the input data sets use variable formats; that is, a
format is read in by the program from the data file and subsequently
used as the format for reading the data.

The node definition data set, the element definitlon data set, and
the job-file data set are the only data sets that are required (initial
heads normally are included in the node definition data set and boundary
conditions automatically default to no-flow boundaries). The structure
of the input data sets is described in Attachment B.

Sources or sinks may be incorporated by using either the known-flux
boundary condition, the nodal recharge-discharge data sets, or both.
The known-flux boundary data set may include any flux boundary (top,
bottom, or lateral) of the system. It 1s of greatest use in problems
with sources or sinks at a limited number of nodes. In the event that
there are sources or sinks at the majority of nodes, it may be advantageous
to use the nodal recharge-discharge data set (record 31, Attachment B).

The first record encountered in these data sets consists of a value
that specifies the dimensions of the arrays. For example, the node
definition data set starts with a record that specifies the total number
of nodes in this problem. Likewise, the element definition data set
starts with the total number of elements in this problem.

Most data within these data sets conform to formats determined by
the user and are entered as a record within the data set. Date and time
parameters are entered in a fixed format. Month, day, year, and hours
into the day are input according to the following format:

(12, 1X, 12, IX, I4, F10.0)

For those data scts that contain time-dependent data, the values of
the time-dependent data are preceded by the relevant date and time. For
example, time varying boundary heads are defined by first designating
the time followed by the boundary heads at that time. For transient
solutions, the boundary heads at intermediate times are estimated as a
simple linear interpolation between the heads at specified times. For
steady-state solutions, known heads are held constant until the time of
the next given known-head boundary condition.

15



Output Data

The program handles output in a variety of ways. Two forms of
output are available, one in printed copy and the other as output to a
file. Options are available to control the amount and type of output.
Head data may be written to files in two ways--either as head values for
all nodes at particular times or as head values at particular nodes for
all simulated times. The first allows ''contour'" plots of head to be
drawn from the output values, and the second allows hydrographs of head
versus time at particular nodes to be plotted. Printout contents can
range from a brief listing of job-file input, fatal errors, and final
mass balance to a complete 'dump' of intermediate results, by selecting
the appropriate value for the printout code (PCODE) in the job-file
input data set(Attachment C).

In addition to the printed file (record 37), the program allows up
to five other output data sets. The device numbers of these files are
specified by an integer greater than zero within the job-file data set.
The following output data sets can be generated by RAQSIM (the record
number refers to the record sequence within the job-file described in
Attachment B):

1. Final time, nodal heads, and the amount of fluid associated
with each nodal subdomain (subsequently referred to as nodal mass)
(record 8).

2. Estimate of stream baseflows (record 26).

3. Reaches where streams begin to flow (record 27).

4, Water levels or heads stored at selected nodes for all times
(record 38).

5. Water levels or heads stored for all nodes at selected times
(record 42).

Attachment D provides additional information on input and output

data sets. Types of data contalned within each data set, data format,
and other useful information are contained in this attachment.

16



Program Features and Options

1. Time variables.--Internally, time variables are handled in
units of days. Some of the input data are time parameters and are read
under one of two separate input formats. If the parameter consists of
an absolute time reference (a date), the parameter is input by specifying
the month, day, year, and time of day in decimal hours conforming to the
format specified as number 3 in the job-file format section (Attachment B).
If the parameter refers to a frequency or time-step duration parameter,
it 1s input in decimal days, conforming to the format specified as
number 2 in the job-file format section.

The starting date is the date associated with the initial conditions
of the simulation. In the event of a restart from a particular point
after simulation has been halted, the starting date is not changed. All
references of time in decimal days are related to the starting date. 1In
similar fashion, the ending date is the end point of the present simulation,
and simulation is halted upon reaching that date.

2. Radial symmetry.--Three-dimensional problems may be solved if
the problem is radially symmetric about the vertical axis (record 4 of
Attachment B).

3. Discharge limitation.--For some problems, it may be unreasonable
to continue discharge once head falls below a certain level. An option
is provided (record 5 of Attachment B) that temporarily disregards
discharge at a node if the head at that node is at or below the level
specified by the reference datum for the node.

4. Restart of a simulation.--In the event of a restart, the date
and time at which the simulation resumes are read in from a file denoted
by CONTNU (record 0 of Attachment B) along with the nodal head array and
nodal mass array that represent that point in the simulation. Initial
heads are those that are consistent with the starting date and are read
in only if the simulation is not a restart.

5. Output of final head and mass.--At the end of the simulation,
the ending date, nodal heads, and nodal mass may be transferred to a
file denoted by OUIM (record 8 of Attachment B) in order to allow the
simulation to be restarted from this time.
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6. Steady-state simulation.--A steady-state simulation solves for
heads at equilibrium with the flux (analogous to heads that would occur
after an infinite period maintaining constant boundary conditions and
fixed recharge or discharge). This program may be used to solve for one
or many steady states by activating the steady-state option (record 9 of
Attachment B). During a steady-state simulation, known-head boundaries
are considered to be set to constant values read in at the previous head
boundary condition change rather than interpolating head between specified
times as is done during normal transient simulation. When streams are
simulated during a steady-state simulation, the storage at all nodes
except the stream nodes is set to zero. This minimizes the possibility
of extreme oscillation that might occur because stream-to-aquifer flux
is not being handled implicitly.

7. Implicit weighting factor.--The program gives the user the
option of specifying a constant value for the implicit weighting factor
THETA (record 11 of Attachment B) or allowing the program to vary the
weighting factor during the course of simulation (record 10 of Attachment B).
A value of 1.00 for THETA is equivalent to a fully implicit formulation.
With THETA equal to 0.00, the solution is explicit and THETA equal to
0.50 commonly is known as the Crank-Nicholson formulation. With a
variable THETA specified, THETA will be maintained between the range
from 0.57 to 1.00 in order to avoid oscillations and increase the
accuracy of the solution (see Narasimhan and others, 1977).

8. Equilibrium head-change rate.--To avoid simulating through a
period during which all heads are at or near equilibrium, the program
allows the user to specify the largest magnitude head-change rate that
will be considered to define equilibrium (record 12 of Attachment B).
Once this condition is satisfied, time will be updated to the next
change of boundary condition or change of flux conditions.

9. Maximum time-step duration.--The maximum duration for any time
step (record 13 of Attachment B) determines the classification of a node
as explicit or implicit and, in general, restricts the size of time steps.

10. Minimum time-step duration.--Allowing conductance or capacitance
to vary during a simulation will cause variation in the stability of
individual nodes. If, during simulation, the smallest stable time step
for any explicit node falls below the value specified in record 14 of
Attachment B, all nodes will be reclassified as explicit or implicit
depending on present stability conditions relative to the maximum time
step duration. Since reclassifying nodes may be somewhat time consuming,
a trade-off must be made between continuously reclassifying on one hand
and simulating progressively smaller and smaller time steps on the other.
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11. Maximum head-change per time step.--The duration of time steps
may be controlled by specifying a maximum head change allowed over any
time step (record 15 of Attachment B). It is activated by input of a
non-zero value. The program will reduce the length of the time step a
maximum of ITMAX times (record 16 of Attachment B) if the maximum head
change per step is exceeded. The program forecasts the maximim head
change expected during a step by assuming either an exponential decay or
a quadratic growth of the head-change rate depending on past history.
Generally, only a few iterations are necessary. To vary the maximum
number of iterations allowed, adjust the input value of ITMAX.

12. Hydraulic properties for an element.--An element may have
constant hydraulic properties or may have them determined as a function
of the average head within an element. Record 17 of Attachment B may
designate a file that contains tabulated hydraulic properties (also
refer to part 5 of Attachment D). A constant value of isotropic con-
ductance for an clement may be specified by including the value in the
element definition (record 29 of Attachment B and part 4 of Attachment
D). These values take precedence over any values determined from func-
tional relationships if control variables in the element definition are
set less than or equal zero (see part 4 of Attachment D). Thus, certain
areas within the simulated region may have varying hydraulic properties
while other arcas may have constant hydraulic properties. Also, for any
element, one hydraulic property may be constant while the other is
variable. In the event that record 17 of Attachment B (the device
number of the tabulated hydraulic properties) does not refer to a valid
file, the hydraulic properties are constant for each element and are
those values input as part of the element definition. Anisotropic
conductance may be interpolated from tabulated conductance relationships
if record 18 of Attachment B is an integer other than zero.

Selection of a specific tabulated functional relationship for
hydraulic propertics of a particular element is governed by a material
number that is input as part of the element data set (Attachment D,
part 4). The reference datum used to determine the mass assoclated with
each node and used during any estimation of hydraulic propertics from
the functional relationship is input as a variable within the node
data set (Attachment D, part Z2). For example, in modeling two-dimensional
horizontal flow, the reference datum most often would be the base of the
aquifer, and thus hydraulic properties would be tabulated with respect
to saturated thickness or elevation of the piezometric surface above the
base of the aquifer. Hydraulic properties derived from tabulated func-
tional relationships may be re-evaluated during a simulation if at least
one of two criteria is active. TSFREQ (record 19 of Attachment B) repre-
senting a time frequency and DHFREQ (record 20 of Attachment B) representing
an absolute head-change frequency may be enabled by coding with non-zero
values.
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13. Evapotranspiration may be simulated in RAQSIM by designating
INET (record 21 of Attachment B) as the input file for the evapotrans-
piration data set (see part 9 of Attachment D).

14, Simulation of stream systems.--The program has the capability
of simulating stream systems as a network of reaches that may leak water
to or from the aquifer depending on the head in the stream, the head in
the aquifer, and the amount of water available in the stream (Rushton
and Tomlinson, 1979). Associated with each stream reach is a leakance
parameter that essentially is the volume of water that would be trans-
ferred from the stream to the aquifer per unit length of stream reach
due to a unit difference in head between the stream and the aquifer. In
the program, the leakance parameter is constant over time for each
stream reach. Two variables for each stream reach may be time dependent:
(1) the average head in the stream for that reach, and (2Z) any inflow
(or diversion) to the stream associated with that reach, such as overland
runoff. Defining the stream network requires creation of a tree-structure
for each stream system within the network. This will be explained
further during the documentation of a test problem.

15. Maximum stream-to-aquifer head gradient.--For many stream-
aquifer systems, a gradient between stream and aquifer (resulting in
flow from the stream to the aquifer) that exceeds 1.0 may be unrealistic.
The user may limit the maximum stream-to-aquifer gradient to 1.0 by
coding SGCODE to a non-zero value in record 23 of the job-file (Attach-
ment B).

16. Prediction and correction of stream-to-aquifer flux.--Due to
the non-linear nature of flow in ephemeral streams (negative flow is not
allowed) and because the maximum stream-to-aquifer head gradient may be
limited to 1.0, the stream-to-aquifer linkage cannot be implicitly
formulated as a function of the unknown head in the aquifer. The initial
estimate of stream-aquifer flux for a time step is calculated by using
the stream-aquifer flux at the begimning of the time step. The average
stream-aquifer flux during a time step may be estimated using a predictor-
corrector step by coding PCCODE to a value greater than zero in record 24
of the job-file (Attachment B).

17. Forcing implicit solution of all stream nodes.--The user may
choose to solve all stream nodes implicitly by coding ISCODE in record 25

(Attachment B) with a non-zero value.

18. Output of streamflow variables.--Baseflow estimates may be
written to an output file by coding the output file number for OUTS in
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record 26 (Attachment B). Similarly, the approximate locations where
the streams begin to flow, may be written to an output file designated
by OUTH in record 27 (Attachment B).

19. Temporary storage outside of computer memory.--Data describing
elements (nodes acting as element vertices, material number, element
areas, etc.) are only occasionally needed during execution of the program
and, therefore, may be suited to storage in a temporary file designated
by IOSH in record 30 (Attachment B). Additional memory may be conserved
by storing the array containing any current nodal flux values in another
temporary file designated by IONQ in record 32 (Attachment B). These
options are recommended only for very large problems.

20. Reordering of unknowns.--In order to implement a direct solu-
tion for implicit nodes, unknown nodes must be reordered so that implicit
nodes begin the sequence. This may be accomplished within the program
by two methods; implicit nodes may keep the same sequence relative to
the other implicit nodes, or, implicit nodes may be totally resequenced
for a more optimal ordering. Resequencing minimizes the size of the
array and the number of operations for direct solution of the set of
simul taneous equations for implicit nodes. The program normally will
attempt the first method, and will attempt the second method only if
there is insufficient space available to store the resulting matrix
(called LAMBDA within the program). If desired, the second method may
be forced by setting SQCODE (record 35, Attachment B) equal to 1. The
second method uses an algorithm described by Gibbs, Poole, and Stockmeyer
(1976). The final six subroutines of the program (OPTNUM through FINDIJ)
perform this numbering algorithim.

21. Amount of printout.--The complexity, size, and duration of a
simulation affects the amount of printout that may be produced. An
input variable, PCODE, (record 36 of Attachment B) is included that
allows the user to vary the amount of printout to suit the problem.
During initial runs, the greatest amount normally will be desired as a
means of checking the data and fully defining the problem. During
subsequent runs, duplicatlon normally will be omitted. The present
range of valid values for the variable PCODE is zero to six; zero
generates the least amount of printout, and six generates tne greatest.

22. Mass balance.--A mass balance is performed during every time
step for every node. Mass balance results may be printed if desired.
At known-head nodes, estimates of net flux required to maintain the
known head are computed by assuming mass balance at those nodes. At the
conclusion of a simulation, a comparison is made between *the .umulative
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mass associated with a node and the mass associated with the final head
at the node. Under certain circumstances, these two measures may con-
flict. If capacitance is a function of head, the capacitance approximated
for a time period is the capacitance determined during an update of the
hydraulic properties beginning that time period. Errors will arise if
the head varies such that the "'true" capacitance varies during a time
step. In other words, if the capacitance of a node starts a time step

as the capacitance of a confined system and the system changes from
confined to unconfined during a time step, the ''true' capacitance changes
during the time step from a confined value to an unconfined value. The
program considers capacitance to be constant and equal to the confined
value throughout the time step. The cumulative result of these individual
errors 1n mass balance 1s reported in the "ERROR" column in the final
output of the simulation.

Example of Problem Setup

The following example will be used to explain the various data
sets required to solve a problem that utilizes the main features of
RAQSIM. Attachment E contains listings of the input for this problem.

This sample problem incorporates a stream system with an aquifer
system and demonstrates the use of time-dependent boundary conditions,
time-dependent nodal flux conditions, simplified time-dependent ground-
water evapotranspiration, and tabulated hydraulic properties (storage
coefficient and anisotropic transmissivity). The job-file input is
listed in part 1 of Attachment E.

A stream drainage basin as illustrated in figure 3 is assumed to
have aquifer boundaries coincident with the surface drainage boundary.
Element grid and boundaries corresponding to the discretized version of
this problem are shown in figure 4 and node locations are shown in
figure 5.

Nodes are defined by a unique number, two cartesian coordinates
(recall that all length units must be consistent throughout the program),
and a reference datum for the node. This datum 1s subtracted from the
head value prior to determining the mass of water associated with each
node or estimating the conductance and capacitance for each element.
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The hydraulic properties, storage coefficient and transmissivity,
are tabulated with respect to saturated thickness; therefore, the
reference datum is the base of the aquifer. In most instances,
initial heads are included along with the node definition and reference
datum in the node-definition data set (INNS). The program reads only
the coordinates, the reference datum, and the initial head from the node
data set. Therefore, the number of nodes must reflect the maximum node
number and data must be included for every node even if a number within
the sequence is not used. The node data set for this problem is listed
as part 2 of Attachment E.

Elements are defined geometrically by the nodes that form the
vertices of either one triangle or of two adjoining triangles. Asso-
ciated with each element are conductance and capacitance values, a
material number, and codes to indicate whether the conductance or
capacitance values are to be determined from the input value or deter-
mined by interpolation from hydraulic properties associated with the
material number. Vertices are input in counter-clockwise order follow-
ing the boundary of the element. If the element consists of two adjoin-
ing triangles, the common side connects the first vertex with the third
vertex. For example, referring to the element data set (part 3 of
Attachment E), element 39 has four vertices: 53, 42, 43, and 54. These
four nodes make two triangles: 53, 42, 43, and 53, 43, 54. On the
other hand, element 40 is a single triangle since it has only three
vertices: 43, 44, and 54.

Elements must not overlap! If possible, obtuse angles should be
avoided and greatest accuracy is generally achieved if all angles are
less than 90 degrees. Narasimhan and others (1977) discuss how anis-
otropic conductance influences this general consideration. Unlike the
node data sets, the elements are associated with an identification
number that is part of the element input data set and is used immediately
for reference to the element; however, the maximum identification number
has no relevance to the total number of elements. The element data set
is part 3 of Attachment E.

Hydraulic properties are considered constant within individual
elements and options within the program allow hydraulic properties to be
handled in various ways. Capacitance and isotropic conductance may be
specified as constant values for the duration of the simulation. These
values are entered in the element definition data set (INES). Tabulated
functional relationships also may be used to calculate capacitance,
isotropic conductance, or anisotropic conductance for an element or
elements. Hydraulic properties determined from tabulated functional

20



relationships may be updated during simulation based upon two criteria:
a maximum-head-change criterion, a time-frequency criterion, or both.

The problem simulates a single lithologic sequence over the entire
area. Table 2 describes the lithologic sequence and includes values of
hydraulic conductivity and specific yield for each layer.

Table Z.--Hydraulic conductivity and specific yield for lithologic
sequence in sample problem

Depth

below Height Lithologic Hydraulic Specific

land above descrintion conductivity ield
surface bedrock P (feet/day) y

(feet) (feet)

0-50 75-125 Uniform medium sand 85.0 0.26
50-75 50- 75 Very silty medium sand 40.0 .18
75-125 0- 50 Coarse sand to fine

gravel 150 .22
>125 Impermeable bedrock 0 0

Transmissivity and storage coefficient, for this sample problem,
are estimated from a single pair of functional relationships for the
entire modeled area. These functional relationships are shown in figures
6 and 7 for the lithologic sequence given by table 2. The reference
datum used for this problem is the elevation of the base of the aquifer.
In the general case, many lithologic sequences and a corresponding
number of functional relationships may occur between hydraulic properties
and the height of the piezometric surface above the reference datum.
The functional relationships are discretized and tabulated within the
tabulated hydraulic properties data set (part 4 of Attachment E). To
refer the proper functional relationship to an element, a number is
associated with each element to specify which functional relationships
apply for the determination of hydraulic properties. This number is
referred to as the "material" number associated with an element and is
the last variable of each element record in the element data set. For a
model of a cross section, a different set of hydraulic properties would
be specified for each lithologic unit within the cross section.

Hydraulic properties for this problem are tabulated in part 4 of
Attachment E. When more than one lithologic sequence occurs within a
problem, a ''table'" for each sequence ('material'') is required. If
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anisotropic conductance is simulated for any ''material,' the format must
be specified to include the additional two terms: minor axis of conduct-
ance and angle between x-axis and major axis of conductance. Anisotropy
has been incorporated into the tabulated transmissivity values of this
problem for illustrative purposes. Each line of the ''table' in part 4
consists of the elevation of the top of an interval above the base of

the aquifer, storage coefficient, value of the major axis of the transmis-
sivity ellipse, value of the minor axis of the transmissivity ellipse

and the angle between the x-axis and the major axis of the transmissivity
ellipse. The data must be arranged by increasing head above datum;

thus, the ''table'" in part 4 of Attachment E appears in reverse order of
the lithology listed in table 2. For isotropic transmissivity (or
conductance), the single isotropic value 1is input instead of the three
values required for anisotropic conductance.

Storage coefficient (or capacitance) may be handled two ways,
either as a constant throughout an interval or interpolated linearly
across an interval. The choice depends upon the value given for the
degree for capacitance interpolation; zero specifies that the value
given for capacitance will apply to the entire previous interval while
1.0 specifies that capacitance will be computed as a linear interpolation
between values for the endpoints of the interval. If the conductance of
a '"material" is isotropic, the last value on the record preceding the
""table" must be coded zero. Otherwise conductance is assumed to be
anisotropic if anisotropy is enabled by DAN in the job file (record 18
of Attachment B. Conductance always 1s estimated by linear interpolation
over an interval.

The line prior to each ''table' contains: (1) the "material" number
that relates the tabulated properties to the '"material' number given
with each element; (2) the number of lines in the table; (3) the degree
to be used when interpolating capacitance over an interval; and (4) a
code indicating whether the tabulated conductance is isotropic or
anisotropic.

The boundary of the basin consists of segments that may be classified
by one of three general boundary conditions: no flow, known flux, and
known head. No special treatment is required to treat a no-flow boundary;
the finite-element method treats boundaries as no-flow boundaries unless
specified otherwise. Known-flux boundaries require that the flux entering
the system across the boundary be specified. Similarly, known-head
boundaries require that the head be specified for nodes along the boundary.
The known-flux data set (record 33 of Attachment B and part 6 of Attach-
ment D) incorporates known-flux boundary conditions and the aquifer
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stresses (well discharge) and is listed as part 5 of Attachment E. The
known-head data set (record 34 of Attachment B and part 7 of Attachment
D) is listed as part 6 of Attachment E. Boundary values of flux or head
may vary with time throughout a simulation. Known head at a node 1is
interpolated linearly through time between the values specified for a
transient simulation. For a steady-state simulation (record 9 of Attach-
ment B), the known head 1s held constant until it is updated to a new
value.

A distribution of recharge or discharge may be assigned over the
entire grid by including a value for each node in the network either in
the known-flux data set or in the recharge-discharge data set. In this
example, a uniform areal recharge is imposed over the entire area in the
recharge-discharge data set (record 31 of Attachment B and part 8 of
Attachment D) and the system is stressed by the addition of stress nodes
and stress amounts to the known-flux data set. Uniform areal recharge
is incorporated into part 7 of Attachment E as the product of the
recharge rate and the area associated with each node. One-third of the
area of each triangular element is associated with each node in the
element. The fraction of area of quadrilateral elements associated with
each node is computed from the areas of the two triangles that comprise
the quadrilateral. '

Simulation of ground-water evapotranspiration requires an independ-
ent data set (record 21 of Attachment B and part Y of Attachment D).
The simplified functional relationship between discharge from the ground-
water system and the hydraulic head in the aquifer is identical to that
modeled by Prickett and Lonnquist (1971) and Trescott, Pinder, and
Larson (1976) with an extension to a time-varying maximum evapotrans-
piration rate. This relationship approximates ground-water evapotrans-
piration as a linear function of depth to water below the land surface.
Below a specified depth ground-water evapotranspiration ceases. In
addition to land-surface elevation, two variables must be specified:
maximum ground-water evapotranspiration rate and the depth below the
land surface that designates the depth below which there will be no
evapotranspiration from the ground-water system. Simplified ground-
water evapotranspiration is incorporated into this simulation by part 8
of Attachment E.

Streams essentially are accounting units for reporting baseflow at
particular locations during the simulation. Streams may be tributary to
one another, and any particular stream may, in turn, contain tributary
segments of any rank. A tributary segment 1s a branch whose baseflow is
not tabulated.
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The basic unit for a stream is a "reach'" connecting adjacent nodes
along the stream. Each reach has a constant leakance parameter, a time-
dependent average stream head and a time-dependent inflow or diversion
associated with it. Inflow or diversion is water that enters or leaves
the reach by means other than flow from the upstream reach, flow to the
downstream reach, or flow from or to the ground-water system. For
example, overland flow entering the stream along that reach would be
included in the inflow-diversion quantity. Reaches and associated nodes
are labeled in figure 8.

Within the simulation, flow is reported by stream or, if desired,
by reach. The stream system in this example is defined by two streams,
one called stream A and another called stream B, with its tributary
segment B'. Flow at the confluence of stream A and stream B is required
output from the simulation but not the flow at the confluence of B and
B'. To define the stream system correctly, the tributary streams must
be defined prior to defining the receiving streams. Therefore, the
first stream to be defined is stream B and B', and the last to be
defined is stream A. To define a stream, specify the most upstream
reach number and the most downstream reach number. For stream B and B',
the most upstream reach is number 1 and the most downstream reach is
number 7. Likewise, for stream A, the most upstream reach is number 8
and the most downstream reach is number 15. To set up the stream system,
the following items for each reach must be listed:

1. The node number that represents the upstream end of the reach.

Z. The number of the most upstream reach of any tributary segment
joining that reach (zero if no tributary segment).

3. The number of the next reach downstream.

4. The leakance for the reach in units of volume per day per unit
gradient per unit length of reach in consistent length units.

B' is the only tributary segment in this example. The flow of
stream B is added automatically to the flow of A at their juncture by
numbering B before A in the stream numbering sequence.

Because the specification of a reach requires definition of an
upstream and a downstream node, a null (or imaginary) reach must be
included to define the most downstream node along a stream system that
exits the modeled area (node number 1 in this example). Null reaches do
not enter into calculations, but must have data records included for
proper alignment of the input data.
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Following the same basic form for time-dependent input data, values
are specified corresponding to the time-dependent average head in the
stream for each stream reach (including a record for any null reaches)
and for time-dependent inflow or diversion from each stream reach (an
inflow is a positive value while a diversion is a negative value). The
stream system data set for this problem is in part 9 of Attachment E.

Printed output for this sample problem is listed in Attachment F.
This level of printout results from a PCODE value of 5 (Attachment C and
record 36 of Attachment B). Solution arrays are listed if PCODE is set
to 6. Because this generates considerable output, a value of 6 is
recommended only if it is necessary to examine the contents of the
solution arrays.

The listing begins with a summary of the job-file (Attachment B)
and initial array dimensioning requirements. The program is designed to
stop if the required dimensions exceed the space provided by dimensions
within the program. The absolute double precision (REAL*8) array and
the half-word integer (INTEGER*2) array dimension requirements are
determined later in the program and are listed when the determination
has been made. The minimum dimension for the half-word integer array is
printed following the listing of the element data and the minimum dimen-
sion for the double precision array is printed a few lines following the
listing of the "EXTERNAL TO INTERNAL NODE NUMBERINGS,'" (p.165).

The printout continues with a listing of input and occasional
values derived from the data (such as element areas and stream reach
leakage factors). The leakage factor printed for the stream reaches is
the product of the input value for stream-reach leakance and the length
of the stream reach. Starting values for hydraulic properties for each
element are calculated from the average head in each element and the
tabulated hydraulic properties applicable for that element. The initial
mass for each node is calculated by integrating the capacitance between
the reference datum for the node and the initial head for the node for
each sub-element area corresponding to the node. If capacitance is
constant for an element, the initial mass 1s the capacitance times one-
third the element area times the head minus the reference datum.
Variable capacitance involves a more complex integration.

Because the program may solve for some nodes explicitly and others
implicitly, it first assumes all nodes will be solved explicitly and
determines the maximum time step that will be stable for all nodes.
This time step then is compared with the minimum time step allowed
(record 14 of Attachment B). If the explicitly stable time step is

34



greater than or equal to the minimum time step, the program will proceed
to solve all nodes explicitly. If the explicitly stable time step is
less than the minimum time step, some nodes must be solved implicitly.
The criterion for selecting the implicit nodes is the stability of nodes
relative to the size of the maximum time step allowed (record 13 of
Attachment B).

A solution array named LAMBDA is required if there are any implicit
nodes. Two numbering schemes are available to relate the node number
(external number) to an unknown (internal number) in the solution process
for implicit nodes. One involves numbering sequentially all implicit
unknowns in the same sequence as they are found in the node numbering.

The other involves a much more complex and time-consuming procedure that
orders the unknowns to reduce the size of the LAMBDA array. This second
procedure generally is used only if the double precision array is not
sufficient to hold the LAMBDA array using the first procedure. The
variable SQCODE is available in the job-file (record 35 of Attachment B)
to force use of the second numbering procedure. The number of an implicit
unknown (internal number) is output only when listing the "ORIGINAL
LAMBDA MATRIX,'" "FACTORED LAMBDA MATRIX" or printing a message to indicate
that factorization of the LAMBDA matrix failed in subroutine number 15
(FACTOR). All other output is in the node numbering (external number)
system. Once the implicit unknowns are numbered, the minimum dimension
of the double precision (REAL*8) array is known and is printed.

For each time step during the simulation, the listing includes the
stream baseflows at the start of the time step, summary of the streamflow
components by stream reach, mass balance for known (or prescribed) head
nodes, a general mass balance for each node and a summary of the time step.

The "PRESCRIBED-HEAD BOUNDARY'" mass balance is included to give the
user additional information about those nodes that have the head variation
prescribed. Because the head at these nodes may change over time, DELTA.
HEAD is the amount of head change prescribed for this time step. Similarly,
the DELTA STORAGE term represents the volume of water reflected by this
head change. SRCS-SINKS is the volume of water added to the nodal
subdomain as a result of the nodal sources or sinks (excludes ground-
water evapotranspiration and stream-aquifer flux). BNDFLX IN represents
the quantity of water required to balance the change in storage with all
of the inflows and outflows. GRADIENT INDUCED is the volume of water
that flowed into the nodal subdomain due to the ground-water head gradient
during the time step. The final column is a character string that
indicates the presence of ground-water evapotranspiration and/or stream-
aquifer flux associated with the node. The sum of DELTA STOR, SRCS-SINKS,
BNDFLX IN, and GRADIENT INDUCED will be zero for a node unless ground-
water evapotranspiration and/or stream-aquifer flux are present.
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Terms of the nodal mass balance require further explanation (Attach-
ment F, p. 106). FLUX IN represents the net volume of water that flowed
into a node during the time step. DELTA STORAGE indicates the volume of
water added to the volume of water associated with the node during the
time step. ERROR is the difference between FLUX IN and DELTA STORAGE.
CUMULATIVE MASS is a sum of the initial volume of water associated with
a node and the DELTA STORAGE terms. DRY-WET STATUS indicates if the
head is above (WET) or below (DRY) the reference datum for that node.

The final page of the output contains a check of the nodal mass by
comparing the CUMULATIVE MASS with the mass determined using the head at
the end of the simulation (Attachment F, p. 179). ERROR represents the
difference between these two. For a more thorough discussion, refer to
the section on mass balance in the discussion of Program Features and
Options.

Test Problems

In order to demonstrate that the program can be used to accurately
simulate various problems in hydrogeology, two test problems have been
evaluated using RAQSIM. The first test compares the results from RAQSIM
with an analytic solution for a simple problem of radial flow to a fully
penetrating well pumping from a confined aquifer. The second test
compares the results from RAQSIM with an analytic solution for a simple
areal-flow problem. Both tests approximate the corresponding analytic
solutions quite well, suggesting that RAQSIM may be a useful tool for
simulating complex problems that are not readily approximated by an
analytic solution.

Test No. 1

This problem simulates the water-level response in a fully penetrat-
ing well pumping from a homogeneous and isotropic confined aquifer. The
RAQSIM option of radial symmetry about the vertical axis is used to
allow simulation of radial flow. The hydraulic material properties
analogous to conductance and capacitance are hydraulic conductivity and
specific storage, respectively. A well is represented by a single
element with a very high hydraulic conductivity, and the product of
specific storage and thickness equals unity. The aquifer is assumed to
be 50 feet thick, to have a hydraulic conductivity of 125 feet per day,
and to have a specific storage of U.002 (transmissivity equals 6,250
square feet per day and storage coefficient equals 0.10). The radius of
the well is 0.5 feet, and the well is pumping at a rate of about 78,540
cubic feet per day (in order to make water-level decline equal to the
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"well function'" or dimensionless drawdown). Nodes are spaced such that
the distance between nodes increases with distance from the well to
improve resolution of the drawdown cone. For this example, the equiva-
lent hydraulic properties, specific storage, and hydraulic conductivity
are constant. Head at a radius of 1,000 feet is maintained constant
throughout the simulation of this problem by applying a known-head
boundary condition to the two nodes at a radius of 1,000 feet from the
well. The well discharge is simulated by using the known-flux boundary
condition to extract 78,540 cubic feet per day from node 1.

Time steps were constrained by requiring that the maximum change in
head per time step (DHMAX; record 15 of Attachment B) was less than or
equal to 0.5 feet. Three adjustments of time-step duration were generally
required to satisfy the head-change constraint during early simulated
time. Time steps vary from initial values less than 1 second early in
the simulation to the maximum allowed time step of one-tenth of a day
near the end of the simulation. THETA, the explicit-implicit weighting
factor was allowed to vary throughout the course of the simulation
(record 10 of Attachment B) and varied from near 1.0 during early simu-
lated time to 0.57 toward the end of simulated time.

Papadopulos and Cooper (1967) analytically solved this problem for
an aquifer that is infinite in areal extent. Their solution for dimen-
siontess drawdown in the pumping well for an alpha of 0.1 is depicted
relative to dimensionless time by the continuous curve in figure 9. The
alpha value of Papadopulos and Cooper equals the product of storage
coefficient (0.10) and the ratio of the square of the well screen radius
to the square of the well casing radius (1.0).

Drawdown in the well computed by RAQSIM is plotted against dimension-
less time as the discrete points (crosses) in figure 9. Because discharge
and transmissivity were selected so that drawdown equals dimensionless
drawdown, a direct correspondence with the analytic solution's dimension-
less drawdown versus dimensionless time curve should exist if the simulated
drawdown is plotted against the time in days multiplied by 1 million.
Although the distant boundary conditions differ between the numerical
and analytic solution, there should be little influence at early times.
The results from RAQSIM correspond well with the analytic solution
(fig. 9). The simulated drawdown may differ from the equivalent drawdown
for the analytic solution, in part, due to the boundary condition at a
finite distance.
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Test No. 2

This test compares RAQSIM results with an analytic solution to a
simple areal-flow problem. Chan and others (1976) report a solution for
the steady-state drawdown due to constant withdrawal from a point
within a homogeneous isotropic rectangular aquifer surrounded by imperm-
eable boundaries on three sides and a constant head boundary along the
remaining side. The aquifer of this specific problem is characterized
as a square 90,000 feet on a side with a transmissivity of 0.1 square
feet per second. The southern, eastern, and western boundaries are no-
flow boundaries. The northern boundary is a constant-head boundary.

The withdrawal point (or well) is located 42,500 feet east of the

western boundary and 42,500 feet north of the southern boundary and is
discharging at a rate of 2 cubic feet per second. The finite-element
grid includes 371 nodes and 324 elements arranged such that most triangles
are essentially equilateral.

RAQSIM simulated 19.64 feet of drawdown at the node that represents
the pumping well, whereas drawdown for the analytic solution is 24.88
feet. Figures 10 and 11 depict the steady-state head configuration for
the finite-element simulation from RAQSIM and for the analytic solution,
respectively. The finite-element solution could be improved by increas-
ing the number of nodes near the well. Away from the well, the finite-
element results are indistinguishable from the analytic solution.
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DESCRIPTION OF SUPPORT PROGRAMS

Three support programs are used to compute recharge and discharge
data required as input by RAQSIM for the Twin Platte-Middle Republican
study. These programs are interdependent, in that the first generates
data needed as input to the second, the second generates data needed as
input to the third, and the third generates the data needed by RAQSIM.
The first program, called the Potential Evapotranspiration (PET) Program,
uses solar radiation and other climatic data to compute potential evapo-
transpiration. The second program, the Soil-Water Program, uses output
from the PET Program, soil characteristics, and the ratio of potential
to actual evapotranspiration for crop types to compute infiltration,
storage, and removal of water from the soil zone. This program and the
preceding program were based on a program developed by Otradovsky (1980).
The third program, called the Recharge-Discharge Program, uses output
from the Soil-Water Program together with other data to compute recharge
to and discharge from the ground-water system.

PET Program

The PET Program computes potential evapotranspiration using the
Jensen-Haise method (Jensen and others, 1969) for each weather station.
First, it computes total solar radiation by a regression equation using
percent possible sunshine and maximum solar radiation for each month.
Next it calculates monthly potential evapotranspiration using temperature
and total solar radiation. Output from this program, in addition to the
monthly values of potential evapotranspiration for each weather station,
are monthly precipitation and average monthly temperature at each weather
station. However, the output is not specific to any area or element;
thus, this program can be applied to a variety of areal or grid schemes.

Main Features in the Program

The PET Program consists of a main program that computes monthly
potential evapotranspiration (ET) values and a subroutine, SRAD, which
is used to compute monthly total solar radiation. The program (Attach-
ment G, Part 1) begins by reading both the first and last years of the
period of interest and the number and description of the weather station
for which percent possible sunshine data is provided. The SRAD subroutine
reads the mean daily solar radiation on cloudless days for each month,
RSO(I), in units of langleys per day and percent possible sunshine,
X(I), for each month. The total solar radiation, R(K,I), in inches of

42



water evaporation equivalent by year (K) and month (I) is computed using
an empirical relationship developed by Fritz and MacDonald (1949):

R(K,I) = RSO(T)*(.35 + .61*X(I))*DAMO(I)*0.000673

In this equation, RSO(I), X(I), and DAMO(I), the number of days per
month, are multiplied by 0.000673, the conversion factor to convert
langleys to inches of water evaporation equivalent. The computed R(K,I)
values are returned to the main program.

Within the main program, control cards for the precipitation station,
temperature station, and elevation of temperature station are read.
Next, monthly precipitation and temperature data for each weather station
are read. The potential evapotranspiration values S(I,J), in inches by
year (I) and month (J), are calculated using lines 128 through 141,
Attachment G, Part 1.

Jensen and Haise used these techniques (Jensen and Haise, 1963, and
Jensen and others, 1909) to compute potential ET. The equation S(I,J) =
R(I,J)*CX*(T(I,J) - TP), on line 139, Attachment G, Part 1 is a variation
of the Penman equation with the wind velocity term omitted. The variables
in this equation are as follows:

S(I,J) is the monthly potential evapotranspiration, in inches.

R(I,J) is the total monthly solar radiation computed in subroutine
SRAD and expressed as inches of water evaporation equivalent.

CX is the quantity 1./(ClL + 13.*CH);
where C1 = 68. - 3.0 (ELEV/1000.),
ELEV is elevation of weather station, in feet,
CH = 50./DELE,
DELE = E2 - El,

EZ is saturation vapor pressure of water at mean
maximum air temperature for warmest month of
year in units of millibars, and

El is saturation vapor pressure of water at mean
minimum air temperature for warmest month of year
in units of millibars.

T(I,J) is mean monthly air temperature in units of °F.

TP is the quantity 27.5 - 0.25%DELE - (ELEV/1000.).
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After the potential ET values are computed for one weather station
for the period of interest, monthly precipitation, temperature, and
potential ET values are written to file 11 and file 6, the output listing
devices.  Then the program computes potential ET for another weather
station until all the weather stations have been used.

Input Data

Because of the sparseness of climatic data, all U.S. Weather Bureau
stations within and near the study area usually are used if the appropriate
climatic measurements have been obtained for the period of interest.

Even if some measurements are missing, estimates can be generated by
using linear regression on two or three nearby weather stations. The
question of how many weather stations are needed to provide enough input
data can be answered only after a thorough examination of the study

area. If precipitation varies widely over the area, then several weather
stations appropriately located will usually be necessary to adequately
represent the precipitation events. If, however, precipitation is

fairly similar throughout the study area, then fewer weather stations
will be needed.

The types of input data for the PET Program are illustrated in
Attachment G, Part 2 by using the Twin Platte-Middle Republican study as
an example. One type of input data, the mean daily solar radiation on
cloudless days for each month is read from file 3 (line 1lo7 in Attach-
ment G, Part 1) in one 80-character record (line 8, Attachment G, Part 2).
These values are applied to the entire study area.

The second type of input data for this program are referred to as
control cards and they are read from file 5 (lines 86 and 93, Attachment
G, Part 1) for items 1, 2, and 3 explained below. The different types
of control cards are as follows:

(1) First and last years of the simulation with a format of (214)
(1ine 10, Attachment G, Part 2);

(2) the U.S. Weather Bureau's (USWB) stations with their identifi-
cation numbers and descriptions with a format of (2A3, 18A4), used for
the percent possible sunshine (line 11); and

(3) three cards for each weather station where card 1 contains the
USWB's identification number and description for the monthly precipitation
with a format of (2A3, 18A4) (line 12), card 2 contains the same informa-
tion for mean monthly air temperature (line 13), and card 3 contains the
altitude of the temperature stations, in feet, with a format of (F5.0)
(1ine 14).
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The three input items listed under item (3) are repeated for each
weather (precipitation) station (lines 15 through 68).

The final type of input data for this program is the climatic data
file (file 8). This 80-character file contains the USWB's identification
number (2A3), the year of the data, (I4), and one of the following:

(1) Twelve values of monthly precipitation, in inches;
(2) twelve values of monthly mean air temperature, in °F;
(3) twelve values of monthly percent possible sunshine; or

(4) two values of maximum and minimum mean daily air temperatures,
in °F, of the warmest month of each year (usually July).

The format for these last four items is (12F5.0), and all of these
items have a card indicator type in columns 79 and 80 for each card.
The card indicators are defined in the program (Attachment G, Part 1).
Examples of the climatic data file are listed in Attachment G, Part 2.
These data are read from file 8 at lines 99 and 172 in the program.

Output from Program

The output from the PET Program 1is printed using file 6 (line 1,
Attachment G, Part Z) and stored as a permanent data set, file 11, on a
magnetic tape or disc system (lines 4 through 6, Attachment G, Part 2).
The variables written on these two files are listed in the '"'write"
statements on lines 143, 148, and 149 in the program (Attachment G,
Part 1). The format statements for these files are found on lines 144,
150, and 151 in the program.

A sample listing of file 6, which is identical to the permanent
data set, file 11, except for spacing between variables, is found in
Attachment G, Part 3. The first line contains the six-character USWB
station identification number and the name of the weather station. Each
additional line contains the following variables or items: the six-
character USWB station identification number, the year, the month, the
total monthly precipitation in inches, the mean monthly temperature in
degree Fahrenheit, and the monthly potential evapotranspiration in
inches. After the specified number of years of data are listed for this
weather station, data from other weather stations are listed.
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Soil-Water Program

The Soil-Water Program simulates the infiltration, storage, and
removal of water from the soil on a monthly basis in order to compute
the amount of water that passes through the soil eventually to become
recharge to the underlying ground-water flow system. This program also
has been described by Lappala (1978). A listing of the main program, of
typical input to the program and typical output from the program are
presented in Attachment H, Parts 1, 2, and 3, respectively.

The volume of water that passes through the soil to become recharge
is dependent largely on weather, nature of the soils, and crops grown.
The soil groups, crop types, and weather stations will be discussed in
an interpretive report on the Twin Platte-Middle Republican study area
(James W. Goeke, written commun., 1984).

A schematic showing the major factors involved in water balance
within the soil is given in figure 12. Water is added to the soil by
precipitation and by irrigation. It remains in storage in the soil zone
until it is removed either upward through evapotranspiration or downward
through deep percolation to the ground-water system. In this program,
water movement through the soil is assumed to be in a vertical direction.
Deep percolation occurs when the water in the soil exceeds the water-
holding capacity of the soil.

It should be noted that infiltration and surface runoff are computed
without considering the antecedent moisture conditions. Infiltration
and surface runoff are determined from the empirical relationships
discussed below.

The amount of infiltration through the soil surface is dependent on
the amount and intensity of precipitation, topography of the land surface,
soil lithology, and vegetative cover. Infiltration is computed by
utilizing infiltration-curve numbers and infiltration-curve coefficients.
Surface runoff is the difference between precipitation and infiltration.
The curve numbers are selected after considering soil lithology, vegeta-
tion or crop type, and topography as indicated in figure 13. These
precipitation-infiltration curves were derived from empirical monthly
precipitation-runoff curves for varying soils, land use, and topography
(Lappala, 1978). The infiltration-curve coefficients are simply the
ratios of monthly infiltration to monthly precipitation taken from the
appropriate curves (see example on fig. 13).
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MONTHLY INFILTRATION, IN INCHES

MONTHLY PRECIPITATION, IN INCHES

Figure 13.--Monthly precipitation-infiltration for different soils,
land use, and topography.
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This program provides for a delay of infiltration from the date of
precipitation, if precipitation falls as snow and if average monthly air
temperatures are below a specified level. For this study, the maximum
number of days that snow storage can occur (SNDAY) was selected as 40;
and the minimum temperature at which precipitation does not go into snow
storage (IMIN) was selected as 27° F. Both of these values were based
on the climatic records in Nebraska.

The amounts of water used by different crops are indicated by crop
coefficients, which are monthly ratios of actual evapotranspiration and
potential evapotranspiration. The crop coefficients used in this study
were obtained from the curves shown on figure 14. These curves were
derived from field experiments by the U.S. Bureau of Reclamation (Lappala,
1978) . Modifications were made in the crop coefficients for row crops
and for pasture and range to reflect conditions in the study area. A
larger crop coefficient of 1.0 was used for row crops during July, and
lower crop coefficients were used for pasture and range from July through
October when the grasses are frequently dormant. These crop coefficients
are used to compute actual evapotranspiration from the potential evapo-
transpiration calculated in the PET Program.

The ranges in the water-holding capacity of the soil were obtained
from soil-series data (U.S. Soil Conservation Service, 1978). The
water-holding capacity of the soil is the difference between the quantity
of water in the soil at field capacity (the quantity of water held in
the soil after gravitational water or deep percolation has drained) and
the quantity of water in the soil at wilting point (the moisture content
in the soil resulting in permanent wilting of plants). The water-
holding capacities of the soils sometimes were adjusted after the Soil-
Water Program was run so that the computed deep percolation, surface
runoff, and consumptive-irrigation requirement (CIR) values corresponded
with estimated and measured values.

The Soil-Water Program generates data on CIR, dryland water shortage,
and deep percolation for both dryland and irrigated land using crop
type, soil group, and weather station data. This program assumes that
plants withdraw water at a rate independent of the available soil moisture
until the water is depleted. At this time, evapotranspiration is reduced
to zero. For dryland conditions, the available soil moisture may fall
below the wilting point. When this occurs, the remaining soil moisture
cannot be used for evapotranspiration. Thus, when evapotranspiration
demands exceed stored available soil moisture plus infiltration during a
month, the excess ET demands are reported as dryland water shortage.
This shortage is for reference only; the dryland water shortage is not

49



COEFFICIENTS

CROP

1.0

ROW CROPS

0.8

0.6

0.4

[
n
=
>
E4
[
[
>
w
o—
2 |
ot
[
M
=z}t
>t
Z}t
c |
< t
»
w
ok
2}
o

T T T T T T T T T T 1 |.2 T T T T T T T T T T

SMALL 8 1.0 F 4
GRAINS

PASTURE

FALLOW 0.6

0.4

1 i

J FMAMJ JASO

Zt
O r
<
mn
=
>
g.—
o
[
>
w
(o]
Z
o

MONTHS

Figure 14.--Crop coefficients for four crop types and fallow.



replenished. For irrigated conditions, CIR is computed as the amount of
water required to maintain soil moisture at 50 percent of the water-
holding capacity. Deep percolation occurs under irrigated and dryland
conditions when the available soil moisture exceeds the field capacity
(FC * AZ on fig. 15).

The CIR, deep percolation, and other values computed by the Soil-
Water Program were determined for an irrigation pumping period from June
through August and for a nonirrigation pumping period from September
through May for this study. However, the length and numucr of the
pumping periods can be varied.

The previous soil moistures for irrigated and dryland crops are not
initially known. They are set within the program as follows. The
previous soil moistures for irrigated crops (SMIP) and for dryland crops
(SMDP) are initialized at one-half and one-fourth of the available soil
moisture, plus the wilting point for the root zone depth, respectively.

Modifications in the Soil-Water Program from an earlier version
(Lappala, 1978) include procedures for handling nonuniform distribution
of rainfall with respect to time, for reducing the initial surface
runoff by using a '"'seep' term, and for alternating small grain and
fallow land uses. Modifications for nonuniform distribution of rainfall
are included because without them, precipitation is input as monthly
values that eliminate the temporal features of daily data on rainfall.
The U.S. Bureau of Reclamation ran a daily soil-water program, which is
similar to the one described in this report, using climatic data for

Nebraska (Fred J. Otradovsky, written commun., 1979; and Otradovsky, 1980).
With multiple regression techniques, they developed the nonuniform dis-
tribution of rainfall procedure. The result of this procedure is an
increase in deep percolation.

The second modification in the program, the addition of a ''seep"
term, was needed to account for recharge that seeps from road ditches,
ponds, low areas, and intermittent drains. The rainfall-runoff curves
in the Soil-Water Program were developed from data collected on 4-acre
watersheds, and they represent only initial surface runoff. When larger
areas are considered, much of the original surface runoff reaches road
ditches, ponds, swales, etc., from which water percolates downward to
become recharge to the aquifer. The fraction of the initial surface
runoff that is subsequently retained and percolates downward to become
recharge is referred to as ''seep" and 1s treated as additional deep
percolation in this program (Fred J. Otradovsky, U.S. Bureau of Reclamation,
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written commun., 1979; Otradovsky, 1980). The "seep'" values used in
this study are estimates that are based on surface runoff from large
watersheds in Nebraska that have these soils or similar soils. Attach-
ment H, Part 2 contains the '"'seep'" values used for this study.

The final modification in the program, alternating the small grain
and fallow land uses, was necessary to account for the farming practices
in this area. Wheat is grown the first year on lands that are initially
delineated as small grain, and the land is left fallow the next year.
Alternatively, lands left fallow the first year, are planted to wheat
the following year. This cycle is repeated throughout the time period
of the study.

This program, like the PET Program, produces results that are not
discretized; that is, output from the Soil-Water Program represents a
particular weather station, soil group, and crop type or land use and
not a specific area or element.

General Format of the Program

The major components of the Soil-Water Program are listed below.
Figure 15, which is a flow chart illustrating the major steps in the
program, provid<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>