HYDROGEOLOGY AND FLOW OF WATER IN A SAND AND GRAVEL AQUIFER
CONTAMINATED BY WOOD-PRESERVING COMPOUNDS,
PENSACOLA, FLORIDA

By Bernard J. Franks

U.S. GEOLOGICAL SURVEY
Water-Resources Investigations Report 874260

Tallahassee, Florida

1988



DEPARTMENT OF THE INTERIOR
DONALD PAUL HODEL, Secretary

U.S. GEOLOGICAL SURVEY
Dallas L. Peck, Director

For additional information write to: Copies of this report can be purchased from:
District Chief U.S. Geological Survey

U.S. Geological Survey Books and Open-File Reports Section

Suite 3015 Federal Center, Bldg. 810

227 North Bronough Street Box 25425

Tallahassee, Florida 32301 Denver, Colorado 80225



Abstract
Introduction
Purpose and SCOPE . . . . . i ittt e
Areaofinvestigation . .. ... ... ... ... e e
Site descriptionand history . . . . ... ... . ...
Acknowledgments . . ... ... ...t
Hydrogeology
Geologicframework . . .. .. ... . e e
Lithologicdata ........ e e e e e
Geophysicaldata . . ... ..... ... ..ttt
Hydrologic framework . . . . . ... ... ... i e e
Water-leveldata . . ... ... . e
Transmissivity and storage coefficient . ... ........ ... ... .. . 00
ReCharge . . . i vt e e e e e e e
Saltwaterinterface . .. ... ... ... e s
Simulation of the ground-water flow system
Three-dimensional flow . .. . .. ... .. . . ... e
Assumptions and limitations . . . . ... .. L e e e
Boundary conditions and finite-differencegrid . ............. ... ... ... ...
Hydrogeologicdata . . ... ... .. ... .. ittt ittt
Boundaryinflow . . ... ... ... i e
Recharge, pumping, and surface-waterdata . . ........................
Transmissivity and hydraulic conductivity . . ... ... ........ .. ... ...
Leakance . ... ... vttt e e
Modelcalibration . .. ... .. ... . . . e
Adjustmentsof inputdata . . ... ... ... e
ResUlts . .o vt e e s

CONTENTS

Layer 3 .. e e e e e e
Sensitivityanalysis . . . . .. ... L e e e
Evaluation of simulationresults . . ... ... ... ... ... enn.n
Summary and conclusions
Selected references . ... ......... e e e e e e e e e e

ILLUSTRATIONS

Figure

1.

2
3.
4

(= Y]

Map showing location of area of investigation . ...........................
. Map showing location of wood-preserving plant andsitearea .. .................
Photographic history of site development . . . ... ... ... ... .. i .
. Generalized hydrogeologic column for the sand and gravel aquifer in southern Escambia
County,Florida . . . . ... ... i it it ittt e e e e
. Map showing location of site, clusters of wells, wells,and wellpoints . . . ... .........
. Map showing location of site, clusters of wells, wells, and well points in and near the area of
investigation . ............. e e e e e e e e e e
. Map showing location of selected geologic crosssections . . .. . ... ... oL

iii

...................................................

-------------------------------------------------

................................................

...............................

.........................................



8-12. Geologic section:
Y/ /O

12, W e e e e
13-17. Maps showing contours for the:
13. Base of permeable zoneinlayer1 . ... .... ... ... .. ... ... 0.,
14. Topoflayer2 . . ... . . .. i e
15. Base of permeable zone in layer 1 for the area of investigation . . ... .........
16. Top of layer 2 for the area of investigation . ... ...... ... ...,
17. Thickness of the confining unit between layers 1 and 2 in the sitearea .. ........
18. Long-term hydrographs of wells 39,62, and 62A . . ... ... .. ... .. ... ........
19-23. Maps showing contours for the:
19. Water-table configuration in layer linthesitearea . ...................
20. Water-table configuration in layer 1 for the area of investigation . ............
21. Potentiometric surface for layer 2inthesitearea . .....................
22. Potentiometric surface for layer 2 for the area of investigation . .............
23. Potentiometric surface for layer 3 for the area of investigation . .............
24. Annual hydrographs of wells 10,13,and 900 . . ... ... ... ...ttt
25. Hydrographsof wells 19and20 . ... ... .. ... .. .t
26-27. Profiles of water-level ranges indicating tidal influence in layers 1 and 2:
26. Alongthe eastedge ofthesitearea . ... ... ... ...... ... ...
27. Along a section affected by the drainageditch . . . .. ..................
28. Conceptual representation of the aquifer, including boundary conditions in the area of
investigation, and idealized representation in the model:
a. Conceptual CrossSECtion . . . . . v v v vt it e e e e e
b. Idealized model crosssection . . . .. .. ... ...
c. Conceptual areal viewoflayer1 . ... ... ... .. ... ... . ...
d. Conceptual areal view, layers2and3 ... ......... ... . ...
29-30. Finite difference grid for the:
29, Areaofinvestigation . . . . .. ... . ittt e e e e e
30, SHEAICA . . o o v vttt e
31-33. Graphs showing distribution of:
31. Hydraulic conductivityoflayer1 . ... .. ... ... ... ... .0t en...
32. Hydraulicconductivityoflayer2 . ... ... ... ... .. . iy
33. Vertical leakance betweenlayersland2 .. ............. . ...,
34. Graphs showing head gradients between model layers along column 15 for (a) observed heads
and (b)simulatedheads . .. ... .. .. ... ... e
35. Schematic water budget for the calibrated simulation . ... ...................
36. Map showing comparison between observed and simulated water-table surfaces for layer 1 . .
37. Graphs showing north-south sections comparing observed and simulated water-level surfaces
for layer 1: (a) column9,and (b)column2l .. ... ... ... ... ... ... ...
38. Map showing comparison between simulated water-table surface and observed water levels in
layer 1,January 1986 . . . . . . . i e e
39. Map showing comparison between observed and simulated potentiometric surfaces for
=3
40. Graphs showing north-south sections comparing observed and simulated potentiometric
surfaces for layer 2: (a) column9,and (b)column21 .. ....................
41. Map showing comparison between simulated potentiometric surface and observed water
levelsin layer 2, January1986 . . . .. .. ... .. e e
42. Map showing comparison between observed and simulated potentiometric surfaces for
=T g
43. Graphs showing north-south sections comparing observed and simulated potentiometric
surfaces for layer 3: (a) column9,and (b) column21 . .....................

iv

21
22

24

43
43
43
43
45
51
52
53
54
55
58

59

61
62

63



44. Graphs showing relation between average absolute error per grid block and changes in

magnitude of input parameters for:

A ComMPOSIEE . . o s e e e e e e e e e e e 66
b. Layerl .. e e e 66
o Layer 2 L e e e e e 67
doLayer3 .. e 67
TABLES
Page
Table

1. Well construction data, including availability of geophysical and hydrologicdata . ..... .. 9

2. Porosity, grain-size, and hydraulic conductivity determinations on selected sand samples from
Well 100L L L e e e e e e e e e e e e 17
3. Cation-exchange capacities and hydraulic conductivities on selected clay samples . . . ... .. 17
4, Lithologic and hydrologic modelinputdata . ... ......................... 44

CONVERSION FACTORS AND ABBREVIATIONS

For use of readers who prefer to use inch-pound units, conversion factors for metric (International System) units

used in this report are listed below:
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square meter (mz)
hectare (ha)
cubic meter (m3)
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kilometer (km)
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By
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2.469
0.0008107
264.2
0.2642
0.6214
0.0022
1.0
1.0
0.0328
3.281
10.764
3531
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1.0000

To obtain inch-pound unit

inch (in.)
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Temperatures are converted from degrees Celsius (°C) to degrees Fahrenheit (°F) by the formula °F = 1.8x°C +32.

ADDITIONAL ABBREVIATIONS

Florida Department of Environmental Regulation

PCP pentachlorophenol

USEPA U.S. Environmental Protection Agency
FDER

ROD Record of Decision

GPR ground-penetrating radar

Sea level: In this report "sea level” refers to the National Geodetic Vertical Datum of 1929 (NGVD of 1929)— A
geodetic datum derived from a general adjustment of the first-order level nets of both the United States and
Canada, formerly called "Mean Sea Level of 1929."



HYDROGEOLOGY AND FLOW OF WATER IN A SAND AND GRAVEL
AQUIFER CONTAMINATED BY WOOD-PRESERVING COMPOUNDS,
PENSACOLA, FLORIDA

By Bernard J. Franks

ABSTRACT

The sand and gravel aquifer in southern
Escambia County, Florida, is a typical surficial
aquifer composed of quartz sands and gravels inter-
bedded locally with silts and clays. Problems of
ground-water contamination from leaking surface
impoundments are common in surficial aquifers
and are a subject of increasing concern and atten-
tion. A potentially widespread contamination
problem involves organic chemicals from wood-
preserving processes. Because creosote is the most
extensivelyused industrial preservative in the United
States, an abandoned wood-treatment plant near
Pensacola was chosen for investigation.

This report describes the hydrogeology and
ground-water flow system of the sand and gravel
aquifer near the plant. Recharge occurs
predominantly in the northern part of the study area,
while discharge occurs along the coast and to Pen-
sacola Bay. The movement of water is generally
Sfrom north to south. In the study area, the sand and
gravel aquifer, about 100 meters thick, consists of
three permeable zones separated by confining units.
A three-dimensional simulation of ground-water
flow in the aquifer was evaluated under steady-state
conditions. The aquifer was treated as multilayered
and horizontally isotropic, with water moving only
horizontally within layers, and only vertically
between layers. Input to the model consisted of
recharge (28 centimeters per year), hydraulic con-
ductivity (0.3-23 meters per day), vertical hg)draulic
conductivity between layers ( 1x10°3-9x10°3 meters
per day), and boundary inflow (2.6x104 cubic
meters per day total) from north of the model area.
Model outflows include discharge to constant head
boundaries and to active municipal wells. The
model was calibrated for assumed steady-state con-
ditions on the basis of water levels measured in
January 1986. Calibration criteria included

reproducing all water levels within the accuracy of
the data—to within one-half contour interval in
most cases. Sensitivity analysis showed that the
simulations were most sensitive to recharge and ver-
tical leakance of the confining units between layers
1 and 2, and relatively insensitive to changes in
hydraulic conductivity and transmissivity and to
other changes in vertical leakance. Applications of
the results of the calibrated flow model in evalua-
tion of solute transport may require further dis-
cretization of the contaminated area, including
more sublayers, than were needed for calibration of
the ground-water flow system itself.

INTRODUCTION _

Ground-water contamination has been the
focus of increasing public attention during the
past decade. Contaminants in ground water are
frequently associated with adverse environmental
and health effects, as well as social and economic
effects. Although contaminants can enter
ground-water systems along diverse and complex
pathways (production, transport, storage, dis-
posal), one common source of ground-water con-
tamination is a leaking surface impoundment.

Contaminants commonly stored in potentially
leaky impoundments include organic chemicals
from wood-preservative processes. Creosote, a
complex distillate of coal tar, is the most exten-
sively used industrial wood preservative in the
United States (von Rumker and others, 1975). It
isestimated that there are more than 400 commer-
cial wood-preserving plants in the United States,
many of which discharge their wastes to onsite
impoundments, which in turn discharge into an
underlying surficial aquifer. Because of its com-
plex chemical composition, which consists of
some 200 "major" constituents and several
thousand "minor" components (U.S. Department
of Agriculture, 1981), creosote is difficult to



characterize chemically. It is heavier than water
and has a continuous boiling range of at least 125
°C, beginning at about 200 °C. It is, by weight,
composed of about 85 percent polynuclear
aromatic compounds, 12 percent phenolic com-
pounds, and 3 percent heterocyclic nitrogen,
oxygen, and sulfur compounds.

Because of the increasing need to quantify the
potential effects of toxic compounds on ground-
water systems, the U.S. Geological Survey began
the Toxic Waste — Ground-Water Contamination
Program in 1983. One of the primary components
of this program consists of an interdisciplinary
investigation of the physical, chemical, and
microbiological processes that affect contaminant
transport in the subsurface environment (Ragone,
in press). The wide distribution of the wood-
preserving industry led to the selection of a wood-
preserving operation as one of the initial sites in
the Toxic Waste — Ground-Water Contamination
Program.

In 1983, a site near Pensacola, Fla., was
selected as one of three national research demon-
stration areas to enhance our understanding of
hydrologic processes affecting the distributions of
contaminants in ground water. The site was
selected because of its long, uninterrupted history
(1902-81) of discharging wastewaters to unlined
surface impoundments, availability of a prelimi-
nary data base (Troutman and others, 1984), and
the probability of transferring useful technology
from an investigation of organic compounds asso-
ciated with wood-preserving wastewaters.

Purpose and Scope

The purpose of this report is to describe the
hydrogeology and the ground-water flow system
of the sand and gravel aquifer in the vicinity of the
site area. This knowledge is needed to evaluate
geochemical and microbial data in relation to
solute transport in the aquifer. The scope of this
report includes:

® asite description and history,

e a review of existing hydrogeologic data from
the site and the surrounding area,

e a documentation of hydrogeologic data col-
lected during this investigation, and

® a presentation of a synthesis of the above data

through documentation of a three-dimen-
sional simulation of ground-water flow in the
sand and gravel aquifer.

This report does not discuss contaminant
plume definitions or other geochemical data col-
lected during investigations of the site. Prelimi-
nary assessments of the initial geochemical data
have been discussed in Mattraw and Franks
(1986), Franks, (1987), and Ragone (in press).
Ongoing investigations are evaluating the
geochemistry of the site and relating the
hydrogeology and ground-water flow system to
the geochemistry.

Area of Investigation

The large study area used by Trapp and Geiger
(1986) and referred to later in this report is shown
infigure 1. Within that large study area is the area
of investigation of this report. It is located in
southern Escambia County, Fla., in and adjacent
to the city of Pensacola (fig. 1) and contains a sub-
area of about 1,200 m (meters) by 1,000 m (fig. 2),
including the former wood-preserving plant
property and the adjoining area of contamination,
referred to as the "site" in this report. To ade-
quately simulate ground-water flow in and near
the site, it was necessary to evaluate the
hydrogeology of the entire area of investigation of
this report in order to account for significant
geologic variations and hydrologic boundaries.

Site Description and History

Between 1902 and 1981, a wood-preserving
plant was operated on a 7.3 ha (hectares) site in a
moderately dense, commercial and residential
area of Pensacola. The area of the former plant is
located about 500 m north of Pensacola Bay and
Bayou Chico and is bounded on the east and west,
respectively, by "F" and "L" Streets. The wood-
treatment process used throughout plant history
included mechanical debarking of logs (feeding
the bark to a boiler for steam production), air
drying, and then steam-heating the poles to burst
the wood cells. A vacuum was then applied to
remove the remaining cellular moisture. The
pressure cylinder was then filled with preservative
and the poles treated for several hours. Pressure
was released, excess liquid pumped from the
chamber, and the poles removed to an outside
area for storage.
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Figure 35.— Schematic water budget for the calibrated simulation.

aquifer. The mass balance shown identifies the
contribution of each source and the withdrawal by
each sink. It is evident that the amount of water
calculated from recharge rates is comparable in
volume to that calculated to enter the aquifer from
boundary inflow. Also, large volumes of water
flow vertically between layers in the aquifer,
according to the simulation results. Although a
volume of water equal to about 1.4 times the es-
timated recharge flows between layers 1 and 2, the
net flux between those two layers is virtually zero.
On the other hand, over twice as much water flows
down into layer 3 than up into layer 2, primarily
because of the pumping effects of the three mu-
nicipal wells in the northern part of the area of in-
vestigation, which together are estimated to
withdraw a volume comparable to the recharge
inflow. At present there is no mechanism to verify
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these calculations of steady-state vertical leakage.
Although these flows are the result of a calibration
based on our best understanding of the flow sys-
tem, the accuracy of these values is uncertain.

The simulated boundary inflow rates agree
with the estimates based on calculations made
from the observed potentiometric surfaces:

Calculated, Percent Simulated, Percent

inmY/d oftotal inm%d of total
Layerl 3700 (017) 2400 (0.12)
Layer2 7,100 (032) 8500 (0.41)
Layer3 11,300 (0.51) 9,700 (0.47)

Simulated flows into layers 1 and 3 are slightly
less than the observed estimates, whereas flow
into layer 2 is somewhat greater than estimated.
These differences could be a result of numerous



hydrologic variables, with variations in areal
recharge as one likely possibility. Although
recharge was treated as areally uniform, it is likely
that recharge is actually greater in the less
developed northern part of the area of investiga-
tion (upper 6-8 rows) than farther south in the
more urbanized part of the area. Such a possibility
was not considered in the model simulations.

N N

Layer 1

A comparison between-observed and simula-
ted steady-state water-table surfaces is presented
in figure 36. The residuals for this layer are 0.4 m,
and there is excellent balance (within 10 percent)
between positive and negative residuals. Also, the
general fit of the water-table surfaces is good in
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the site area and in the northwestern part of the
area of investigation. Unfortunately, there are
major discrepancies between the observed and
simulated surfaces in the northeast and west-
central model areas. These anomalies are in areas
where data are minimal, and may suggest miscon-
ceptions in the assumed shape of the water-table
surface in those areas. As discussed earlier, head
in the upper part of the aquifer is locally variable,
with sporadic perched water tables caused by
local confining units.

Simulated head is generally 1.5 to 3.0 m lower
in the northeast (rows 1-4, columns 21-30) than
on the observed surface. Although the latter head
surface is based on the best information available,
the only data points in the area are actually north
and west of the area of investigation (fig. 20). Ex-
trapolation of the head surface to the area of in-
vestigation was based primarily on interpretation
of topographic features. Although both observed
and simulated surfaces along the west banks of
Bayou Texar on the east boundary of the area indi-
cate the occurrence of steep gradients in head, the
large grid-block size in the area (460 mz) limited
the ability of the simulation to fit the observed data.

In the west-central area (rows 6-8, columns 1-
4), the problem is similar, although simulated
heads in this section are typically 0.9 to 1.5 m
higher than observed values. The simulation has
not adequately accounted for the effects of Bayou
Chico on the heads.

In both areas, the paucity of data is the primary
problem. Because the problem areas are well out-
side of the area of contamination and do not ap-
pear to have any significant effect on simulated
heads in the site area, it was determined to be out-
side of the scope of this investigation to further
evaluate which of the two water-table surfaces is
more representative of field conditions.

Asa further check on the validity of the calibra-
tion on layer 1, three other comparisons of the
data are presented. First, to demonstrate the
general fit between observed and simulated sur-
faces, two north-south cross sections of columns 9
and 21 were chosen (fig. 37). These columns were
chosen because they border the site area, respec-
tively, to the west and east, and include the entire
contaminated area between them. The site area
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is located between 3,400 and 4,300 m on the
profile, and is characterized by steep horizontal
hydraulic gradients, relative to the remainder of
the section, with a match generally within 0.25 m
between the observed and simulated surfaces.
The northern 6 rows are typified by a somewhat
flatter head gradient and a match of no worse than
0.8 m. The simulated heads in the north are
generally lower than observed heads, perhaps as
a result of areal variations in recharge, discussed
carlier.

The other two calibration tests involve direct
correlation between observed heads and simu-
lated results. There were 50 observed values of
head available in the area of investigation. Each
measurement was subtracted from the simulated
head in the appropriate node to determine the
residual. The mean absolute residual was 0.29 m,
with a standard deviation of 0.27 m, near the
desired criterion of 0.25 m. To further document
the data fit, a map depicting observed water levels
and the simulated water-table surface in the site
area is presented (fig. 38). For 73 percent of the
observed heads, the water level was within 0.25 m
of the simulated head at that node. Only four of
the observed heads were outside of two standard
deviations removed, with residuals between 0.94
to 1.04 m in all. Two of these four wells are out-
side of the site area and do not affect interpreta-
tions near the site. Locations of the other two
wells, in the recharge-discharge transition zone,
indicate that local aquifer heterogeneities not ac-
counted for in the simulation probably control
heads in those areas.

Layer2

A comparison between observed and simu-
lated potentiometric surfaces for layer 2 is
presented in figure 39. There is an excellent
match of contours, with shapes virtually identical
except for a few nodes near Bayou Chico in the
west-central area which are probably affected by
problems with the fit in layer 1. The residuals for
this layer are 0.34 m, for the best fit of any layer.
The match between positive and negative
residuals is off more than 50 percent, however,
with observed data generally greater than simu-
lated. This is exemplified by looking at selected
cross sections (fig. 40), the choice of which was



(A) LAYER 1, COLUMN 9

HYDRAULIC HEAD, IN METERS

HYDRAULIC HEAD, IN METERS
N w » (4]

-

0

1 T L
4
i
_1
I 1
T I
]
I 1
0 1000 2000 3000 4000 5000 6000

NORTH — SOUTH SECTION THROUGH MODEL AREA, IN METERS

Figure 37.— North-south sections comparing observed and simulated water-level surfaces for layer 1:
(a) column 9, and (b) column 21.

described for layer 1. Overall, the shape and
gradient of the head surface are well reproduced,
especially near the site. But simulated heads in
the northern 8-10 rows, although well within the
calibration criterion of 1.0 m, are uniformly lower
than observed heads. Because these data are well
north of the site area, and because no calibration
adjustment improved the calibration without
creating an even poorer fit in another parameter,
the fit was accepted as part of the best calibration.
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Aswith layer 1, an attempt was made to direct-
ly correlate observed and simulated heads in layer
2. On comparison of the 21 observed values of
head available in the area of investigation with
simulated heads in each node, the mean residual
was 0.25 m, meeting the 0.25 m criterion. Stan-
dard deviation was 0.15 m. The data can be fur-
ther evaluated by comparing observed water
levels and the simulated potentiometric contours
in the site area (fig. 41). The simulated water
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Figure 38.— Comparison between simulated water-table surface and observed water levels in layer 1,
January 1986.

levels were within 0.25 m of the measured head in Layer 3
83 percent of the wells, with all of the data within
two standard deviations of the mean. The maxi-
mum difference of 0.55 m occurred in a well lo-
cated at row 6, column 6, far north of the site area.

Comparison between observed and simulated
potentiometric surfaces for layer 3 is shown in
figure 42. In general, the contours match quite
well, with the obvious exceptions of three areas of
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lower simulated heads which correspond to loca- Pumping from the municipal wells, although
tions of the municipal pumping wells. The mean far north of the site area, was shown to be a major
residual for layer 3 is 0.37 m, well within the ac- factor in defining the water budget for the system
curacy acceptable for calibration of this layer. (fig. 35). Simulated heads in layer 3 are affected
The match between positive and negative within a 1/2-mile radius about each well, which in-
residuals is also excellent, within 15 percent. cludes only two nodes in the northern parts of the
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Figure 40. — North-south sections comparing observed and simulated potentiometric surfaces for layer 2:
(a) column 9, and (b) column 21.

area of investigation. Because it can be shown that
the effects of pumping do not affect hydraulic
heads in the site area, which is far outside of the
zone of influence of their individual cones of de-
pression, the local errors in the simulated poten-
tiometric surface were considered acceptable. It
should also be observed that heads in both layers
1 and 2 show subdued reflections of the pumping
effects of the municipal wells, with slightly lower
heads in the nodes affected by pumping than in
the surrounding nodes.
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As with the other two layers, selected cross sec-
tions demonstrate the typical fit between observed
and simulated surfaces (fig. 43). Simulated heads
are within the calibration criterion of 1.0 m, with
the hydraulic gradients reasonably well repro-
duced. Because understanding layer 3 was not a
major objective of this investigation, these data
were considered acceptable. The lower simulated
water level at 2,300 m s a result of a municipal well
located midway between columns 9 and 21. This
section intersects part of the cone of depression of
the pumping well.
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Figure 41. — Comparison between simulated potentiometric surface and observed water levels in layer 2,

January 1986.
All available observed heads were compared Sensitivity Analysis
with results of the simulation. There are only five The final result of model calibration is a defini-

observed values of head in the area of investiga-
tion. The mean residual at these nodes was 0.4 m,
with a standard deviation of 0.21 m.

tion of the aquifer system that incorporates the
best defined hydrologic data with the adjusted es-
timates of the most poorly known parameters. Be-
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cause this study started with morc than one poor- parameter over its probable range of values in an
ly defined parameter, as many hydrologic investi- effort to ascertain that the described solution is, at
gations do, the solution is not unique. The purpose minimum, reasonable for the given hydrologic
of sensitivity analysis is to determine to what de- variables. From sensitivity analyses, we can deter-
gree model calibration is affected by varying each mine which factors have the greatest or lcast effect
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Figure 43. —North-south sections comparing observed and simulated potentiometric surfaces for layer
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onthe system. These conclusions can, in turn, help
determine which data must be defined more accu-
rately and which are already adequately defined.

One of the simplest methods of model sensitiv-
ity analysis is to uniformly vary a parameter, run
the model, and observe the difference between ob-
served and simulated head values. This technique
was applied, in turn, for recharge, hydraulic con-
ductivity of layers 1 and 2, transmissivity of layer 3,
and leakance between layers 1 and 2 and also be-
tween layers 2 and 3. Beginning with the values for

cach parameter used to produce the best fit be-
tween observed and simulated data during the
calibration process, each parameter was increased
by 50 and 100 percent, and also decreased by 50
and 90 percent of the calibrated value. Leakance
was also evaluated at an increase of 1,000 percent,
inasmuch as its determination was more uncertain
than that of any other parameter. In all cases, ex-
cept perhaps leakance, the percentage changes
during sensitivity analysis exceeded the range in
values for the parameters based on our under-



standing of the hydrogeologic system. Results of
these sensitivity runs are shown by graphing the
average absolute error, defined as the difference
between observed and simulated heads, versus the
percentage change in simulated parameters, first
for the composite simulated results and then for
each of the three layers in turn (fig. 44).

Two general factors are obvious in looking at
the plots. First, the overall maximum sensitivity of
the model to reasonable adjustments of simulated
parameters is less than 0.6 m (fig. 44a). This
probablyresults from gradients inthe systembeing
quite low and fixed heads upgradient and at the
seaward boundary. It is thus necessary to look at
residuals in each layer as appropriate. Second, the
system is primarily sensitive to changes inrecharge
and leakance between layers 1 and 2. Effects of
these same parameters are accentuated in all three
layers, with maximum effect on layer 1.

The composite plot suggests that not much in-
formation is obtained by lumping calibration data
from all three model layers together. There is
minimal overall sensitivity to most of the hydro-
logic parameters. Only recharge and leakance
between layers 1 and 2 significantly affect com-
posite statistics, although the calibrated value is at
a minimum for each of the six parameters.

Layer 1, as expected, is the most affected by
variations in several of the parameters (fig. 44b).
Varying recharge, leakance between layers 1 and
2, and hydraulic conductivity of layer 1 all had
major effects on calculated heads. Heads in layer
1, on the other hand, were fairly insensitive to
changes in the other hydrologic parameters.

Recharge and leakance values were also the
most significant in affecting layer 2 results (fig.
44c), although somewhat differently from layer 1.
The slightly lower average absolute error at a
recharge of 50 percent over the calibrated value
suggests that calibration of layer 2 might be
improved by increasing recharge. Based on an
evaluation of the few data available for recharge
and evapotranspiration in the area, calibration at
a larger value for recharge was not considered.
Similar analysis suggests that a slightly smaller
value than the calibration value for hydraulic con-
ductivity in layer 1 might improve the residual in
layer 2. Although it was possible to slightly
improve the fit in layer 2 with these changes, the
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overall effect on the system was minimal, as can be
seen on the composite plot. Attempting these
changes during calibration, however, increased
the simulated heads in layer 1 and required major
adjustments and recalibration of leakance and
hydraulic conductivity. Consequently, the slightly
larger difference in layer 2 was considered accept-
able. One anomaly occurred when leakance be-
tween layers 1 and 2 was decreased 90 percent.
This was the only sensitivity run for any parameter
which improved heads relative to the model runs
with a 50 percent decrease from calibrated data.
Since field determinations of leakance are sparse,
it is impossible at this time to determine a
reasonable explanation for this observation.

Variations in layer 3 parameters are perhaps
the most significant in evaluating the validity of the
calibration, because the residuals are not distrib-
uted uniformly about the calibrated values. Con-
trary to the data from layer 2, a slightly lower value
of recharge would appear toimprove the fit of head
in layer 3. Most interesting is probably the sen-
sitivityof head in layer 3to changes inleakance. Al-
though the model is insensitive to increases in
leakancebetweenlayers 1 and 2, itis extremelysen-
sitive to decreases in leakance between the upper
two layers. The opposite is true for leakance be-
tween layers 2 and 3. Although mildly sensitive to
decreases in leakance between layers 2 and 3,
headsin layer 3 are verymuch affected byincreases
in leakance between the lower two layers. These
observations suggest not only that the calibrated
value for recharge is a reasonable maximum but
alsothat the gradient between the upper two layers
has a significant effect on heads in layer 3.

Evaluation of Simulation Results

The purpose of three-dimensional simulations
of the ground-water flow system is to improve our
concept of the aquifer system and possibly to sug-
gest alternate interpretations of the hydrogeologic
picture which we have developed. This report
documents our understanding of the existing
hydrogeologic framework, the improved concept
of the ground-water system provided by the model
simulations, and inadequacies of the assumptions
used in the model.

The most significant assumption is that heads
in the aquifer can be considered to be under
steady-state conditions and, in fact, that the
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January 1986 measured field values represent
long-term steady-state equilibrium for the aquifer
system. Earlier discussions concluded that the sys-
tem is now at steady state. Water levels in layers 1
and 2 probably represent both a present-day
steady-state condition and an "average"” long-term
steady state. Observed heads in some parts of
layer 3 may not be as well represented by the
assumption of steady state. Pumpage over the area
of investigation has actually fluctuated consider-
ably throughout the past 80 years, largely as a
result of varying industrial and municipal pump-
ing. For example, withdrawal rates at an industrial
site near Bayou Chico have ranged from more
than 30,000 m>/d in the 1930’s (Jacob and Cooper,
1940 p. 60) to the present day minimum of 1,700
m’/d (Leach, 1984). Jacob and Cooper, in fact,

conclude that extensive industrial water use was
responsible for downward vertical gradients in the
(normally discharge) area along the coast. It is
conceivable that some of the uncertainty in the
model calibration in all layers could be accounted
for by transient simulations which take into
account known historical variations in pumpage.

A second major uncertainty in our under-
standing of the aquifer involves the stated assump-
tion that flow is only horizontal (no vertical flow)
within each of the three model layers. The aquifer
is three dimensional, and the model layers are a
simplification of the hydrologic reality. Especially
near the coast in the shallow parts of the aquifer,
the vertical hydraulic gradients are steep com-
pared to the average gradients over the area of
investigation. This is especially true in layer 1
along the coast above the shallow confining clay
lens separating layers 1 and 2. Also, the observa-
tion that values of vertical leakage between layers
are significant implies that there must be vertical
gradients of flow within each layer, at least near
the contacts with adjacent layers. In other words,
vertical flow is occurring locally within model
layers, and may contribute significantly to errors
in model calibration and sensitivity. In order to
further define the effects of vertical flow, it would
be necessary to subdivide the present model into
more (and thinner) layers, based on increased
field definition of vertical head gradients.

Another possible advantage of further discre-
tization of the simulations into more layers

involves the more general problem of aquifer
heterogeneity. As summarized by Fogg (1986,
p. 679), "Many so-called sandstone aquifers are
actually multiple-aquifer systems consisting of
discontinuous sand bodies distributed complexly
in a matrix of lower-permeability silts and clays.
The arrangement and interconnectedness of these
various lithofacies strongly influence spatial pat-
terns of hydraulic conductivity and, in turn,
groundwater flow and mass transport.”" This
caveat also applies equally to unconsolidated, but
analogous, sand-silt-clay mixtures as found in the
sand and gravel aquifer in the area of investiga-
tion. Recognizing that the heterogeneous dis-
tributions of aquifer materials will strongly affect
not only fluid circulation paths and velocities but
also contaminant transport in the subsurface, it is
necessary to consider the fact that hydraulic head
may not be very sensitive to microvariations in
aquifer properties caused by varying intercon-
nectedness. In other words, a reasonably well
calibrated model of ground-water flow might
poorly simulate the local velocity flow field. On
this smaller scale, it would also be useful to simu-
late the aquifer in three dimensions with a fairly
uniform density of field data to minimize inter-
preting results biased by lack of data in parts of
the model area. The basic conclusion seems to be
that if results from the calibrated three-dimen-
sional ground-water flow model presented here
are to be used in simulation of contaminant
transport, it may be critical to further subdivide
the contaminated area into unit dimensions
capable of incorporating local details of aquifer
heterogeneity. This would require both a much
smaller node dimension and far more sublayers
than were needed for calibration of the ground-
water flow system itself.

SUMMARY AND CONCLUSIONS

Problems of ground-water contamination from
leaking surface impoundments are common in
surficial aquifers. As part of our understanding of
the processes affecting transport of contaminants
in the subsurface, it is necessary to investigate the
hydrogeology and ground-water flow of such
systems.

This study is part of an interdisciplinary inves-
tigation of a contaminated ground-water site in



Pensacola, Escambia County, Fla. The study site
is underlain by surficial deposits of the sand and
gravel aquifer, which consist of nonhomogeneous
fine-to-coarse grained, locally well-sorted fluvial
and deltaic sediments. The dominantly quartz
sands and gravels are locally interbedded with dis-
continuous silt and clay lenses. The aquifer can
be divided into three distinct but interconnected
zones — a surficial (water-table) zone, a low-per-
meability intermediate zone, and a main
producing zone. These generalized zones were
confirmed in detail to occur in the site area.

Although the aquifer is divided into three dis-
tinct permeable zones, all zones are hydraulically
interconnected. The primary sources of flow into
the system are areal recharge and boundaryinflow
from areas upgradient of the area of investigation.
A small source of flow is leakage from the im-
poundments in the site area into the aquifer. The
principal discharge of water from the system is to
Pensacola Bay and to municipal pumping wells in
the northern part of the area of investigation in
layer 3. A minor discharge is to the small drainage
ditch in the site area. Within the aquifer, there is
significant vertical leakage between zones. Water
flows generally from north to south in the study
area.

In order to synthesize the available
hydrogeologic data, a three-dimensional ground-
water flow model was developed to simulate flow
in the area of investigation. Simplifying assump-
tions include that hydraulic heads in the aquifer
can be considered to be at steady state and that
the aquifer can be treated as multilayered and
isotropic, with water moving only in a horizontal
plane within each layer, and only vertically
between layers. Layer 1 represents the surficial,
water table, part of the system; layer 2 the inter-
mediate zone; and layer 3, the deepest part of the
aquifer, the main producing zone.

The ground-water flow model was calibrated
for steady-state conditions as represented by
January 1986 field measurements. Simulated
water levels met most defined calibration criteria
in successfully matching field measurements.
Calibrated hydrologic parameters include
recharge (28 cm/yr), hydraulic conductmty (03 to
23 m/d), vertical leakance (3x10* to 1x10
(m/d)/m), and boundary inflow (2.6x10* m%/d).
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Sensitivity analysis showed that the aquifer simu-
lations were most sensitive to changes in recharge
and decreases in the vertical leakance of the con-
fining unit between layers 1 and 2, and relatively
insensitive to changes in hydraulic conductivity
and transmissivity and to other changes in vertical
leakance. A mass balance including a water bud-
get was calculated to quantitatively evaluate the
flow system. Major mﬂows to the model included
boundary mﬂow (2. 6x10* m /d) and recharge
(1.9x10* m%d). Major outflows from the model
mcluded dlscharge to Pensacola Bag 2. 1x10*
m /d) and to pumping wells (1. 8x10* m%/d).

The three-dimensional simulations were inval-
uable in improving our understanding of the
ground-water flow system in the area of investiga-
tion. Reevaluation of our understanding of the
ranges and significance of selected hydrologic
parameters will be useful in further investigations
of contaminant transport in the site area. Appli-
cations of the results of this calibrated flow model
in evaluation of solute transport will require fur-
ther subdivision of the contaminated area into
much smaller grid-block dimensions and more
sublayers than were needed for calibration of the
ground-water flow system itself.
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