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THE COMPUTER MODEL SHARP, A QUASI-THREE-DIMENSIONAL FINITE-DIFFERENCE
MODEL TO SIMULATE FRESHWATER AND SALTWATER FLOW IN
LAYERED COASTAL AQUIFER SYSTEMS

by H. I. Essaid

ABSTRACT

This report documents the quasi-three-dimensional, finite-difference
model, SHARP, which simulates freshwater and saltwater flow separated by a
sharp interface in layered coastal aquifer systems. The model accommodates
multiple aquifers separated by confining layers, with spatially variable
porous media properties. The uppermost aquifer can be confined, unconfined
or semi-confined with areally distributed recharge. Temporal variations in
recharge and pumping are accounted for by multiple pumping periods. The
boundary conditions which can be simulated in the model are: prescribed
flux boundaries, constant freshwater head and/or constant saltwater head
boundaries, and leaky head-dependent boundaries.

For each aquifer, the vertically integrated freshwater and saltwater
flow equations are solved. These two equations are coupled by the boundary
condition at the interface. Leakage between aquifers is calculated by
applying Darcy’s law. The resulting system of coupled, non-linear partial
differential equations is discretized using an implicit finite-difference
scheme. The discretized system of equations is solved using the strongly
implicit procedure (SIP). The positions of the interface tip and toe,
within the discretized finite-difference grid blocks, are tracked using
linear extrapolation of the interface elevations calculated at grid points.

This documentation includes an overview of saltwater intrusion modeling
approaches and the mathematical formulation of SHARP. The model is verified
against experimental and analytical solutions, and sample areal and cross-
sectional applications are presented.



INTRODUCTION

Purpose _and Scope

Coastal aquifers are an important ground-water resource for urban and
agricultural areas bordering seas. In some areas, coastal hydrogeological
conditions can simply be represented by an individual unconfined, island, or
confined aquifer (fig. 1). More commonly, the hydrogeologic setting in
coastal enviromments is that of a sequence of layers with varying hydraulic
properties combining confined and unconfined conditions. A few previously
studied examples of such systems are found in the north Atlantic and Israelil
coastal plains, and the Llobregat delta in Barcelona, Spain (Collins and
Gelhar, 1971; Schmorak, 1967; Custodio, 1981). Protection of water quality
in these aquifers during development requires an understanding of the
dynamic relation between freshwater and adjacent saltwater.

In this report, the model SHARP, a quasi-three-dimensional, numerical
finite-difference model which simulates freshwater and saltwater flow
separated by a sharp interface in layered coastal aquifer - confining unit
systems is documented. SHARP facilitates regional simulation of coastal
ground-water conditions in layered systems, and includes the effects of
saltwater dynamics on the freshwater flow system.

The model accommodates multiple aquifers, separated by confining units,
with spatially variable porous media properties. The uppermost aquifer of
the system may be confined, unconfined, or semi-confined with an areally
distributed recharge. Temporal variations in recharge and pumping are
accounted for by multiple pumping periods. The boundary conditions which
may be simulated in the model are: prescribed flux boundaries, constant
freshwater head and/or constant saltwater head boundaries, and leaky head-
dependent boundaries in the uppermost aquifer. The program is written in
FORTRAN 77.

An overview of coastal hydrogeologic conditions and saltwater intrusion
modeling approaches is given in the first part of this report. The
development of the equations solved in SHARP is presented in the model
development section and is followed by an explanation of the solution
technique used. Model verification for single-layer and multilayer cases is
presented. The last part of the report describes the computer program, its
application, and sample problems. Appendixes A and B give the details of
the coefficients of the discretized flow equations and the strongly implicit
solution procedure. The data input formats, program variables, and program
listing are given in Attachments A through C.

Coastal Hydrogeologic Conditions

To illustrate coastal conditions, an idealized hydrogeologic section
through a layered coastal aquifer system extending offshore to a submarine
canyon outcrop is shown in figure 2. Under natural, undisturbed conditions,
an equilibrium seaward hydraulic gradient exists within each aquifer with
freshwater discharging to the sea (fig.2a). In the uppermost, unconfined
aquifer the freshwater flows out to sea across the ocean floor. In the
lower, confined aquifers the freshwater discharges to the sea by leaking
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upward through the overlying layers, and (or) by flowing out the canyon
outcrop. Within each layer, saltwater flows in from the sea and a wedge-
shaped body of denser saltwater develops beneath the lighter freshwater.
Under steady-state conditions a stationary interface is maintained, its
shape and position being determined by the freshwater potential and
gradient. In the case of one-layer systems, the sea water will essentially
be static under steady-state conditions. In a layered system, if there is
vertical leakage of freshwater into an overlying saltwater zone, this zone
of mixed water will not be static.

A Sea level
Freshwater
Z
Sea level Sea level
B
C

Figure 1.--Examples of hydrogeologic conditions in coastal aquifers:
A. unconfined aquifer with an impermeable bottom,
B. unconfined island aquifer with a free bottom, and
C. confined aquifer.
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Figure 2.--Idealized cross-section of a layered coastal aquifer
system showing paths of freshwater discharge and potential
paths for saltwater intrusion:
A. steady-state system with constant freshwater discharge
offshore,
B. transient system with intruding saltwater and inland
interface movement.

In reality, the interface separating fresh and saltwater is a
transition zone created by the mixing of waters due to the effects of
diffusion and mechanical dispersion. Cooper (1959) and Kohout (1964) have
shown that in the zone of mixing, the diluted saltwater is less dense than
the original sea water, causing it to rise and move seaward along the
interface (fig. 3). This induces a cyclic flow of saltwater from the sea,
through the ocean floor, to the zone of mixing, and back to the sea. This
cyclic flow occurs even under steady-state conditions.

Inland changes in recharge or discharge modify the flow within the
freshwater region, inducing movement of the interface. Reduction in
freshwater flow towards the sea causes the interface to move inland and
results in the intrusion of saltwater into the aquifer. Conversely, an
increase in freshwater flow pushes the interface seaward. The rate of

4



interface movement and the transient aquifer head response will depend on
the boundary conditions and aquifer properties on both sides of the
interface. The ease with which saltwater can move into, or out of, an
aquifer system affects the rate of interface movement in response to changes
in offshore freshwater discharge. In a layered system, saltwater can enter
an aquifer by flowing through the aquifer outcrop, and/or leaking across the
confining layers and ocean floor (fig. 2b). Therefore, in order to
understand coastal systems, it is necessary to examine the dynamics of both
the freshwater and saltwater flow domains.

Management of coastal ground-water resources requires an understanding
of the physical dynamics of the phenomenon of saltwater intrusion. For this
reason, considerable effort has been put into developing numerical models
for saltwater intrusion that can represent the physical complexities, as
well as the spatial and temporal variations inherent in coastal systems.

.~ A

Freshwater

Figure 3.--Circulation of saltwater from the sea to the transition zone
and back to the sea induced by mixing at the interface.

Saltwater Intrusion Modeling Approaches

Disperse and sharp interface approaches have been used to analyze
saltwater intrusion in coastal aquifers (Reilly and Goodman, 1985). The
disperse interface approach explicitly represents the transition zone, where
there is mixing of freshwater and saltwater due to the effects of
hydrodynamic dispersion (molecular diffusion and mechanical dispersion).

The sharp interface approach simplifies the analysis by assuming that
freshwater and saltwater do not mix and are separated by an abrupt
interface. Both approaches have been used to develop numerical models to
study and predict the flow of ground water in coastal aquifers. A summary
of the numerical models that have been developed for simulation of saltwater
intrusion problems is given in table 1.



Table 1.--Summary of numerical salt water intrusion models (DI-disperse interface, DD-density dependent, NDD-non-density-
dependent, SI-sharp interface, F-fresh water only, FS-fresh and salt water, FD-finite difference, FE-finite
element, BIM-boundary integral method, A2-D-areal two-dimensional, VCS-vertical cross-sectionm, Q3-D-quasi-
three-dimensional, 3-D-three-dimensional, TIME DEP.-time dependence, TR-transient, SS-steady state, DUP. APP.-
Dupuit approximation, G~H APP.-Ghyben-Herzberg approximation)

GROUP AUTHOR APPROACH METHOD GEOMETRY TIME DEP. DUP. APP. G-H APP. FIELD APPLICATION
Reddell & Sunada, 1970 DI-NDD FD A2-D TR YES NO
I-1 Bredehoeft & Pinder, 1973 DI-NDD FD A2-D TR YES NC Brunswick, Georgia
Andrews, 1981 DI-NDD FE A2-D TR YES NO Costa de Hermosillo, Mexico
Pinder & Cooper, 1970 DI-DD FD VvCs TR NO KO
Volker & Rushton, 1982 DI-DD FD vCs SS NO NO
Sanford & Konikow, 1985 DI-DD FD vCs TR NO NO
Segol and others, 1975 DI-DD FE vCs TR NO NO Biscayne aquifer, Florida
(Segol & Pinder, 1976)
Lee & Cheng, 1974 DI-DD FE VvCs SS NO NO Biscayne aquifer, Florida
I-2 Frind, 1982a,b DI-DD FE VvCs TR NO NO
Voss, 1984b DI-DD FE vcs TR NO NO Southern Oahu, Hawaii
(Souza & Voss, 1986)
INTERA, 1979 DI-DD FD 3-D TR NO NO
Kipp, 1987 DI-DD FD 3-D TR NO NO
Huyakorn and others, 1987 DI-DD FE 3-D TR NO NO
Fetter, 1972 SI-F FD A2-D ss YES YES South Fork, Long Island
Anderson, 1976 SI-F FD vCs TR YES YES South Fork, Long Island
II1-1 Ayers & Vacher, 1983 SI-F FD A2-D TR YES YES Somerset Island, Bermuda
Guswa & LeBlanc, 1985 SI-F FD 3-D S8 NO YES Cape Cod, Massachusetts
Sapik, 1988 SI-F FD Q3-D ss YES YES
Voss, 1984a SI-F FE A2-D TR YES YES Southeast Oahu, Hawaii
(Eyre, 1985)
Taigbenu and others, 1984 SI-F BIM A2-D TR YES YES
Volker & Rushton, 1982 SI-F BIM vCs SS NO YES
Shamir & Dagan, 1971 SI-FS FD vCs TR YES NO
Bonnet & Sauty, 1975 SI-FS FD A2-D TR YES NO Morrocan Atlantic Coast
Mercer and others, 1980a,b SI-FS FD A2-D TR YES NO Maui, Hawaii
II-2 Polo & Ramis, 1983 SI-FS FD A2-D TR YES NO Spain
Pinder & Page, 1977 SI-FS FE A2-D TR YES NO North Haven, New York
Wilson & Sa da Costa, 1982 SI-FS FE A2-D TR YES NO Algarve, Portugal
(Sa da Costa, 1986)
Contractor, 1983 SI-FS FE A2-D TR YES NO North Guam
Liu and others, 1981 SI-FS BIM vCs TR NO NO




Disperse Interface Approach

To represent the physics of a disperse interface separating freshwater
and saltwater, the equations governing fluid flow must be solved in
conjunction with the solute transport equation for a conservative chemical
species (Bear, 1979):

d(np) = -V;pq - fluid mass balance, (L

at
k '

q = -=(Vp + pgVz) Darcy’'s law, (2)
m )
d{nc) = V.nDh.Vc - V.qc transport equation, (3)

- 4t =
where: 5 = permeability tensor (Lz);
= p(c) is dynamic viscosity (ML'lT'l);
- p(c) is fluid density (ML™>); '
= pressure (ML'lT'z);
= the vertical dimension (L);
= gravitational acceleration (LT'Z);

porosity;

= concentration (ML-3);

= the hydrodynamic dispersion coefficient tensor (L2T'1);

P 6 B NTD ® X
[]

the specific discharge or Darcy velocity (LT-l);

= time (T); and
a( ) a( ) a
ve) T ax X + 3y y+ 'ézl

vectors in the x-, y- and z- directions.

.
]

z, where X, y and z are unit

Because density is a function of concentration, these equations must be
solved simultaneously to simulate coupled density-dependent fluid flow and
solute transport. If the transition zone is very disperse and chloride
concentrations gradients are low, the effects of variable density may be
neglected. This simplification makes it possible to decouple the equations,
solving first for the flow field and subsequently for the concentration
field. Use of this approach, in conjunction with the Dupuit assumption of
horizontal flow, is suitable for areal modeling of aquifer systems with low
chloride concentration gradients, or when vertical resolution is not needed
(Group I-1, table 1).

In many cases, however, the density gradient is significant and must be
accounted for (Group I-2, table 1). Generally, the flow and transport
equations are solved simultaneously by iterating between the two equations,
increasing computational effort considerably. This has limited most
solutions to two-dimensional vertical cross-sections. Three-dimensional,



density-dependent solute transport codes have been developed (INTERA, 1979;
Huyakorn and others, 1987; Kipp, 1987; Andersen and others, 1988) but have
restricted applicability for regional studies due to computational
constraints.

" Sharp Interface Approach

When the width of the transition zone is small relative to the
thickness of the aquifer it can be assumed, for the purpose of analysis,
that the saltwater and freshwater are immiscible fluids separated by a sharp
interface. This approach.reproduces the general position, shape, and
behavior of the interface. These models couple the freshwater and saltwater
flow domains through the interfacial boundary condition of continuity of
flux and pressure. In three dimensions this boundary condition is highly
non-linear (Bear, 1979), making the solution difficult. The problem can be
simplified, however, by integrating the flow equations over the vertical and
assuming horizontal flow within the aquifer. Sharp interface models ‘
generally fall into two categories: those that model coupled freshwater and
saltwater flow (two-fluid approach), and those that model freshwater flow
only (one-dynamic-fluid approach).

Badon-Ghyben (1889) and Herzberg (1901) related the freshwater head
above sea level (Qf) to the depth to the interface below sea level (hs) for

a system in static equilibrium; that is, steady horizontal freshwater flow
and stationary saltwater (fig. 4). At the interface, the pressure due to
the overlying column of freshwater must be equivalent to that due to the
column of saltwater; therefore, the following relation must hold:

hs7s = (hs + <I>f)7f ! ()
or .
hS - 6¢f , (5)

where § = 7f/(7s-1f) and T 75 are the fresh and saltwater specific .
weights, respectively. For the common values of freshwater and saltwater

densities (1.0 gm/cm3 and 1.025 gm/cm3, respectively) the value of § is 40,
that is, the depth to the interface below sea level, is forty times the
freshwater head. The sharp interface models that simulate flow in the
freshwater region only, (Group II-1, table 1) incorporate the Ghyben-
Herzberg relation (5) assuming that at each time step saltwater adjusts

" instantaneously to changes in the freshwater zone, and an equilibrium
interface position is achieved.

In the two-fluid approach the freshwater and the saltwater flow
equations, which are coupled by the interface boundary condition, are solved
simultaneously (Group II-2, table 1). On the basis of the principle of
continuity of pressure, the interface elevation can be expressed as a
function of the freshwater head and the saltwater head. The movement of the
interface is dictated by the freshwater and saltwater flow dynamics.



Sea level

Freshwater

Figure 4.--The Ghyben-Herzberg interface model.

Discussion of Approaches

Each of the above approaches has advantages and limitations, and can be
employed successfully only under the appropriate conditions. The disperse
interface is necessary in areas where the transition zone is wide. Density
effects can be neglected when chloride concentration gradients are low and
the governing equations can be solved areally on a basin-wide scale.
However, when the flow is density-dependent, the vertical dimension must be
included. Studies using this approach generally have been limited to two-
dimensional vertical cross-sections due to computational constraints. There
are also numerical instabilities and errors which are encountered when
simulating the movement of a narrow concentration front, especially in zones
where the transition zone approaches a sharp interface. Frind (1982a)
showed that when a velocity-dependent dispersion coefficient is used,
instabilities are encountered in areas of stagnant saltwater. Voss and
Souza (1986, 1987) indicate that when flow is predominantly horizontal, the
vertical discretization must be of the same order of magnitude as the
transverse dispersivity in order to avoid introducing numerical dispersion.

The sharp interface approach, in conjunction with the application of
the hydraulic approach (integration of the flow equations over the
vertical), allows the problem to be reduced by one dimension. Thus, it can
be applied areally to large physical systems. This approach does not give
information concerning the nature of the transition zone; however, it does
represent the overall flow dynamics of the system and will reproduce the
general response of the interface to applied stresses. Volker and Rushton
(1982) compared steady-state solutions for both the disperse interface and
the sharp interface approaches and showed that as the coefficient of
hydrodymic dispersion decreases, the two solutions approach each other.



Sharp interface models that simulate flow in the freshwater region only
by incorporating the Ghyben-Herzberg approximation assume that the saltwater
zone adjusts rapidly to the applied stresses. This may be a reasonable
assumption in long-term studies if the interface can respond quickly to
applied stresses. However, to reproduce the short-term response of a
coastal aquifer, it is necessary to include the influence of saltwater flow
(Essaid, 1986).

Individually, none of the above approaches can fully characterize the
behavior and complexities of coastal aquifer systems. The choice of the
approach used to model a particular system will depend on the nature of the
system as well as the goals of the modeling effort. The sharp interface
approach can represent the overall flow characteristics of the system, but
cannot give details concerning the nature of the transition zone. When
studying an aquifer system, it is important to first understand its overall
behavior before examining smaller scale effects. Therefore, the ideal
characterization of such systems may involve a two-step process integrating
the sharp interface and disperse interface modeling approaches.

The Multilayer Freshwater - Saltwater Flow Model SHARP

Saltwater intrusion models have generally been limited to single
aquifer problems, although a few have been developed for more complicated
geometries (table 1). The two-dimensional, areal, sharp interface,
numerical models of Mercer and others (1980a,b) and Voss (1984a) allow for
an overlying leaky confining unit. Fetter (1972) and Anderson (1976)
represented layers with different hydraulic conductivities by a single layer
with an averaged conductivity value. Density-dependent solute transport
models that can handle an overlying leaky confining unit have been developed
(Frind, 1982a,b; Voss, 1984b; Huyakorn and others, 1987). Mercer and others
(1986) used the INTERA (1979) code to build a quasi-three-dimensional solute
transport model of Volusia County, Florida by neglecting the density
dependence of the problem. Some analytical solutions have dealt with the
problem of the position of a steady-state, sharp interface in a layered or
stratified aquifer (Collins and others, 1972; Rumer and Shiau, 1968; Mualem,
1973; Collins and Gelhar, 1971 and 1977; Mualem and Bear, 1974). The only
sharp interface model of coupled freshwater and saltwater flow presented for
a multilayered case is that of Bear and Kapuler (1981l), a cross-sectional
model for two aquifers separated by a thin impervious layer. Sapik (1988)
has developed a multilayered model for freshwater flow only by incorporating
the Ghyben-Herzberg approximation into a three-dimensional ground-water flow
model.

SHARP is a quasi-three-dimensional, finite-difference model that
simulates coupled freshwater and saltwater flow separated by a sharp
interface in multilayered coastal systems. It can be used for both areal
(regional) and cross-sectional studies.
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MODEL DEVELOPMENT

Vertical Integration of the Coupled Freshwater - Saltwater Flow Equations

For each aquifer within a layered coastal system two flow domains must
be considered: freshwater and saltwater (fig. 5). The two domains are
coupled because they share a common boundary at the interface (Bear, 1979).
Within each flow domain the equation of continuity must hold:

Sfaéf = -V.qf freshwater flow domain, (6a)
at
4% ' .
SS__g = —V.qs saltwater flow domain, (6b)
at
where: ¢f =z + pf/yf, the freshwater head (L);
@S =z + ps/ys, the saltwater head (L);
z = elevation (L);
Pg» Pg = the fresh and saltwater fluid pressures (MthT-Z),
respectively;
Ter Vg = the fresh and saltwater specific weights (ML-ZT-Z);

s
Sf, SS = the fresh and saltwater specific storages (L-l); and
1

P T the fresh and saltwater specific discharges (LT 7).

% %
Tip
Freshwater

Domain 0 Saltwater
{(z? Domain

g

& /A C2
Toe C1

L X A

Datum + Y

Figure 5.--Freshwater and saltwater flow domains in a confined aquifer
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Equations (6a) and (6b) can be integrated over the vertical dimension,
within their respective domains. In the vicinity of the interface, the
lower boundary of the saltwater domain is the bottom of the aquifer which
- has an elevation of o The interface is the upper boundary of the

saltwater domain and its elevation is given by 1 The freshwater domain is
bounded on the bottom by the interface (gl). In the case of a confined
aquifer, the elevation of the top of the aquifer ((2) is the upper boundary.
For an unconfined aquifer, the top of the freshwater domain (gz) is given by
the water table elevation.

Vertical integration of the freshwater and saltwater flow equations
implies the Dupuit approximation of vertical equipotential lines and
horizontal flow within the aquifer. This approximation reduces the problem

to two spatial dimensions (x and y). For a confined aquifer, integrating
the freshwater flow equation from the interface (gl) to the top of the

aquifer (§2) and substituting Darcy’s Law yields:

€y 3% < 33
f (V.q. + S "£)dz = V' . (-BK_.'.V'®_.) + SB__"f
3 £ Se g Y 0p) * SePe
- ’ ’ ’ ’ - =
2 2 1 1
.5 L %2 :
where: P = ®.dz = &_, the vertically averaged freshwater head
f Be f f
1
(L);
’ 1— fgz ’ ’
9’ = Bf : qfdz = -Kf .V Qf, the vertically averaged
gl =

freshwater flux (LT'l);

= alx g dy;

Vi) =80 x+ 30 y;
ax ay

B = §2 - gl , thickness of the freshwater zone (L);

= the wvertical component of freshwater flux (LT_l); and

K. = Kf'(x,y) = the vertically averaged freshwater hydraulic

conductivity (LT 1y,

12



Similarly, the vertically integrated saltwater equation becomes:

's _ =~
lv.q +5 %%)dz ~v . (-BK *.v3) +5sB %
s ST s's s s sz
o ot = at
- [ . ’ 4 - = b
q Igl-V ¢1 % qszlg1 + qg Igo-V o qszlg0 0, (7b)
. 1 (1 .
where: @S =3 J. @Sdz = @s, the vertically averaged saltwater head
s §O
(L);
1 (1
q.’' =3 J’ q dz = -K_'.V'®_, the vertically averaged saltwater
s BS 3 s _s s
0

flux (LT 1):
B = §1 - $oo the thickness of the saltwater zone (L);

the vertical component of saltwater flux (LT-l); and

KS'(x,y) = the vertically averaged saltwater hydraulic

I~
i

conductivity (LT_l).

Boundary Terms
The last four terms appearing in equations (7a) and (7b) represent the
boundary conditions at the top and bottom of each domain. These terms are
given by the boundary conditions at the interface, and at the top and bottom
of the aquifer. To satisfy continuity of pressure at the interface, the

fluid pressure in the freshwater domain must equal the fluid pressure in the
saltwater domain:

pf = (Qf - §1>7f = PS = <®S = §1)YS s (8)
where §1 is the interface elevation. Solving for the interface elevation:

fl = (l+6)®s - 6¢f s (9)
where § = Tf/(75‘7f)~

The geometry of the interface can be described in terms of the elevation (z)
and the freshwater and saltwater heads:

F=z - fl =z - (1+6)¢>s + 6¢f = 0. (10)
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The interface is a moving surface, its velocity depending on the velocities
of the water on both sides of the interface. Because the interface is a
material surface, and no change in F takes place as the interface moves, the
substantial derivative of F is equal to zero (Bear, 1979, p. 99):

nDF = ngF + qf.VF = ndF + qs.VF =0 , (11)
DT at at

where F has been multiplied by n, the effective porosity. Expanding
equation (11) and using the relations in equations (9) and (10), it can be
shown that:

ad ad
- qe' |, V' +qo |, o =-q |, V¢, +q_ |, =n(l+6)__s - né__£ .(12)
f gl 1 fz §1 s §1 1 sz gl 3t It

(from 7a) (from 7b)
The remaining terms:

- qf‘|§‘2'v'§2 + qu|§2 (from 7a),
and

(from 7b),

|
SZ §o

represent the boundary conditions at the top and bottom of the aquifer,
respectively. If the boundaries are impermeable, these terms equal zero.
For the case of an unconfined aquifer, the upper boundary is a free surface
and the drainage from the water table is given by naéf/at. If the

boundaries are permeable, these terms will equal the leakage through the
overlying and underlying confining layers.

Leakage Terms

Leakage through a confining layer can be calculated by applying Darcy’s
law in one dimension (fig. 6) if the following assumptions are made
(Bredehoeft and Pinder, 1970): (1) the effects of storage within the
confining layer are negligible, and (2) flow through the confining layer is
essentially vertical. When the conductivity of the aquifer is two or more
orders of magnitude greater than the conductivity of the confining layer,
the flow lines are nearly horizontal in the aquifers and vertical through
the confining layers (Freeze and Cherry, 1979).

If the water on both sides of the confining layer has the same density,
Darcy’s law can be formulated in terms of hydraulic head differences across
the layer. However, when the density is different, vertical density
gradients become important and Darcy’s law must be formulated in terms of
pressure:

K’ -
;= -2 Pa" P +pg (13)
U Az
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1

where: q = vertical leakage, positive upwards (LT 7);
k' = vertical permeability of the confining layer (L2);
[ = dynamic viscosity (ML'lT'l);
P,» Py = fluid pressures above and below the confining layer,
respectively (ML—lT-Z);
p - fluid density (ML™%);
Az = thickness of the confining layer (L); and
g = gravitational acceleration (LT ).

Using definitions for hydraulic head (®=z+p/v), specific weight (y=pg), and
freshwater hydraulic conductivity of the confining layer (K' = k'pfg/p),

equation (13) can be rewritten as:

UK [, @z -, @ym) ¢ B ] (14)
£
where: B’ = 2,2, thickness of the confining layer (L);

e, @b = hydraulic heads above and below the confining layer (L),

respectively; and

zZ, 2y = elevations of the top and bottom of the confining layer
(L).
- — I
Aquifer above confining layer

b =
a za+pa/ Ya g

b =z /
a b- b Pb b

Aquifer below confining layer

Zb
I
* * Datum

......................................................................

Figure 6.--Leakage through a confining layer.
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When freshwater occurs on one side of the confining layer and saltwater
occurs on the other, the density distribution within the confining layer
depends on the direction of flow. This is unknown until the equation is
solved, so, for simplicity, the final term in (14) has been approximated by
an average of the specific weights above the confining layer (7a) and below

(‘Yb):
Y=y = (1t /2 (15)

Rearranging, the general form of the leakage term becomes:

g =-kK[Jas -Tbe + Tp7a) ZptEa) g (16)
¢ e s 2

and K'/B’ is the leakance of the confining layer (T'l). The first two terms
in (16) represent the equivalent. freshwater heads above and below the
confining layer. The third term incorporates the effect of gravity on the
water in the confining layer. For the case of waters with equal density
above and below the confining layer, this equation reduces to:

= GO (@,-8) . an

The Integrated Equations

Introducing these boundary conditions and accounting for source/sink
terms, the vertically integrated equations for freshwater and saltwater
flow, respectively, become:

f fa f + naa f + [n6€f§ - n(1+6)i?§]
at a3t at
(1) (2) (3)
= g (Bf £x f) + 3 (Bf gy—L f) + Qf + Qlf , (18a)
X 8 ay Y
(4) (4) (3) (6)
SSBSa¢S + (n(1+6)%%s - ns?%s
at at at
(1) (3)
; ad
=9 (BK _S) + 4 (BK s) +Q. +Q s (18b)
ax s Sxax ay yg;_ s 1s
(4) (4) (3) (6)
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where: fo’ st = fresh and saltwater hydraulic conductivities in the x-
direction (LT'l);
Kfy’ Ksy = fresh and saltwater hydraulic conductivities in the y-
direction (LT 1);
Qg, Q, = fresh and saltwater source/sink terms (LT'l);

Qlf’ le = fresh and saltwater leakage terms (LT-l) given by

equation (14);
a = 1 for an unconfined aquifer, = 0 for a confined aquifer;
and all other variables are as defined earlier.

In equations (18a, b) the type (1) terms represent the change in
elastic storage within each domain. The type (2) term represents the change
in freshwater storage due to drainage at the water table, the type (3) terms
represent the change in storage within each domain due to movement of the
interface, the type (4) terms represent the divergence of the fluxes in the
x and y directions, the type (5) terms (recharge, pumpage) and type (6)
terms (leakage) represent the sources and sinks to the aquifer.

Equations (18a) and (18b) represent two coupled, parabolic partial
differential equations that must be solved simultaneously for the freshwater
head (Qf) and the saltwater head (@S). Once these values are obtained the

interface elevation (gl) can be calculated from (eq. 9):

¢1 = (1+8)2_ - 60 .
In regions away from the interface, only one type of fluid (freshwater or

saltwater) 1is present in the aquifer and the flow is described by the
appropriate single equation without the interface (type (3)) storage terms.

Numerical Form of the Freshwater and Saltwater Flow Equations

The continuous spatial and temporal derivatives of the freshwater and
saltwater flow equations are discretized using finite-difference methods.
Spatial discretization is achieved by using a block-centered finite-
difference grid that allows for variable grid spacing (fig. 7). An implicit
scheme that is backward in time has been adopted to ensure stability.

In the development of the finite-difference approximations that
follows, the terms in the flow equations have been multiplied by the grid
block area. Spatial subscripts are indicated only when differing from i, j,
or k, for example freshwater head at block (i,j-1,k) is referred to as

ol .
£
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Figure 7.--Block-centered finite-difference grid.

Finite-Difference Approximations of Spatial and Temporal Derivatives

The second-order approximation for the space derivative in the x-
direction at grid node (i,j,k) and time level n is given by:
n n
)

AX5.1/2

where A = 'f' for freshwater flow and 's’' for saltwater flow, and A is the
grid block area (A=AxAy). The transmissivity terms at the block boundaries
are given by: : )

a¢,\n _ n n
A [ _(ByRy, _A)]" =T, Ay (@ - - T ), (19)

\ Ay(@A-Q
ax ax j+1/2 j+1

A A,

j-1

n n K
T =3B (2AX) . , (20a)
Mivl/2 Pjely2 ax dTL/2
and
™ -3 Ky (20b)

i ez ax 3712
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The thicknesses at the block boundaries are linearly interpolated on the
basis of adjacent nodal values, and the conductivity terms are estimated
using the harmonic mean of the nodal values. The central difference
approximations for the space derivative in the y-direction are made in the
same manner and the result is:

ad n n n n n
A [ (B.K, 2P =T Ax(®,  -®)™ - T Ax(® -3, )T (21)
3y * ay Wivig2 o rigl Wil A P

The time derivatives of the freshwater and saltwater potentials in
equations (18a) and (18b) are approximated by using a backward difference:

n n-1
9, L% - % . (22)

at At

Sources and Sinks

The potential sources (or sinks) of freshwater and saltwater in a block
are pumpage (or injection), recharge, and leakage from the overlying or
underlying confining layers. The proportion of freshwater and saltwater
extracted from a well depends on the position of the interface relative to
the elevation of the screened interval of the well (fig. 8). The rate of
freshwater extraction at a node is determined by a linear apportionment of
the total extraction from the well based on the proportion of the open
interval of the well penetrating the freshwater zone:

n
TS (23)
Th, °©
t
where: P? = freshwater pumpage from grid block ijk at time level n
3
(L7°/T);

Th2= length of the open interval penetrating the freshwater zone

at time level n (L);

Tht= total open interval of the well (L); and

Pt = total pumpage from the well (L3/T).

The saltwater pumpage from the well at time level n (PZ) is given by:
P? = P_ - P} . (24)

Positive values of Pt represent extraction of water from a well, negative

values represent injection of water into a well. Using equations (23) and
(24), the source/sink terms in (18a) and (18b) become:
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A Qg = aNaxay - (IEFe)? (25a)

Tht

and
AQ_ = (P_ - _’f_P_t}n ’ (25b)
s t
Tht

where N is the recharge rate (LT'l). Recharge is not allowed at confined
grid blocks where a = 0.

P=P +P
t S

f

Freshwater

Saltwater

Figure 8.--A well penetrating freshwater and saltwater in an aquifer (Tht is
the total open interval of the well, Thf is the length of the

open interval penetrating freshwater).

Interface Tip and Toe Tracking

To develop a sharp interface model for freshwater and saltwater flow in
layered coastal aquifers, representation of the moving interface within a
discretized system is necessary. The position of the interface tip (the
intersection of the interface with the top of the aquifer) and the interface
toe (the intersection of the interface with the bottom of the aquifer) will
not always coincide with the block or element boundaries. Shamir and Dagan
(1971) overcame this for a vertical cross-section by using a moving grid.

At each time step the new position of the toe of the interface was
calculated using a linear extrapolation, and rezoning of the grid was

20



performed in order to align the block boundary with the toe. This same
approach was used by Bear and Kapuler (1981l) for the case of two aquifers
separated by an impermeable layer. Wilson and Sa da Costa (1982)
incorporated an indirect toe tracking algorithm into a fixed grid finite-
element model. Other sharp interface models have made no attempt to track
the interface tip and toe positions. SHARP incorporates a tip and toe
tracking algorithm based on a weighted extrapolation of the interface slope
at finite-difference blocks containing the tip and toe.

To determine the net freshwater and saltwater leakage into a block, the
extent of freshwater and saltwater in contact with the top and bottom of the
block must be known. This is achieved by determining the positions of the
interface tip and toe within the finite-difference grid for each aquifer
(fig. 9). The tip is located by linearly projecting the interface in the x-
and y- directions, based on the interface slope, until it intersects the top
of the aquifer. Similarly, at the toe the interface is projected until it
intersects the bottom of the aquifer. Tip projection is carried out at
locations where there is transition from a block containing some freshwater
to a block containing no freshwater. Similarly, toe projection is carried
out where there is a transition from a block containing some saltwater to a
block containing no saltwater.

In the vicinity of the tip and toe, the finite-difference approximation
of the interface slope in the x- and y- directions can be obtained by
differentiating equation (9) with respect to x and y. The slope is then
approximated based on weighted freshwater and saltwater head derivatives as
follows:

%1 - a+6)22s - 622
Jx Jx X
B 3% 3%
(l+6){(1-w)5;§ j+1/2 + W 5;§ j-l/2]
8% 3%
§1(1- £ . + £ , 26
[( w)?aT j+1/2 “’5}—(—3-1/2] (26a)
91 - (1+6)%% - s9%
ay ay ay
- 10y 02, 9%
(A+6)1d “’)gﬁ i+1/2 ¥ @ 58 i-172
3% 8%
6[(1-w)a_y_f 412 * @ 5y_f i-1/2] (26b)
) )
where: EEA j+1/2 = Ai+l - A , B
ax O.S(ij+l+Ax)

21



and

ae Qk - Qk

A . =
ax  J°1/2 0.5(Ax+ij_1)
are the derivatives of freshwater and saltwater heads in front of, and
behind the interface tip or toe in the x-direction. Derivatives in the y-

direction are calculated in a similar manner.

i-1

Ax_ Ax AX1
A <j1ll l.lFxl'f>

-+

Y,

Tip

Freshwater

Saltwater

AX jq Ax AX
5 - l > l > >

722&1&22222%2&2/

Freshwater X Tip

Bf Xlnew]
ce k

Toe “ﬁgéa Saltwater

%W/ Z 7z
I J J+1

Figure 9.--Interface tip projection in the positive x-direction and toe
projection in the negative x-direction (X's represent the
calculated interface elevations at center of finite-difference
blocks).

A. The projected interface at iteration k-1, and the FX and SX
values used in interface projection calculations for
iteration k.

B. The new projected interface position at iteration level k.

22



The weighting of factor w is necessary to prevent abrupt changes in
slope as the interface tip or toe crosses from one block to another, because
the slope may change rapidly from j-1/2 to j+1/2. To obtain smooth
movement of the interface, w varies from O to 1 as the interface moves. The
weight of a derivative increases as the interface tip or toe moves farther
into the interval over which it is calculated. For example, for interface
tip projection in the positive x-direction (indicated by a + subscript and
illustrated in figure 9), the weighting factor is given by:

w, - 1-2(FXj+1)

w =0 for FX.
+ J

for FX.J.+l <0.5 , 27)

+1 >0.5 ,

+1

as a ratio of ij+l’

where FXj is the distance to the interface tip in block i,j+l,k expressed

and the interface slope is obtained from (26a).

The new position of the interface tip is obtained by projecting the
interface, based on its slope, until it intersects the top of the aquifer.
The slope of the top of the aquifer in the positive x-direction is given by:

Ztop

(28)

y
%%¢op] = j+1” EOPj

ax 0.5(Ax,+Ax,
J J

[

+l)

The new projected distance in the positive x-direction, measured from the
center of block ijk to the interface tip, for the current iteration is then
calculated using equations (26) and (28) as follows:

xl oy = B/, - PPropy 1, (29)
ax ax

where Bf is the freshwater thickness in block ijk. The final projected

distance is a weighted average of the old and new values:

x]1 = WFAC*x1l + (1-WFAC)*x1l (30)
new

old ’

where xlold is the projected interface position from the previous iteration

and WFAC is a user specified weighting factor. A WFAC value of 0.5 will
give equal weighting to both values, a value greater than 0.5 will give the
new interface position a greater weight. Averaging the old and new values
smooths out interface tip and toe movement over time. Generally, it is
recommended to use a value of 0.5, as values greater than this may lead to
oscillations in tip and toe positions, resulting in an unstable solution.

Following interface projection, the block boundary transmissive
coefficients are readjusted based on the new interpolated freshwater and
saltwater thicknesses at the block boundaries. The new projected interface
tip position is then expréssed as a ratio of the block dimension Ax (FXN).



For x1 < O.Sij:
FXN, = 1 + 0.5Ax%.)/Ax. ,
g T & 378%5
FXNj+l = 0.0 ,
and for x1 > O.Sij ,
FXNj =1.0,
FXNj+1 = (xl-O.Sij)/ij+1

This procedure is repeated in the negative x-direction with:
= <
w_ 2(FXj_1) for FXj_1 < 0.5,
w =1 for FXj-l > 0.5,
to obtain projections of the interface where it extends past a block center
in the negative x-direction. The interface projection is then repeated in
the positive and negative y-directions to obtain FYN.

The interface toe is projected in a similar manner, but with a
different weighting scheme which results in a more stable movement of the
interface toe. The equations in the positive x-direction are:

w = xlo14 , (31)

O.S(ij+ij+1)

where xlo is taken from the projected interface position from the previous

1d
iteration, and the interface slope is calculated using (26b). The slope of
the bottom of the aquifer in the positive x-direction is given by:

Z Z
(¥Zpor) = P0%541” 0%y (32)

ax O.S(ij+ij+1)

The new positive x-direction projected distance for this iteration is given
by:

N 3z ac
Mgy = By/[(Chot), - DL (33)

where Bs is the thickness of the saltwater zone. Equation (33) is used to

calculate SXN, the interface toe projected distance expressed as a fraction
of Ax. The entire procedure is repeated in the negative x-direction (as
shown in figure 9), and the positive and negative y-directions to obtain
SYN.

When the projections of the interface tip and toe in the x- and y-
directions are completed, the fractions of the top and bottom of a block in
contact with freshwater and saltwater are calculated. At each grid block
the fraction of the top of the block in contact with freshwater is (FAREA)
and the remaining fraction is in contact with saltwater (1-FAREA). The
fraction of the bottom of the block in contact with saltwater is given by
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(SAREA), and (1-SAREA) represents the area of freshwater (fig. 10). Hence,
if FAREA=0O the block contains only saltwater; if SAREA=0 the block contains
only freshwater; if FAREA=SAREA=1 the interface passes though the block and
both freshwater and saltwater are present; and if O<FAREA<1l the interface
tip is within the block, or if O<SAREA<1 the interface toe is within the
block.

The block freshwater and saltwater area factors (FAREA and SAREA) are
computed by combining the x- and y-direction projections (FXN, FYN, SXN and
SYN) in a manner to ensure smooth variation in FAREA and SAREA (between 0O
and 1) as the interface moves. This is accomplished as follows. If FXN and
FYN are less than or equal to 0.5, then:

FAREA = [1-(FXN*FYN)1/2](FXN+FYN) , (34)

which gives a value of FAREA which varies between 0 and 0.5, otherwise if
FXN and FYN are greater than 0.5:

1
(FXNAFYN+0.75) 7

FAREA = (FXN*FYN)[1l+ I (35)

and FAREA varies between 0.5 and 1. For the special case of only one
projection factor being less than 0.5, equation (34) is used and the
resulting FAREA can be greater than 0.5. The exponent seven in the
denominator of equation (35) has been chosen to provide a smooth transition
from the case of one projection factor being less than 0.5 to both factors
being greater than 0.5. Similarly, if SXN or SYN is less than or equal to
0.5, then:

SAREA = [1-(SXN*SYN)1/2](SXN+SYN) , (36)
otherwise:

1
(SXN*SYN+0.75) 7

SAREA = (SXN*SYN)[1+ ] . (37)

Using these fractional areas, FAREA and SAREA, the leakage across the
overlying and underlying aquitards can be calculated.

Leakage Calculations

Once tip and toe positions have been determined, the leakage terms at
each block may be calculated. Two methods are available for allocating
leakage between model layers. The two methods are identical in the case of
single-layer problems. They differ for multilayered problems in the manner
which leakage is allocated when freshwater in one aquifer overlies saltwater
in another aquifer, or vice versa. Comparisons of simulations using the two
different methods are presented in the model verification section.
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In method 1 leakage (complete mixing) it is assumed that when
freshwater leaks into saltwater or saltwater leaks into freshwater, the
amount of leakage is small relative to the water in place, and the water
mixes instantaneously and is incorporated into the flow zone that it leaks
into. This means that when freshwater leaks into saltwater it becomes part
of the saltwater domain, and vice versa for saltwater leaking into
freshwater. This assumption is reasonable for low rates of leakage;
however, if there is significant vertical flow in the system from one kind
of water into the other it does not always yield good results. For example,
if there is considerable flow of freshwater in one layer to saltwater in the
layer above, this method does not account for the fact that the saltwater in
the overlying layer would eventually be flushed completely by freshwater.
Also, if inland pumpage reduces freshwater heads significantly in areas
having saltwater in the overlying aquifer, downward saltwater leakage into
freshwater can be induced, acting as a source of water.

Method 2 (restricted mixing) limits the mixing of freshwater and
saltwater. In this method, saltwater is not allowed to leak into the
freshwater zone, and downward leakage of freshwater into saltwater is not
allowed. Upward leakage of freshwater is distributed between the overlying
freshwater and saltwater zones based on the amount of freshwater in the
overlying block as represented by the value of FAREA. If FAREA equals 1 in
the overlying bleck, all freshwater leakage goes into the overlying
freshwater zone. If FAREA =~ 0.5, half goes into the freshwater zone and the
other half is incorporated into the saltwater zone. When FAREA = 0.0, all
freshwater leakage is incorporated into the overlying saltwater zone. The
components of freshwater and saltwater leakage across the top and bottom of
a finite-difference block for each method are shown in figure 10. Table 2
summarizes the freshwater and saltwater leakage terms for a block.

Finally, the total net freshwater and saltwater leakage into a block is
given by the sum of the leakages across the top and bottom:

and

AQ = (qslt+qslb)AxAy , (38b)

Positive leakage represents flow of water into a layer and negative leakage
represents flow out of the layer.
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Table 2A.--Leakage terms for Method 1 - Complete Mixing

FAREA 2> 1-SARFA

Across Top 41

FAREA < 1-SAREA
k+1

Freshwater Leakage

= - + - (1-SAREA FAREA)q__ ~
qfl (1 E‘»Allf:.ﬁlﬁ_l)tl££ (FAREA-( k+1))qfs ( qff
t t t
Saltwater Leakage
= - -FAREA-SAREA +(SAREA )
qsl @ FAREA)qss a k+1)qsf k+1 qss
t t t t
Across Bottom I'AREAk_l 2 1-SAREA FAREAk_l < 1-SAREA
Freshwater Leakage ’
= - FAREA +(1-FAREA  -SAREA)
Iey (1-SAREAYQ, ¢ k-1 %e¢ k+1 Tst
b b
Saltwater Leakage :
= AREA - (1-SAREA +(1-FAREA (SAREA)
qslb F k-1 ¢ ))qfsb ¢ ; k-l)qssb qss

Table 2B.--Leakage terms for Method 2 - Restricted Mixing

FAREA > 1-SARFA

Across Top 41

FAREA < 1-SAREA

Freshwater Leakage

= -SAREA + W(FAREA-(1-SAREA (FAREA)
9, (1 k+1)qff ( ( k+1))q£s e
t t t
Saltwater Leakage
= -FAREA SAREA )
qs:l. (1-FARE )qss ¢ k+1 qss
t t t
Across Bottom ka-l 2 1-SAREA FAREAk_l < 1-SAREA
Freshwater Leakage . .
= -8, + FAREA - (1- FAREA
qfl (1 ARI-:A‘\.)qff ¥ [FAREA (FARE k-1 (1 SAREA))]qfs ( k-l)qff
b b b
Saltwater Leakage
.= ¥(1-FAREA) (FAREA  -(1-SAREA +(1-FAREA (SAREA
qsl ¢ )¢ k-1 ¢ ))qfs ¢ k-l)qss )qss
b b b
Explanation:
(E') (® %) (K—.) (% ®)
e T '’ P T R R e U "
t k+1 b k-1
E s -0 Y E el - Tsenr Gy
= - - _a = - _s a
qfs B’ -£ 3 £ qfs B’ k-1 £ - k-1
7 k+1 26 b k-1 v 26
£ £
= (T7) (¢ -9 = (T & -0
qss. (B') ( s) qss (B’)k-l ¢ s s)
k+1 b k-1
' v ’ v z +z
= () -] - _sb ) + b = (T (] - ¢ - b
qsf B {( ) a } qsf (B')k-l {(_s s f) (_a—‘—)k-l}
t k+1 4 26 t y. k-1 26
£ £
s = 1£ , ¥ = 1 when direction of leakage is from freshwater to overlying saltwater, ¥ = 0 when direction of
e |

s .
leakage is from overlying saltwater to freshwater. For all flux terms, a positive value indicates flow into the
aquifer layer k, and a negative value indicates flow out of the aquifer layer k.
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Discretized Flow Equations

Substituting the finite-difference approximations given by equations
(19), (21), (22), (25a, b), (38a, b) into equations (18a) and (18b) and
rearranging, the freshwater and saltwater finite-difference equations at
each node for time level n are expressed as:

n n .n n .n n
T Ay (@ -3.) -T Ay(D.-2 ) +T Ax (D - ) -
B2 0 B B By T R g, B f
T? AX(B-Op )n+{[s +n(a+(SAREA)6)] (@n 2 Ly,
Yi-1/2 i-1 e

(SAREA)n(1+6) (¢n n- 1)+(1 a)Qf1+aN}AxAy {Th Peym - 0, (39%a)
At Th

t

n n n n
T Ay (® -& ) Ay(® -9 ) +T Ax(® - ) -

S¥j+172 T S5+l S¥y-12 7 % %51 w2 Siel 8

To, ax(@_-®_ )T+([S_BD+(FAREA)n(1+5)] (20- @“ Lyt

i-1/2 i-1 v
(FAREAIDS (g0 g7 1y1qD 1aN)axay- (- Pem —0 . (39b)
£ 2F 1s
At Th,

By introducing FAREA and SAREA into the equations the interface storage
terms go to zero when no interface is present in the block.

Rearranging and collecting terms, these two equations can be
consolidated into a more compact form with all unknowns on the left hand
side and the known values on the right hand side:

+ '™, 4+ ser”

i+1 1~ @0

+ D(I>'n. + E<I>'rl + F<I>'r1

n
* B j-1 j+1

n
’
VA i-1

k-1

where Z, B, D, E, F, H and S are 2 x 2 coeficient submatrices with the form
1 2
[ 3 4], P’ = [gf] the unknown head values; and Q' =[ 82]the known right-hand
s
side values. These matrix coefficients are defined in Appendix A. Equation
(40) 1is non-linear as the values of the coefficients Z, B, D, E, F, H and S

depend on the position of the interface. Their values change w1th time and
are unknown until the solution is obtained.
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Figure 11.--The system of coupled freshwater and saltwater flow equations

in matrix form (I = number of rows, J = number of columns).

The system of M coupled equations representing freshwater and saltwater
flow at each node may be expressed in matrix notation as:

where: M=

>
I

"=

Q =

The structure

A®" = Q , (41)

the number of nodes in the system;
an M by M septadiagonal block matrix of the coefficient
submatrices Z, B, D, E, F, H and S;

a block column vector of the unknown freshwater and saltwater
heads at time level n; and

a block column vector containing the known values.

of these matrices is shown in figure 11.

SOLUTION OF THE COUPLED FLOW EQUATIONS

To reduce roundoff error and increase solution accuracy during

computations,

the matrix equation is expressed in residual form by

subtracting A@n'l from both sides:

or

A[Qp-én'l] _ Q-A@n'l ’
A{n - Rp-l ’ (42)
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where:

§n - dn-in-l the head change from n-1 to n;
Rp_l - Q-A.<I>n'1 the residual right-hand-side.

The M by M square coefficient matrix A has a block septadiagonal
structure. Each of its rows (with the exception of those representing
boundary nodes) contains seven non-zero 2 by 2 coefficient submatrices

n-1

making up the seven coefficient blocks. Both arrays §n and R are column

vectors of length M that also exhibit a block structure. Each entry of §n
corresponds to a given grid location and is a 2 by 1 submatrix containing
the change in the freshwater head and saltwater head; similarly each entry

n-1

of R is a 2 by 1 submatrix of freshwater and saltwater residuals.

The Strongly Implicit Procedure (SIP)

Direct solution of equation (42) by Gaussian elimination requires
excessive computational effort and storage requirements for large systems.
Foi this reason, an iterative solution method has been implemented. The.
strongly implicit procedure (SIP) is an iterative solution technique that
solves a modified problem obtained by adding an M by M matrix B to
coefficient matrix A (Stone, 1968; Weinstein and others, 1969, 1970). The
matrix B is chosen so that the resulting matrix (A+B) may be factored into a
sparse lower triangular matrix L and a sparse upper triangular matrix U,
each of which has four non-zero block elements per row, corresponding to the
positions of the non-zero elements of matrix A. After this modification the
equation to be solved becomes:

(A+B) €™ = R*1 (43)

m . . .

where £ represents the change in heads from iteration level m-1 to m and
m- . . . :

R 1 represents the residuals for iteration level m-1. In the SIP solution

algorithm, only the coefficients of A, and the factored, sparse L and U
matrices are stored resulting in considerable savings in storage
requirements over direct solution methods.

At each time step equation (43) is solved iteratively with R° (the

residual for the first iteration) set equal to Rp'l, the residual from the

previous time step. As iteration proceeds and the solution converges, Em

and Rm_l go to zero. The expanded version of the SIP algorithm for three-
dimensional, two-phase flow is given in Appendix B.

The nonlinearity of equation (40) is incorporated directly within the
solution procedure using Picard iteration. The equations are linearized
within the iterative solution technique by evaluating the coefficients at
the previous iteration level. As mentioned above, the coefficients of
matrix A are time-dependent and change with the position of the interface.
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The values of these coefficients are updated at the end of each iteration
based on the new interface position and then used in the next iteration
level calculations. ’

Convergence of SIP

The rate of convergence of the SIP scheme may be improved by the
appropriate choice of values for the iteration parameters and by the
introduction of a relaxation factor. Stone (1968), Weinstein and others
(1970) and Trescott and others (1976) have shown that SIP converges more
rapidly than other iterative techniques when there is considerable
anisotropy, heterogeneity, and irregularity of geometry. More recent
literature (Meijerink and Van der Vorst, 1977) has indicated that the
preconditioned conjugate gradient method may converge more rapidly than SIP;
however, this method has not been adapted to this problem.

Iteration Parameters

To study the convergence of the SIP algorithm, Stone (1968) applied Von
Neumann error analysis to a simple two-dimensional, homogeneous, isotropic
problem of rectangular geometry assuming that the dimensions of the problem
were large enough that the influence of the boundary conditions would be
negligible. From this analysis he concluded that it was best to use a cycle
of iteration parameters within the range of zero to one, because values near
one tend to decay the low frequency errors most rapidly, while the values
near zero decay the high frequency errors most rapidly. The minimum
parameter is always set to zero, but the maximum value is problem dependent.
Too large a value will cause divergence, and too small a value will lead to
slow convergence. Weinstein and others (1969, 1970) found it best to
calculate the maximum SIP iteration parameter (wmax) using the equation for

the minimum ADIP (alternating direction implicit procedure) parameter for a
homogeneous one-phase problem with rectangular grid blocks:

2 2
l-w___ = min [—5% : = , (44)
max . 2 2
over grid 2J7(1l+p) 217 (1+1/p)
K. A 2
where: p = _fy XE;
KfXAy

J = the number of columns; and
I = the number of rows.
The intermediate parameters are spaced geometrically, based on the value of

l-w = (1-w___) , (45)
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where:
m=1,2,3,..... ,M-1
M = number of iteration parameters in a cycle.

Stone (1968) recommended using the same parameter on successive normal
and reverse iterations; however, Weinstein and others (1970) found this to
be of no advantage in solving multiphase two-dimensional problems.

Weinstein and others also used the same parameters for all phases and layers

and recommended that if a sequence of parameters caused divergence, (l-wmax)

should be multiplied by a factor (WITER) of two to ten, and if convergence
was slow, it should be divided by a factor of two to ten. The guidelines
presented by Weinstein and others (1970) have been implemented in SHARP.
The number of iteration parameters (NITP) is user specified. Generally
between four and ten parameters are sufficient. The factor WITER is also
user specified. For problems that are highly anisotropic or that have
highly variable grid spacing, WITER may need to be considerably larger than
ten to achieve convergence (see practical considerations section).

Relaxation Factor

A relaxation factor (RFAC), multiplying the residual terms on the right
hand side of equation (43) may be introduced to accelerate the rate of
convergence: <

(A+B) €™ = RFAC * R® L

A factor between one and two leads to over-relaxation of the solution,
increasing the increments of head change for each iteration. For highly
non-linear problems, under-relaxation or decreasing the increment of head
change per iteration by a factor between zero and one, will generally
improve convergence. Under-relaxation may be necessary to prevent
overshooting or oscillation in the solution (see practical considerations
section).

MODEL VERIFICATION

To verify the numerical solution obtained from the finite-difference
model, numerical simulations have been compared with analytical solutions,
experimental Hele-Shaw analogs, and other model results.

Single Layer Problems

Model results for one layer problems without leakage have been verified
for the motion of a linear interface and a retreating and intruding
interface (Essaid, 1984). SHARP results are compared with an analytical
solution and model simulations of Mercer and others (1980a) and Shamir and
Dagan (1971). These results are summarized below.



Keulegan (1954) presented an analytical solution for the ‘location of
the toe of an initially vertical interface rotating towards an equilibrium
position in a confined aquifer of uniform thickness:

tApKfD 1/2

—£) ,

npe

L(t) = ( (46)

where L(t) is the distance to the interface toe from its initial position,
Ap = Ps = P and D is the aquifer thickness. To compare SHARP model

results with another numerical model and the analytical solution, the
parameters of table 3 and the initial conditions of Mercer and others
(1980a) were used. The initial position of the interface was set at L = 20
m, a position corresponding to a time of 12.28 days of rotation from the
vertical position. The results obtained for a simulation period of 20 days
and the results of Mercer and others (1980a) are shown in figure 12. Both
numerical solutions fit the analytical solution quite well. o

0 A
8 =T =12.28 days
2 ® =T=2228days
a =T =3228 days
4
-6
E
z -8
g
> 10—
E 1 AL —_— AI; B l A l L
8 o B
=
T ® Midpoint weighting
"‘E‘ 2+ O Upstream weighting |
4 T = 32.28 days _
6
8
10+
. | TR DR SN BRI BN
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DISTANCE (m)

Figure 12.--Simulation of a rotating linear interface (points represent
numerical results, lines represent analytical solutions):
A. results of SHARP, .
B. results of Mercer and others, (1980a).
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Table 3.--Paramaters used in model verification simulations

Retreating and

Parameter Rotating Interface Intruding Interface Layered Aquifer

D (m) 10. | 27,

pe (gm/cm’) 1.0 1.0 1.0

o (gm/cm) 1.025 1.030 - 1.025

Ke (m/s) 4.52x107% .69 .10
o -4

K' (m/s) : . 8.0x10

s¢ (@ h) 1.0x10™% | 1.0x10"

s, (@™h 1.025x107% 1.03x10™%

n 0.3 1.0 0.1

A% (m) 5.0 0.1 0.05

At (s) 864000 5.0

Simulations for a retreating and intruding interface were compared to
observed interface behavior in a Hele-Shaw experiment carried out by Bear
and Dagan (1964), and the numerical model results of Shamir and Dagan
(1971). In both cases the same parameters were used (table 3) and the
outflow, or seepage face, was approximated by assigning the boundary node a

high leakance value (3.3 s'l) and a zero head in the overlying aquifer. For
the retreating interface the seaward freshwater discharge was suddenly

increased from a steady-state value of 3.9 cm3/s to 18.8 cm3/s (fig. 13).
In the case of the intruding interface, the initial steady-state freshwater

filux of 19.1 cm3/s was stopped abruptly and the transient interface allowed
to intrude (fig. 14). The numerical results of Shamir and Dagan (1971) and
the present model both do not reproduce the experimentally observed
interface curvature, and show some lag in interface translation. This can
be attributed to the error introduced by the Dupuit assumption of horizontal
flow. This approximation deteriorates as vertical flow becomes more
pronounced at the outflow face. There is also the difficulty of
realistically representing the seepage boundary condition at the outflow
face. Shamir and Dagan (1971) introduced the actual experimental values for
freshwater head and interface elevation at the outflow face into their
solution to improve their results.
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Figure 13.--Simulation of a retreating interface (lines represent
experimental results, dashed lines respresent numerical
results):

A. results of SHARP,
B. results of Shamir and Dagan (1971).
0
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Figure 14.--Simulation of an intruding interface (lines represent
experimental results, dashed lines respresent numerical
results):

A. results of SHARP,
B. results of Shamir and Dagan (1971).
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Steady-State Interface in a layered Coastal Aquifer

Incorporation of interface tip and toe tracking and accurate leakage
calculations makes comparison of the numerical model with an analytical
solution for a layered problem possible. Mualem and Bear (1974) have
presented an approximate analytical solution for the steady-state shape of
an interface in a coastal aquifer when a thin horizontal semiconfining layer
is present (fig. 15). Their solution, which showed good agreement with
Hele-Shaw analog experiments they conducted, is based on the Dupuit
assumption and a linearization of the flow equations. In addition, Mualem
and Bear (1974) made two simplifying assumptions regarding the leakage
conditions in the region where saltwater is present above the semiconfining
layer: (1) ©_ was constant above the semiconfining layer in this region,

and (2) the freshwater leaking through the semiconfining layer from below
was incorporated into the freshwater flow zone above. This is approxitely
equivalent to the restricted mixing leakage option of SHARP (method 2).

The geometry of the test problem is shown in figure 16, and the
parameters used in the simulation are given in table 3. To compare the
numerical solution with the analytical solution, method 2 leakage
calculations (restricted mixing) were used to approximate Mualem and Bear's
assumptions. Figure 17a shows good agreement between the two solutions.
The same problem was then simulated using the method 1 leakage conditions
(complete mixing), and the results are shown in figure 17b. In this second
solution, the freshwater flowing through the semiconfining layer leaks into
the overlying saltwater zone. The saltwater zone is no longer static, as
was assumed in the analytical solution. The interface below the
semipervious layer is slightly deeper while the interface extends further
inland above the layer. This result is caused by: (1) the leakage of
freshwater into the overlying saltwater, and (2) flow in the saltwater zone,
which is actually a mixing zone. In the Hele-Shaw experiments, Mualem and
Bear (1974) observed that there was a clear boundary between the freshwater
and mixing zone but no clear boundary could be distinguished between the
mixing zone and the saltwater zone. In the complete mixing simulation, the
position of the interface separates the zone containing freshwater from the
zone containing any mixed water.

Phreatic surface

semiconfining layer

=z PITII TSI IS TITIIIIITIIIIIITIS)

/nfe ’face

Impervious

Figure 15.--The interface in a coastal aquifer with a thin horizontal
semiconfining layer (modified from Mualem and Bear, 1974).
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Figure 16.--Geometry of the layered test problem.
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Figure 17.--Comparison of numerical and analytical solutions for the layered
case (dashed line represents the position of the interface in
the absence of a semiconfining layer):

A. restricted mixing leakage (method 2),
B. complete mixing leakage (method 1).
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ALTITUDE IN FEET

Comparison of Sharp Interface and Disperse Interface Solutions

Hill (1988) presented a comparison of the sharp interface and disperse
interface solutions for a generalized cross-section through the ground-water
system in the coastal area of Cape May County, New Jersey. The comparison
was made using the complete mixing leakage (method 1) calculations in the
sharp interface model. The disperse interface simulation was carried out
using the density-dependent, convective-dispersive transport model SUTRA,
described by Voss (1984b).

The geometry of the simulated cross-section is shown in figure 18. The
system consists of an unconfined aquifer overlying two confined aquifers.
The boundary conditions imposed on the system were no-flow across the bottom
and the landward-vertical boundaries, a constant head of sealevel at the
seaward-vertical boundary, and a parabolic distribution of head specified in
an overlying layer varying from sea level at the shore to 12 feet above sea
level onshore. Offshore, equivalent freshwater heads for the column of
seawater were specified in the overlying layer. The upper boundary was a
head-dependent boundary condition in SHARP simulations and a constant-head
boundary condition in SUTRA simulations. Other parameters used in the
simulation are given in table 4, and the details of the convective-
dispersive simulation are given by Hill (1988).

The results of Hill's SHARP simulations with complete mixing are shown
in figure 19. The sharp interface results of an additional simulation using
the restricted mixing leakage method are also shown in figure 19. 1In
general, the sharp interface is closer to land than the lines of equal
chloride concentration, expressed as a fraction of seawater, from the SUTRA
simulations. This is because the effects of mixing lead to circulation of
saltwater at the interface. This can be seen in the plot of velocity
vectors from the SUTRA simulations in figure 19b. Cooper (1959), Kohout
(1964) and Volker and Rushton (1982) have shown that because the effects of
dispersion are neglected, the position of the toe predicted by the sharp
interface tends to be farther inland than the actual transition zone. Thus,
the sharp interface solution gives a more conservative estimate of saltwater

0 | WATER-TABLE ” SEA
K=46X10 WATER-TABLE AQUIFER
50 K=1.X10-8 CONFINING UNIT
K=9.X10% CONFINED AQUIFER
-0 _ K=9.X10-/ CONFINING UNIT
-150 3 ) ) -
- K=17X10 K is the hydraulic conductivity in ft/s CONFINED AQUIFER
| | 1 i T
-16,000 0 16,000 32,000 48,000 64,000

DISTANCE FROM SHORELINE IN FEET

Figure 18.--Modeled cross-section for Cape May simulation (modified from
Hill, 1988).
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Table 4.--Parameters used in Cape May cross-section
simulation

Parameter Value

Aquifer horizontal to vertical

anisotropy 100.
Confining bed horizontal to

vertical anisotropy 10.
Aquifer Porosity 0.1
] 40.
Maximum longitudinal

dispersivity (feet) 25.
Minimum longitudinal

dispersivity (feet) 2.5
Transverse dlsper81v1ty

(feet) . 2.5

-
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Figure 19.--Results of steady-state simulatiots:

A. lines of equal chloride concentration from the SUTRA
simulation and the sharp interface positions from the
SHARP simulations (solid lines are interface with method 1
leakage, dashed lines are interface with method 2
leakage),

B. fluid velocity vectors from SUTRA (modified from Hill,
1988).
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intrusion and interface toe position. Hill (1988) indicated that as the
coefficient of hydrodynamic dispersion was reduced, the orientation of the
lines of equal concentration approached that of the sharp interface. In the
following discussion, the position of the sharp interface is compared to the
zone between the 0.4 and 0.6 concentrations lines obtained from the SUTRA
simulations. This corresponds to the zone containing approximately half
freshwater and half saltwater, and will be referred to as the 0.5 zone.

The sharp interface is considerably landward of the 0.5 zone in the
upper unconfined aquifer for both complete and restricted mixing
simulations. 1In this unconfined aquifer, the sharp interface position
approximates the boundary of the active freshwater flow zone and the
offshore zone of sluggish fluid flow. That is, the interface is the
location where most of the freshwater is being discharged from the
unconfined layer to the sea. The zone of relatively stagnant freshwater
present offshore in the SUTRA simulation is not included in the freshwater
domain of either sharp interface simulation. In the SUTRA steady-state
simulation, this zone has been flushed of saltwater by upward leakage of
freshwater from below. During transient conditions induced by inland
pumpage, this zone would not be a useful source of freshwater, because flow
directions would quickly be reversed, resulting in saltwater leakage into
this zone from the sea.

In the middle aquifer, for both leakage simulations, the sharp
interface very roughly passes through the 0.5 zone, but has a different
slope (because dispersion is not accounted for). The interface is closer to
the shore in the complete mixing simulation because there is some loss of
freshwater by downward leakage into the underlying saltwater domain.

The interface in the lowermost aquifer is considerably landward of the
0.5 zone when using the complete mixing leakage conditions. When using the
restricted mixing conditions, the tip of the interface is close to the 0.5
zone; however, the toe is still considerably landward. In the complete
mixing case, some freshwater from confined aquifer 2 leaks down into the
saltwater zone of the bottom aquifer, and is mixed into the saltwater
domain. This results in shrinkage of the freshwater zone in the lowermost
aquifer. 1In the restricted mixing calculations, freshwater leakage from
above is not allowed into saltwater below, and loss of freshwater to the
underlying saltwater domain does not occur. The toe of the interface in
this case, however, is still landward of the 0.5 zone as the sharp interface
approach does not reproduce the circulation of saltwater in the transition
zone. The sharp interface position approximately corresponds to the
boundary between the freshwater flow vectors and the zone of saltwater
recirculation.

The system illustrated in this example is strongly influenced by

vertical flow components, and therefore, the restricted mixing leakage
option yields better results.
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DESCRIPTION OF THE COMPUTER PROGRAM

The computer program is segmented into a main program and fifteen
subroutines which are described below. The flow charts in figures 20 and 21
present the overall structure of the major calculations and operations in
the program. The data input formats are given in attachment A, and the main
program variables are defined in attachment B. The complete program listing
is given in attachment C. In the following description of the program, line
numbers referenced are the line numbers in attachment C.

MAIN Routine

The MAIN routine controls the general flow and execution structure of
the model. As shown in figure 20, subroutine INPUT is called to read the
model input parameters, and other arrays are initialized accordingly. For
niew model runs (NCONT=0), the interface elevations are used to determine the
node type: freshwater only (F), saltwater only (S), or freshwater overlying
saltwater (M); and, the interface projection factors (FX, FY, SX and SY) are
initialized. For continuation runs (NCONT>0), the interface projections
factors are read in by subroutine INPUT. Subroutine IPARAM is then called
to calculate the iteration parameters used in the SIP algorithm, and
subroutine KMEAN is called to calculate the hydraulic conductivities at grid
block boundaries (i+l/2, j+1/2).

Each pumping period is initiated by calling PUMPER (a secondary entry
point in INPUT) to read the time-step and pumping specifications, and
recharge for that pumping period. Time-step calculations then commence.
Heads from the previous time step are saved and subroutine SIP is called to
solve the freshwater and saltwater flow equations.

If the maximum number of time steps allowed has been reached upon
completion of a time step, subroutine OUTPUT is called to calculate the mass
balance and print time-step results, terminating program execution. If
steady-state has been achieved, OUTPUT is called to print results and a new
pumping period is initiated. 1If the last pumping period has been reached,
program execution is terminated. If neither of these conditions is met, but
the number of time steps between printouts has been reached, OUTPUT is
called to<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>