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CONVERSION FACTORS AND ABBREVIATIONS

Multiply By To obtain
liter (L) 0.2642 gallon (gal)
milliliter (mL) 3.381 x 10? fluid ounce (fl 0z)
microliter (uL) 3.381 x 10° fluid ounce (1 0z)
gram (g) 3.520 x 10? ounce (0z)
milligram (mg) 3.520 x 107 ounce (0z)
microgram (ug) 3.520 x 10* ounce (0z)
picogram (pg) 3.520 x 10™ ounce (0z)
kilogram per square

centimeter (kg cm?) 14.223 pound per square inch (psi)
millimeter (mm) 3.937 x 10? inch (in)
micrometer (um) 3.937 x 10° inch (in)

Temperature in degrees Fahrenheit (°C) as follows:
°F=18x°C+ 32

Explanation of abbreviations:

M (Molar, moles per liter)

N (Normal, equivalents per liter)
mg L (milligrams per liter)

nm (nanometers)

pg L' (micrograms per liter)
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A COMPARISON OF SIMULTANEOUS PLASMA, ATOMIC ABSORPTION,
AND IRON COLORIMETRIC DETERMINATIONS OF MAJOR AND
TRACE CONSTITUENTS IN ACID MINE WATERS

By James W. Ball and D. Kirk Nordstrom

ABSTRACT

Sixty-three water samples collected during June to October 1982 from the Leviathan/Bryant Creek
drainage basin were originally analyzed by simultaneous multielement direct-current plasma (DCP)
atomic-emission spectrometry, flame atomic-absorption spectrometry, graphite-furnace atomic-absorption
spectrometry (GFAAS) (thallium only), ultraviolet-visible spectrometry, and hydride-generation atomic-
absorption spectrometry. Determinations were made for the following metallic and semi-metallic
constituents: Al, As, B, Ba, Be, Bi, Cd, Ca, Cr, Co, Cu, Fe(ll), Fe(total), Li, Pb, Mg, Mn, Mo, Ni, K, Sb,
Se, Si, Na, Sr, Tl, V, and Zn. These samples were re-analyzed later by simultaneous multielement
inductively coupled plasma (ICP) atomic-emission spectrometry and Zeeman-corrected GFAAS to
determine the concentrations of many of the same constituents with improved accuracy, precision, and
sensitivity. The result of this analysis has been the generation of comparative concentration values for
a significant subset of the solute constituents. Many of the more recently determined values replace less-
than-detection values for the trace metals; others constitute duplicate analyses for the major constituents.
The multiple determinations have yielded a more complete, accurate, and precise set of analytical data.
They also have resulted in an opportunity to compare the performance of the plasma-emission instruments
operated in their respective simultaneous multielement modes.

Flame atomic-absorption spectrometry was judged best for Na and K and hydride-generation
atomic-absorption spectrometry was judged best for As because of their lower detection limit and relative
Jfreedom from interelement spectral effects. Colorimetric determination using ferrozine as the color agent
was judged most accurate, precise, and sensitive for Fe. Cadmium, lead, and vanadium concentrations
were too low in this set of samples to enable a determination of whether ICP or DCP is a more suitable
technique. Of the remaining elements, Ba, Be, Ca, Cr, Mg, Mn, Sr, and Zn have roughly equivalent
accuracy, precision, and detection limit by ICP and DCP. Cobalt and Ni were determined to be better
analyzed by ICP, because of lower detection limits; B, Cu, Mo, and Si were determined to be better
analyzed by DCP, because of relative freedom from interferences. The determination of Al by DCP was
far more sensitive, owing to the use of a more sensitive wavelength, compared with the ICP. However,
there is a very serious potential interference from a strong Ca emission line near the 396.15 nanometer
DCP wavelength. Thus, there is no clear choice between the plasma techniques tested, for the
determination of Al. The ICP and DCP detection limits are typically between 0.001 and 0.5 milligrams
per liter in acid mine waters. For those metals best analyzed by ICP and/or DCP, but below these limits,
GFAAS is the method of choice because of its relatively greater sensitivity and specificity. Six of the
elements were not determined by DCP, ICP or Zeeman-corrected GFAAS, and are not discussed in this
report. These elements are: Bi, Fe(ll), Li, Sb, Se, and Tl.
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INTRODUCTION

The U.S. Geological Survey is active in monitoring the chemical composition of many natural
water systems, and in developing and testing geochemical models describing the sources, reaction paths
and ultimate fate of the chemical constituents of natural waters. Complete and accurate concentration data
are essential to the geochemical modeling of natural waters. Several modemn instrumental techniques,
described below, are commonly used by Survey laboratories to analyze natural waters.

Inductively-coupled plasma atomic-emission spectrometry (ICP-AES or ICP) can be used to
determine major and trace concentrations of many metals simultancously over a wide concentratior range
in aqueous solution. The technique is sensitive, precise, accurate, and rapid, with little or no sample
pretreatment required other than occasional dilution of concentrated samples. In addition, autcrnated
analysis and data reduction systems are readily available from virtually all manufacturers of IC>-AES
instruments.

Direct-current plasma atomic-emission spectrometry (DCP-AES or DCP) is an alternative
technique for rapidly determining major and trace concentrations of metals in aqueous solution. TI~e ICP
and DCP techniques are similar in analytical speed, sensitivity, and range of elements and concent-ations
analyzed. The primary difference between the ICP and DCP instruments is in the plasma generation and
the nature of the sample/plasma interaction. Virtually all the other differences, from atom/ion ratios to
torch geometry and design to nebulizer characteristics, are a result of the basic source characteristics.

Taylor (1981) has summarized the application of plasma AES to natural waters. He considered
three common techniques: ICP, DCP, and microwave-induced plasma. In the present paper, ICP an1DCP
are discussed with respect to a set of acid mine water samples having a large range of concentrations.

The results and conclusions presented in this report provide the justification for the revised
concentration estimates tabulated by Ball and Nordstrom (1989). The motivation for re-analyzing the
samples was to improve and expand the base of trace-element data for modeling the attenuation of major
and trace elements during downstream transport using the best available techniques of surface-water flow
measurement and elemental analysis. In addition to the modeling objective, the data from bcth the
original and more recent analyses provided a unique opportunity to compare the performance of the
various analytical instruments used during the course of this work.

Zeeman-corrected graphite-furnace atomic-absorption spectrometry (Zeeman GFAAS), hydride
atomic-absorption spectrometry (hydride AAS), flame atomic-absorption spectrometry (flame AAS), and
ultraviolet/visible (UV/VIS) spectrophotometry are techniques for trace analysis that are characterized by
high sensitivity, accuracy, and precision, and, like the plasma methods, usually are suitable for the analysis
of complex matrices. These four techniques have slower analytical speed than simultancous plasma
techniques because of their inherently single-element nature and, except for analyses in uncomp'icated
matrices using the flame AAS technique, added requirements for sample pretreatment during analysir. prior
to the measurement step. For as many as about six elements, flame AAS and plasma spectroeters
operated in a sequential multiclement mode are capable of equivalent analytical speed.

Direct-current plasma, GFAAS, flame AAS, and UV/VIS spectrometry originally were used to
analyze a set of 63 surface water samples from the Leviathan/Bryant Creck drainage basin, Califorria and
Nevada (Ball and Nordstrom, 1985). Subsequently, ICP and Zeeman-corrected GFAAS systems were
acquired. The entire set of samples was re-analyzed by ICP, and selected samples were analyzed by
Zeeman-corrected GFAAS to determine concentrations at levels below the detection limits of the plasma
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techniques. These comparisons led to the selection of a "best" method, on an element-by-element basis,
for the analysis of waters from this particular drainage basin.

Many of these samples contained the metals Al, As, Cr, Co, Cu, Fe, Mn, Ni, Tl, V, and Zn at
levels ranging from about 1 mg L™ to several percent, well above those usually considered "trace." The
range of dissolved solids was from about 100 mg L™ to several weight percent. Although the range of
concentrations is large, the proportions of the solute constituents varied much less than might be expected,
owing to confinement of the sampling to a single drainage basin where dilution and precipitatior of Fe
and Al were the only major processes affecting concentrations. Thus, these findings may not apply to a
wide variety of water types.

Several of the elements mentioned in the abstract are not discussed in this report. Bismuth, Li,
Sb, Se, and Tl were not detected in any samples by either of the plasma techniques, and were not
determined by Zeeman-corrected GFAAS. Iron (II) is not discussed because the plasma techniqies do
not distinguish elemental valence states.

The authors assume that the reader understands the basic concepts of atomic-emission and atomic-
absorption spectrometry, and the underlying principles of instrumental analysis. Specifically, the concepts
of signal-to-noise ratio, sensitivity, and detection limit, and how they are related to these analytical
techniques are not discussed at length, beyond giving an operational definition of detection limit for the
purpose of discussing the results presented. The reader may consult any modem instrumental analysis text
for complete discussions of these subjects.

METHODS DESIGN

Sample Collection and Preservation

A portable peristaltic pump fitted with silicone rubber tubing, which was capable of delivering
fluid to the filtration apparatus with a head of at least 1.4 kg cm” was used to collect water saples.
Sample water was pumped directly from the source through a 0.1-pm effective pore size, 142-mm
diameter Millipore VCWP membrane placed between two acrylic plastic discs and sealed with a viton or
silicone rubber o-ring (Kennedy and others, 1976). Effluent filtrate was directed into an acid-cleaned
250-mL Teflon bottle pre-acidified with 2 mL of ultrapure concentrated (about 15.7N) HNO,. In the
absence of acid consumption by protonation reactions, this would result in a pH of about 0.75. Actual
pH values were randomly checked with a pH electrode, and all were found to be less than 1.5.

Apparatus

The ICP spectrometer used was a Plasma-Spec III (Leeman Labs, Inc., Lowell, MA) simulteneous
direct-reading unit. An autosampler and serial communication interface available from the instrument
manufacturer aided rapid sample throughput. The Plasma-Spec III was operated with the factory-in-talled
dynamic off-peak background correction feature active on all channels. This feature operates by directing
the instrument to measure the emission either at one or at two wavelengths near each primary emrission
line immediately after measurement of the emission at the primary wavelength. The analytical prigram
then subtracts the result, consisting of either the single emission value or the mean of two values, from
the primary emission. For the data of this report, a single-point correction was used for all elements. The
point at which the off-peak measurement was taken was determined by scanning a wavelength range
nearby the wavelength of interest while nebulizing a series of solutions containing a high concentration

3 The use of trade, brand, or product names in this report is for identification purposes only and does not constitute
endorsement by the U.S. Geological Survey.



of a single major constituent, and the HNO, blank solution. All the scans were then overlaid, and a single
point that varied the least between solutions was sclected from among the four available.

Standard solutions were interspersed with the unknowns, such that every fourth solution was a
standard of known concentration. Instrument output was collected using an American Telephone and
Telegraph 6300 International Business Machines Personal Computer (IBM PC) compatible personal
computer equipped with an Okidata 192 graphics printer. Results were computed using an IBM PC
compatible and a data reduction software package developed by the senior author (Ball, J. W., written
commun., 1989), and explained in more detail by Ball and Nordstrom (1985, 1989). Emission intensities
for standards analyzed as unknowns are fitted to a straight line using a first-order least squares mrethod.
The resulting fit parameters are then combined with emission intensities for unknowns to yield
concentration values.

When data for all elements were available, sample concentrations were corrected for inter-element
spectral effects that result from the presence of concomitant major clements and are observed when
measuring concentrations of minor elements (Ball and Nordstrom, 1989). This correction required the
prior collection of background-corrected concentration data for a representative concentration range of the
potential interferent in the absence of analyte. The resulting apparent analyte concentration value~ were
fitted to various types of linear and non-linear simple regression equations, and the selected fit parameters
were determined. After assembling apparent concentration data for the unknowns, the concentrations of
the concomitant elements were sequentially combined with the selected fit parameters to yield
concentration values for their interference effects, which were subtracted from the apparent cmalyte
concentration. This inter-element interference correction technique was used to correct for the effects of
Ca, Mg, Si, Fe, and Al on the apparent concentrations of Al, As, Cd, Ca, Cr, Cu, Fe, Pb, Mg, Mn, Nj,
Na, Sr, V, and Zn. No effects of Ca, Mg, Si, Fe or Al at their upper concentration limits (490, 110, 110,
2510, and 620 mg L, respectively) were observed on the apparent concentrations of Ba, Be, Co, K or
Si. The effect of Ca is the most serious, followed by the effect of Fe, for the analysis of acic mine
effluent by ICP spectrometry.

The DCP spectrometer used was a SpectraSpan IIIB (SpectraMetrics, Inc., Andover, MA)
simultaneous direct-reading unit, equipped with two cassettes containing apertures designed to dir=ct the
wavelengths of 20 elements into a bank of 20 photomultiplier tubes. To increase thermal contact between
the plasma and the measuring zone, located directly below the plasma (Johnson and others, 1979c, p. 204),
a Li solution was mixed at approximately a 1:11 ratio with the sample just prior to nebulization, such that
a total concentration of 2270 mg L of Li was generated in the sample (Ball and others, 1978).
Instrument output was collected, then reduced using a Tektronix 4052 desktop microcomputer and ¢ serial
printer, and data reduction software similar to that described for the ICP spectrometer. All DCP
determinations were done without off-peak dynamic background correction. Corrections for interelement
spectral effects were done for the DCP results during the data reduction stage using a software package
similar to that used for the ICP results (Ball and Nordstrom, 1985). The inter-element interference
correction technique was used to correct for the effects of Ca, Mg, Si, K, Na, and Fe on the apparent
concentrations of Al, As, B, Cd, Co, Cr, Cu, Fe, Pb, Mn, Mo, Ni, V, and Zn. No effects of Ca, Mg, Si,
K, Na, or Fe at their upper concentration limits (490, 110, 110, 33, 39, and 2510 mg L, respectively)
were observed on the apparent concentrations of Si, Be, Mg, Ca, Fe, Sr, Ba, K or Na. The effect of Ca
is the most serious, followed by the effect of Fe, for the analysis of acid mine effluent by DCP
spectrometry.

The Zeeman-corrected GFA AS unit used was a Perkin-Elmer Zeeman/5000 with HGA-500 fiimace
controller, AS-40 autosampler, and Model 7300 computer running HGA Graphics II software. Follow
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cathode source lamps for Al, As, Cd, Co, Cr, Cu, Mn, Ni, Pb, V, and Zn were used. Anclytical
procedures supplied by the instrument manufacturer were used with only minor modifications for all
elements.

The flame AAS unit used was a Perkin-Elmer Model 306 fitted, for the Na and K determinations,
with a 4-inch single-slot burner head. Hollow cathode lamps for Na and K, and an electrodeless dis~harge
lamp for As were used. For hydride As determinations, an aliquot of sample made 1.5M in HCI was
injected into a reaction vessel containing NaBH, solution. The resulting gas mixture was purged. using
He, into a quartz cuvette positioned in the light beam of the spectrophotometer and externally heated with
an air-acetylene flame. Selected samples were analyzed for total As by both hydride AAS witl" prior
oxidation of the sample and Zeeman-corrected GFAAS. These two techniques are described in more detail
by Ball and Nordstrom (1985) and Maest and Wing (1987), respectively.

Reagents

All reagents were American Chemical Society Reagent Grade or better.

1. Double distilled water, better than 1 megohm purity.

2. Baker Ultrex HNO, and HCL

3. Multiclement working standard solutions for the plasma emission determinations, compc<ed of
alkali and alkaline earth salts of purity 99.99 percent or better and other metal and alkaline eartl salts,
acids and commercially prepared solutions of purity 99.999 percent or better. This set of so'utions
consisted of a top standard, three additional standards containing 0.5, 0.25, and 0.1 fractions of the
concentration of the top standard for each element diluted to volume with 1.0N HNO,, and a 0.1N HNO,
blank solution. Three different sets of standards were prepared, one for the ICP determinations and one
for each of the two multielement cassettes for the DCP determinations.

4. Mg(NO,), matrix modifier solution for the GFAAS determinations, 10 g L' Mg(NQ,), (5 pL
= 50 pg Mg(NO,),). Dissolve 8.6438g Baker Reagent Grade Mg(NO,),6H,0 in 500 mL redistilled
water. Purify by solvent extraction with ammonium pyrrolidine dithiocarbamate-diethylammonium diethyl
dithiocarbamate and methyl isobutyl ketone. Prepare working solution in concentration appropriate to the
element to be analyzed.

5. NH,H,PO, for the GFAAS determination of Cd and Pb, 40 g L PO, (5 pL = 200 pg PO,).
Dissolve 24.224g of Baker Reagent Grade NH,H,PO, in 500 mL redistilled water. Purify by solvent
extraction as in step (4) above. Prepare in concentration appropriate to the element of interest.

6. GFAAS working standard solutions, prepared the day of use in ultrapure 0.1N HNO,.

Procedures

The specific wavelengths for the simultancous multiclement modes were selected by the respective
instrument manufacturers at the time of instrument construction. These wavelengths, concentrations of
calibrating solutions, operational detection limits, and literature detection limits for the ICP anc DCP
determinations are shown in Table 1. The operational detection limits were determined in this study.
Detection limits, which are discussed in more detail later, are strongly influenced by many factors, one
of which is the choice of wavelength. If the wavelength at which a literature detection limit was measured
is different from that used for making the measurements of this report, its value is given as a footrote to
Table 1. Instrument settings for the ICP spectrometer are shown in Table 2. The reader is referred to Ball
and others (1978) for instrument settings for the SpectraSpan IIIB DCP spectrometer.
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Table 2.--Torch, nebulizer, and analytical program settings
for the inductively coupled plasma spectrometer

radio frequency current - 0.55 amperes (forward power=1.1 kilowatts)
Nebulizer pressure - 38 pounds per square inch
Coolant flow - 12.5 (arbitrary units)
Auxiliary flow - 0
Nebulizer type - Hildebrand grid
Sample uptake rate - 1 milliliter per minute
Integration time - 3 seconds
Number of replicates - 3

Inductively-Coupled Plasma Spectrometer

Before a routine analysis can be made, the instrument must be calibrated, and background
corrections must be entered into the analytical program. These procedures are lengthy and complex, and
therefore are not deemed appropriate for inclusion in a report of this type. The following generalized
procedure is typical of what is needed to execute a single analytical run using the ICP spectromerer.

1.
2.
3.

PN

0 -

ownk

Start the torch; pump redistilled water into the spray chamber for at least 20 minutes.
Initiate the program for peaking the alignment of the optical path.

Pump a 10 to 20 mg L™ Mn solution into the spray chamber; initiate the programs for p>aking
the ICP source horizontally, then vertically.

Nebulize redistilled water for at least two minutes; initiate a calibration UPDATE seauence
for Update Standard 1, redistilled H,O.

Nebulize the most concentrated standard for at least one minute; initiate a calibration UPDATE
sequence for Update Standard 2, the most concentrated standard.

Load autosampler rack with sample and standard solutions to be analyzed.

Program the Update 1 frequency, to re-zero the baseline, to be done every five samples.
Start the data collection and storage function on the PC-compatible computer interfaced to the
spectrometer. Initiate the analytical cycle. When run is complete, stop the PC-compatib'= data
collection and copy the run data to an appropriate storage device for subsequent data
reduction.

Direct-current Plasma Spectrometer

Start the torch; pump redistilled water into the spray chamber for at least 20 minutes.

. Pump a 10 to 20 mg L' Cu solution into the spray chamber; peak the spectrometer grating

using the thumbwheels; peak the DCP source both horizontally and vertically.

Nebulize redistilled water for at least two minutes; initiate a standardize sequence for
Standard 1.

Nebulize top standard for at least one minute; initiate a standardize sequence for Stancard 2.
Prepare sample and standard solutions for analysis.

Start the data collection and storage function on the computer; begin analyzing the samples.
When run is complete, stop the data logging and copy the run data to an appropriate s‘orage
device for subsequent data reduction.

8 COMPARISON OF ICP, DCP, GFAAS



Zeeman Graphite-Furnace Spectrometer

All analytical parameters for the Zeeman-corrected graphite-fumace spectrometer were those

recommended by the manufacturer. Every fourth solution in the autosampler rack was a standard or blank.
Pyrolytically coated graphite tubes were used for all elements. Platform atomization was used for all
elements except V, for which wall atomization was used. Zeeman background correction was us2d for
all elements. Wavelength settings and analytical limits are in Table 3. Matrix modifier specifications and
furnace settings for the individual elements are in Table 4. Sensitivity check concentrations, characteristic
masses, and detection limits all were determined several times during the initial stages of analysis fo* each
element. The ranges listed are the entire range of values obtained over the course of the analyses. Large
variations from literature values or manufacturer’s specifications may be the result of contaminaton or
loss during a single analytical cycle.

Table 3.--Analytical limits and wavelength settings for the graphite-furace
atomic absorption determinations
[pg L, micrograms per liter; pg, picogram; abs-sec, absorbance-second]

Standard Sensitivity check Detection
wavelength range for 0.2 absorbance Characteristic mass limit!
Element (nanometers) (pg L) ugLh (pg/0.0044 abs-sec) (ug LY
Al 309.3 5-100 100-200 20 1.0
As 193.7 5-100 50-100 30 1.0
Cd 228.8 1-10 1-10 .018 .015
Co 240.7 10-100 15-75 5 1
Cr 357.9 10-100 10-50 175 .05
Cu 324.7 5-50 20-30 4 .05
Mn 279.5 1-10 50-100 2 1
Ni 232.0 5-50 20-50 45 5
Pb 283.3 10-100 25-100 .55 25
\Y 318.4 20-200 75-200 1.5 1.0
Zn 2139 1-10 0.1-5 .002 .005

'Based on a sample volume of 20 pL.

1. Load the autosampler sample changer with sample, standard, and matrix modifier solutions to
be used for the run.

2. Program the furnace controller using the starting parameters in Table 4. Dry for 60 sec; ash
for 45 sec, and start "READ" on last second of ashing step. Set ramp for dry, ash, clean, and
cool to | sec, for atomize to 0 sec. Set gas flow to 300 mL min™ for all steps except atomize
(0 mL min™). Set clean for 6 sec at 2700°C, and cool for 6-10 sec at 30°C.

3. When everything is ready, initiate the analytical cycle. When run is complete, collect table
of values from computer.

METHODS DESIGN 9



Table 4.--Analytical settings for the graphite-furnace atomic absorption determinations
[pg/5pL, micrograms per 5 microliters]

Modifier
(pg/5pLl) Fumace settings (degrees Celsius)
Element PO, Mg(NO,), Dry Ash Atomize Clean
Al 10 160 1700 2500 2700
As 10 120 1200 2100 2650
Cd 200 10 120 900 1600 2600
Co 50 120 1400 2400 2650
Cr 50 120 1650 2500 2700
Cu 120 1000 2500 2700
Mn 50 160 1400 2200 2600
Ni 50 120 1400 2400 2650
Pb 200 10 120 600 1900 2600
\Y 140 1500 2700 2700
Zn 6 120 600 1800 2600

'Solution for As determination also contains 15 micrograms Pd from a commercially
prepared solution; total matrix modifier solution volume for As determination is 10
microliters.

COMPARISON OF DETERMINATIONS

Selected best values of all concentrations are presented by Ball and Nordstrom (1989). The
Appendix contains, in tabular form, the data used to make the selections found in that report and upon
which the interpretations in the following sections are made. The data in the Appendix, which do not
appear in Ball and Nordstrom (1989), constitute the values referred to in subsequent sections of this report
as alternative values. These data were not published in the report of Ball and Nordstrom (1989) be~ause
of space considerations. For the tables of the Appendix, unless otherwise noted, ICP values were
calculated using in-house microcomputer data-reduction software, with a first-order curve fit. Selected
best values determined by DCP are from Ball and Nordstrom (1985). Zeeman GFAAS values were
calculated using a first-order regression of standards prepared in dilute acid and analyzed along with the
samples.

The ICP analyses were done by grouping the samples into four sets according to their pI* and
approximate dissolved-solids concentrations and executing a separate instrument calibration, optimiz~tion,
and data reduction for each set. These sets constitute the analytical runs referred to in the follcwing
sections. The intent was to analyze similar samples in sets, but the groupings are somewhat arbitrary.
For example, sample 82WA145 ought to have been placed in analytical set 3 rather than set 1, and
samples 82WA125, 82WA127, and 82WA156 ought to have been placed in analytical set 1 rather than
sets 2, 2, and 3, respectively. All of the analytical runs were abbreviated by the torch becoming unstable
and extinguishing itself prematurely. Therefore, as the end of each run was approached, the torch may
have been operating in an unstable manner. The concentration and percent difference values used in the
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interpretations in the following sections are in tables A-1 to A-88 of the Appendix. A blank field in the
tables denotes that either no determination was made or no meaningful calculation was possible.

In the following sections, the determinations of the individual elements and findings regarding
comparisons of the various analytical techniques are presented. Percent difference (A%) is plotted as a
function of element concentration. The general form of the calculation of this A% function is:

A% = (Method A Concentration- Method B Concentration)x100
(Method A Concentration+ Method B Concentration)/2

where method A is that method designated for testing purposes as the "primary" method and method B
is designated as the "test” method.

The maximum value of the result of this calculation is £200. This means that a value for A% of
zero denotes perfect matching of analytical values, whereas a value approaching +200 means there is no
similarity between values.

Another phrase used in the discussion of results for individual elements is the reference to a "false
positive" or "false negative" result. This terminology refers to samples in which values less than the
detection limit were obtained by one instrument, whereas measurable values were obtained by the other
instrument.

Detection Limits

The term detection limit is defined in several ways in the analytical chemistry literature. In this
report, only solution concentrations, not absolute quantities, are considered because the instruments used
to perform the analyses of this report all required samples to be introduced as solutions. In words,
detection limit should mean the lowest concentration in solution whose presence can be detected with
certainty by the analyst. The detection limit is frequently defined in mathematical terms as that
concentration which produces a response in the measuring instrument equal to three times the standard
deviation of a background signal of the instrument, or of the analysis of a blank solution (Irvirz and
others, 1978). Other multiples used are two and 10 times, the latter referred to in the plasma spectrometric
literature as the lowest determinable quantity (LDQ). The statistical significance of the LDQ is that in
a signal of magnitude ten times the standard deviation of background, the error in the measured
concentration will be less than or equal to 10 percent, relative to the true concentration, 68 percent of the
time in the absence of systematic error. Instrument manufacturers tend to prefer the lower mul‘iples,
which present the instrument as more sensitive than would use of the LDQ as the detection limit. In
practice, acceptable errors tend to be highly subjective and probably need to be set on an analysis-by-
analysis basis.

To provide a consistent basis for discussion in this report, the operational definition of the
detection limit is arbitrarily selected as that concentration in the sample matrix at which the uncertainty
in the reported value is 100 percent. For example, for a determination with a detection limit of 0.1 mg
L, a reported concentration of 0.1 mg L" would mean that the range of actual concentration cf that
constituent is almost certainly between 0 and 0.2 mg L. Above the detection limit the percentage of
uncertainty in the measured concentration is inversely proportional to the measured concentration. This
relation is valid for concentrations as large as 30 times the detection limit. Above this concentration, in
the absence of systematic errors, the percentage error in the measured concentration can be fairly
accurately estimated as a constant percentage of the measured concentration.

METHODS DESIGN 11



Standard Reference Water Samples

In all cases where Zeeman GFAAS is one of the techniques used, its results are deemed th> most
accurate, because of its inherently superior specificity, sensitivity, ability to correct for interferences using
the Zeeman feature, and in many cases the option of diluting out interferences prior to analysis b=cause
of its lower detection limit. Zeeman GFAAS, however, could not be used for a guide to the accuracy of
B, Ba, Be, Ca, Fe, Mg, Mo, K, Si, Na, and Sr concentrations for this sample set because no GFAAS
determinations were done for these elements. Elements for which only ICP and DCP determinations
available are B, Ba, Be, Ca, Mg, Mo, Si, and Sr. For these, other means of estimating accuracy of the
determinations, such as results of standard reference water samples, are required. Most of the av-ilable
standard reference water samples are only of marginal usefulness here because matrix and inter-element
effects found in the samples that are the subject of this report cannot be duplicated in these reference
materials with any degree of certainty. Also, the "true" concentrations of constituents present in solution
are known with variable accuracy. Thus, with the exception of the acid mine water reference sauples,
the standard reference water samples are the most likely to work well in instances where they are least
needed, that is, when sample matrices are already simple enough that accuracy problems are decreased.

Results for the standard reference water samples analyzed by DCP and ICP are presented in Tables
5-10. Standard reference water samples 71 and 72 were prepared by the U.S. Geological Survey’s Central
Laboratory to conduct interlaboratory comparisons of analytical accuracy and precision. Samples M102,
T97, AMWI, and AMW2 were prepared by the U.S. Geological Survey’s Standard Reference Water
Sample Project in Denver, Colorado.
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Table 5.--Analytical results for Standard Reference Water Sample 71
[s.d., standard deviation; DCP, direct-current plasma;
0%={(DCP Mean/Interlaboratory Mean)-1} x 100]

Concentration, in milligrams per liter

Constituent Interlaboratory meanis.d. DCP meants.d. 0%
Al 0.505+0.126 0.431+0.018 -15
Ba 0.085+0.035 0.085+0.006 0.0
Be 0.007710.0027 0.0064 -16
Cd 0.0041+0.0019 <0.01 -
Co 0.0076+0.0029 0.007 -71.9
Cr 0.0110+£0.0051 0.011 0.0
Cu(cassette 1) 0.019610.0050 0.018+0.002 -8.2
Cu(cassette 2) 0.0196x0.0050 0.016 -18
Fe(cassette 1) 0.11240.018 0.175£0.067 +56
Fe(cassette 2) 0.112+0.018 0.091 -19
K o 1.1410.07 ---
Mg ® 2.060.10 -
Mn 0.035340.0062 0.033+0.005 -6.5
Mo 0.0062+0.0029 0.010 +61
Na “) 5.08+0.24
Ni 0.0093+0.0060 0.004 -57
Pb 0.0110+£0.0075 0.012 +9.1
Sio, ® 8.7810.56
Sr 0.077+0.011 0.084+0.006 +9.1
Zn(cassette 1) 0.0255+0.011 0.02610.009 +2.0
Zn(cassette 2) 0.0255+0.011 %0.0021 -92

'No interlaboratory value reported for this constituent.
*No DCP readings included dynamic background corrections. Therefore, abnormally low values for this
sample may have been the result of Zn contamination of the standards, particularly the blank.
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Table 6.--Analytical results for Standard Reference Water Sample 72
[s.d., standard deviation; DCP, direct-current plasma;
8%={(DCP Mean/Interlaboratory Mean)-1} x 100]

Concentration, in milligrams per liter

Constituent Interlaboratory meands.d. DCP meanits.d. 0%
B 0.601+0.058 --- -
Ca 61.843.5 --- ---
K 3.7610.46 3.70+0.40 -1.6
Mg 13.610.9 13.840.5 +1.5
Mo m 0.045 -~
Na 56.3+3.4 56.214.1 -0.18
Si0, 8.00£0.72 8.3410.85 +4.3
Sr 0.448+0.031 0.514+0.032 +15

'No interlaboratory value reported for this constituent.

Table 7.--Analytical results for Standard Reference Water Sample M102
[s.d., standard deviation; ICP, inductively coupled plasma;
0%={(ICP Mean/Interlaboratory Mean)-1} x 100]

Concentration, in milligrams per liter

Constituent Interlaboratory meants.d. ICP 8%
B 0.31£0.038 0.292 -5.8
Ba o 0.048
Ca 82.14 81.1 -1.1
K 6.910.7 6.54 -5.2
Mg 58.1£2 63.0 +8.6
Na 108.15 106. -1.9
Sio, 6.910.5 7.54 +9.3
Sr 1.34+0.093 1.62 +20.9

'No interlaboratory value reported for this constituent.

14 COMPARISON OF ICP, DCP, GFAAS



Table 8.--Analytical results for Standard Reference Water Sample T97
[s.d., standard deviation; ICP, inductively coupled plasma;
0%={(ICP Mean/Interlaboratory Mean)-1} x 100]

Concentration, in milligrams per liter

Constituent Interlaboratory meanzs.d. ICP 0%
Al 0.12610.042 <0.5 ---
B 0.3671+0.101 0.389 +6.0
Ba 0.09810.012 0.101 +3.1
Ca 53.942.1 58.3 +8.2
Cd 0.0163+0.0023 0.0171 +4.9
Co 0.00630.0024 0.0057 -9.5
Cr 0.0260+0.0043 0.0166 -36
Cu 0.0168+0.0025 <0.05 ---
Fe 0.100£0.009 <0.10
K 3.6510.33 3.93 +7.7
Mg 18.9£1.0 20.0 +5.8
Mn 0.0305+0.0032 <0.02 -
Mo 0.0357+0.0036 --- -
Na 59.443.1 60.2 +1.3
Ni 0.0152+0.0059 0.0095 -38
Pb 0.0150+0.0037 <0.2 ---
Sio, 7.1240.52 7.79 +9.4
Sr 0.51410.019 0.691 +34
\% 0.0072+0.0013 <0.075 -
Zn 0.153+0.010 0.091 -41
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Table 9.--Analytical results for Standard Reference Water Sample AMW1!
[s.d., standard deviation; ICP, inductively coupled plasma;
0%={(ICP Meary/Interlaboratory Mean)-1} x 100]

Concentration, in milligrams per liter

Constituent Interlaboratory meants.d. ICP 8%
Al 32.611.2 <50 ---
Ba 0.0095+0.0065 <0.5 -
Be 0.0169+0.0035 <0.1 ---
Ca @ 292 -
Cd 0.210£0.024 <0.5 -
Co 0.199+0.026 <0.2 ---
Cr 0.0239+0.0123 <1.0 ---
Cu 9.11810.412 <5.0 ---
Fe 207.£21.1 220 +6.3
K @ <30 ---
Mg @ 98.0
Mn 104.16.6 101 -2.9
Na @ <20 ---
Ni 0.304£0.115 <0.3 ---
Pb 0.0695+0.0440 <20 ---
SiO, 47.742.7 <100
Sr 1.3610.04 1.22 -10
Zn 59.345.0 60.8 +2.5

"This sample was diluted 1/100 for analysis; therefore, the detection limits shown in this table are 100

times those listed in Table 2.

’No interlaboratory value reported for this constituent.
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Table 10.--Analytical results for Standard Reference Water Sample AMW2
[s.d., standard deviation; ICP, inductively coupled plasma;
0%={(ICP Mean/Interlaboratory Mean)-1} x 100]

Concentration, in milligrams per liter

Constituent Interlaboratory meants.d. ICP 6%
Al 21.0£2.0 19.9 -5.2
Ba 0.0054+0.0008 <0.005 ---
Be 0.0141£0.0025 0.0134 -5.0
Ca (” 316 ---
Cd 0.127£0.013 0.158 +24
Co 0.137+£0.019 0.151 +10
Cr 0.020£0.013 0.0124 -38.0
Cu 5.1510.14 5.09 -1.2
Fe 145.1£10 151 +4.1
K m 3.44 -
Mg 0 91.1
Mn 89.0x4 86.6 2.7
Na ® 167 ---
Ni 0.249+0.034 0.246 -1.2
Pb 0.045+0.033 <0.2 --=
Sio, 47.014.5 50.2 +6.8
Sr 1.5710.07 1.50 -4.5
Zn 44.0£1.0 441 0.23

'No interlaboratory value reported for this constituent.

Determinations of Individual Elements

Aluminum

Tables A-1 to A4 of the Appendix list the sample code number, the primary (Ball and Nord:trom,
1985) and alternative (determined on a different dilution of the sample but not published by Ball and
Nordstrom, 1985; 1989) DCP Al concentrations, the ICP Al concentration, the Zeeman GFAAS Al
concentration, the A% value, compared with the ICP Al concentration, calculated using the primary DCP
Al concentration, the A% value calculated using the altemative DCP Al concentration, and the A% value
calculated using the Zeeman GFAAS Al concentration, in columns 1-8, respectively. Note that ICP
concentrations below the detection limit of 0.5 mg L given in table 2 appear in tables A-1 to A4 of the
Appendix. When the original data base was generated the ICP detection limit had not as yet been
determined. The low concentrations shown in tables A-1 to A-4 were an essential ingredient in
determining that detection limit, and thus are presented in the appendix.
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ALUMINUM CONCENTRATION DETERMINED BY INDUCTIVELY
COUPLED PLASMA, IN MILLIGRAMS PER LITER

Figure 1. Relation between concentrations determined by inductively coupled plasma
(ICP) and direct-current plasma spectrometry, in percent difference, as a
function of concentration determined by ICP for aluminum for all data.
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ALUMINUM CONCENTRATION DETERMINED BY INDUCTIVELY
COUPLED PLASMA, IN MILLIGRAMS PER LITER

Figure 2. Relation between concentrations determined by inductively coupled plasma
(ICP) and direct-current plasma spectrometry, in percent difference, as a function
of concentration determined by ICP for aluminum for 5 to 100 milligrams per liter.

than 15% for ICP Al greater than 0.54 mg L. Eleven of the A% values are greater than 35, but all occur
at DCP Al less than 0.5 mg L. For DCP Al greater than 0.5 mg L™, there are 7 values which have A%
greater than 10. Of these, five have altemmative DCP concentrations which would decrease the A% values
to less than 15%. This is illustrated more clearly using the expanded scale of figure 2, where the solid
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and 100 mg L. Figure 1 illustrates that the similarity between the ICP and DCP determinations is better
than 15% for ICP Al greater than 0.54 mg L. Eleven of the A% values are greater than 35, but all occur
at DCP Al less than 0.5 mg L. For DCP Al greater than 0.5 mg L, there are 7 values which have A%
greater than 10. Of these, five have alternative DCP concentrations which would decrease the A% values
to less than 15%. This is illustrated more clearly using the expanded scale of figure 2, where the solid
circles indicate use of primary, and the solid squares indicate use of altemative, DCP data. Five of the
6 values shown are improved, suggesting that either: (1) the method of selecting the primary DCP
concentrations may have been faulty, or (2) a physico-chemical interference, which was eliminated by
dilution, may have biased the DCP results for the more concentrated solutions. Thus, for the ent're set
of samples with ICP Al greater than 0.54 mg L, there exists a DCP concentration that is within 13.5%
of the ICP value.

A graph of A% between Zeeman GFAAS and DCP Al concentration for GFAAS Al concentrations
between 0 and 0.5 mg L™ is shown in figure 3. If the assumption that the Zeeman-corrected GFAAS Al
concentrations are the most accurate is correct, both figures 1 and 3 suggest that both the ICP and DCP
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ALUMINUM CONCENTRATION DETERMINED BY GRAPHITE FURNACE ATOMIC
ABSORPTION SPECTROMETRY, IN MILLIGRAMS PER LITER

Figure 3. Relation between concentrations determined by graphite furnace atomic absorption
spectrometry (GFAAS) and direct-current plasma spectrometry, in percent difference, as ¢
function of concentration determined by GFAAS for aluminum for 0 to 0.5 milligrams per lite~.

detection limits for Al in these waters are near 0.5 mg L™, rather than the concentration of 0.01 mg L™
estimated for the DCP determinations using standards in dilute acid. For Al greater than 0.5 mg 1., the
ICP and DCP techniques appear to have similar accuracy. These assumptions are supported by the results
for standard reference water samples 71 (table 5) and AMW?2 (table 10). Because of the extreme Ca
interference at the wavelength used for DCP analysis, all but one of the concentrations of Ball and
Nordstrom (1985) were superseded in Ball and Nordstrom (1989). With the exception of two samples,
82WA155 and 82WA166, GFAAS determinations were done only for samples with DCP Al concentrations
less than 2 mg L. For this reason, GFAAS concentrations for these samples superseded the earlie- (Ball
and Nordstrom, 1985) DCP values, with the exception of one sample, for which the GFAAS Al
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Arsenic

The As results examined in this report were obtained using two specific instruments that were
operated in very specific configurations. It is entirely possible that dramatically lower detection limits
could be obtained by equipping a similar plasma spectrometer with a vacuum or purged optical path and
using a more sensitive As line in the vacuum-UYV range of the spectrum. In the following discussion, data
for As obtained by the various techniques are compared with concentrations of inorganic As obtained by
the hydride generation technique as the reference method. The hydride data are the most comple‘e and
self-consistent, and the technique has a detection limit of about 0.0005 mg L. Therefore, the hrdride
inorganic As data are the most conveniently used as a reference.

None of the standard reference water samples contained As. Tables A-5 to A-8 of the Appendix
list the sample code number, the hydride inorganic As concentration, the DCP As concentration, th= ICP
As concentration, the Zeeman GFAAS As concentration, the A% value, compared with the primary
hydride inorganic As concentration, calculated using the DCP As concentration, the A% value calclated
using the ICP As concentration, and the A% value calculated using the Zeeman GFAAS As concent-ation,
in columns 1-8, respectively. The hydride data are rounded to two significant figures.

Of the 63 samples in the set, 7 measurable As concentrations were obtained by ICP and 18 by
DCP. In the case of the seven measurable concentrations using the ICP spectrometer, the four samples
with As less than 25 mg L™ yielded A% values of -64, 190, 199, and -9.3 with respect to hydride values.
The three samples with As greater than 25 mg L™ gave A% values of -2.7, 1.0, and 36.7. The 14 samples
with DCP As less than 25 mg L yielded A% values between 7.6 and 199. The four samples with DCP
As greater than 25 mg L gave A% values of -4.2, -2.6, -1.0, and 22.5. These results suggest that tte ICP
and DCP have equivalent capability to measure As. The ICP yielded fewer false positive concentrations
and the DCP yielded fewer false negative values, as compared with the reference hydride technique. The
measuring capabilities of the two plasma spectrometers as configured for this report, that is, with the
nebulizers and wavelengths used here, do not appear to extend into the sub-mg L™ range.

There is a spectral interference by Al on the ICP determination of As at 197.2 nm, with the
severity of the interference for a given sample depending on the relative concentrations of As and AL In
the more dilute samples of this set in which As was detected by ICP, the Al/As ratios range from 50 to
over 100. In these solutions, the correction was up to 32% of the As concentration, whereas in the more
concentrated samples, where As is much higher relative to Al, the correction was only 3-5% of the
total As.

A graph of A% between GFAAS and hydride inorganic As as a function of hydride inorganic As
concentration for all data (fig. 4) illustrates that at concentrations greater than about 1 mg L™, there is
acceptable similarity between measured GFAAS and hydride inorganic As concentrations. This is
expected, as the bulk solutions comprising these samples were typically diluted by a factor of 100 or more
with 3M HCIl before analysis by either technique. There are only four negative A% values, two of which
are for As equal to or less than 0.025 mg L', The mean A% for all 63 samples is about +80. Maect and
Wing (1987) presented evidence that for accurate total As determination by hydride generation the sample
must be pre-reduced with KI before the sodium borohydride addition. The hydride determination
procedure of Ball and Nordstrom (1985) did not include a pre-reduction step. This initially suggested that
the hydride concentrations of Ball and Nordstrom (1985) may have been erroneously low. Figure 4
illustrates the distinct positive bias in the GFAAS data at low As concentrations. This suggests that a
GFAAS method also presented by Maest and Wing (1987) may contain a systematic positive bias in the
concentrations determined. Re-analysis of several samples in this set by both the hydride and the GIFAAS

20 COMPARISON OF ICP, DCP, GFAAS



200 L) T T TT1T0T T T TTTTTIT T TTT7T7n T T TTTTTT 1 T T 7171717
°o§ o LT 1 | |
(e}
B
o) o
L 0 o©
O | oo —
E 100 8 80 ooo
o ° (o] gog o0 % o
W o o o
i oo o o ° %0
a D= === === = == — = -~ Q- - —OgP— —
[ (o)
o)

G
2
w -100 -
a

_200 IIHI 1 [ Illlll 1 [ ] IlIII| 1 1 IIIIII' 1 1 lLlll]l i 1 b1 iitt

1073 102 107 1 10 102

ARSENIC CONCENTRATION DETERMINED BY HYDRIDE ATOMIC
ABSORPTION SPECTROMETRY, IN MILLIGRAMS PER LITER

Figure 4. Relation between concentrations determined by graphite furnace atomic
absorption spectrometry and hydride atomic absorption spectrometry (AAS), in percent
difference, as a function of concentration determined by hydride AAS for all data.

techniques (table 11) strongly reinforces this hypothesis. For example, the second sample, which gave
an initial GFAAS As concentration of 0.022 mg L, yielded a hydride-with-pre-reduction As concen‘ration
of 0.0016 mg L, over an order of magnitude lower. Similarly, the third sample, which gave an initial
GFAAS As concentration of 0.062 mg L, yielded a GFAAS concentration of 0.006 mg L™ upon re-
analysis, again over an order of magnitude lower. These and the additional examples listed in table 11
show that, for the determination of As, both the hydride and GFAAS techniques are subject to a wide
range of variability.

The ICP and DCP spectrometers are only marginally useful tools for the analysis of As in the
sample sets analyzed because of the low As concentrations in nearly all of these samples and the relatively
poor sensitivity of these instruments for As. Samples having a solution As concentration less thar 2 mg
L' need to be analyzed by GFAAS or by hydride with a pre-reduction step, as recommended by Maest
and Wing (1987). Because of the limited amount of plasma data, the ICP detection limit that is reorted
for As is a conservative estimate. ICP precision could not be determined accurately because of th= low
As concentrations compared to the ICP sensitivity for As. There is a significant spectral interference on
the ICP As determination from Al, which is at least partly correctable. The interference ranges in this set
of samples between 3% (Al/As ratios in the range of 10 to 20) and 32% (Al/As ratios in the range of 50
to 100) of the As concentration. The Al concentrations in solutions containing measurable As ranged from
10 mg L to over 600 mg L.
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Table 11.--Analytical results for arsenic
[GFAAS, graphite-fumace atomic-absorption spectrometry]

Concentration, in milligrams per liter

Hydride
Hydride generation
generation method GFAAS
Sample method GFAAS reruns reruns
82WA103 0.002 0.100 0.004, '0.126
82WA125 0.001 0.022 0.0016
82WA126 0.003 0.062 0.006
82WA141 0.004 0.013, 0.007 0.009
82WA146 0.001 0.0085, 0.0015 0.002
82WA156 0.001 0.022 0.0018
82WA163 0.017 0.019, 0.040 0.020
82WA164 0.032 0.025, 0.069 0.067

!Analysis done on a separate subsample
Barium

Tables A-9 to A-12 of the Appendix list the sample code number, the SO, concentration, th= ICP
Ba concentration, the DCP Ba concentration, the A% value, compared with the DCP Ba concent-ation,
calculated using the ICP Ba concentration, the barite saturation index (S.1.) calculated by WATEQA4F using
ICP Ba data, and the barite S.I. calculated by WATEQ4F using DCP Ba data, in column- 1-7,
respectively. The mean A% for the samples in table A-9 is -37.2; in table A-10, -28.0; in table A-11,
+4.31; and in table A-12, +117. The overall mean of the absolute values of A% is 34.1. Tables A-9 to
A-12 show that the average A% values cluster around mean values, which vary from one ICP analytical
set to another. This initially suggested that the ICP values might be suspect. Torch positioning on the
input slit of the ICP spectrometer using Mn may not necessarily be optimum for Ba. At this point it
would be pure speculation, but if this is so, the Ba calibration would be subject to drifting, or time-
instability, and the effect would be most pronounced at low levels. This is what appears to be denoted
by the data. The standards, which were analyzed as unknowns every fourth solution, did not show such
a trend.

The A% is plotted as a function of Ba concentration in figure 5, for all data. The solid symbols
on figure 5 show that all A% values greater than +10 or less than -50 are for ICP or DCP determirations
where the Ba concentration was less than 0.01 mg L™ in the solution analyzed (samples 82WA1€5 and
82WA167 were diluted by a factor of 10 for analysis. Thus, their concentrations in the solutions analyzed
were only one-tenth of the values shown on the plot). If these 7 concentrations are excluded, the
remaining A% values are quite acceptable, considering that Ba is a trace constituent in this set of samples.

An alternative explanation for the systematic variation in Ba concentrations between techniques
might be that kinetically controlled precipitation of barite has occurred after sample collection and during
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Figure 5. Relation between concentrations determined by inductively coupled
plasma (ICP) and direct-current plasma spectrometry, in percent difference,
as a function of concentration determined by ICP for barium for all data.

membrane filter and immediately acidified to a pH of less than one. The change in solubility of barite
between the in situ pH and a pH of one is not presently known. However, Ba should become more
soluble as the pH is adjusted to this low value. In addition, the Ba concentrations show sufficient overlap
between techniques and are uncertain enough that this possibility seems remote.

To further test the hypothesis that the ICP Ba concentrations may be in error, the complete set of
analytical data was input to the equilibrium thermodynamic speciation modeling program WATEQA4F (Ball
and others, 1987; Ball and Nordstrom, 1991) to calculate the saturation state (saturation index, S.I., ¢~ Log
IAP/K) of the sample solutions with respect to the mineral barite (BaSO,). Comparing barite S.I. values
calculated by WATEQA4F using the DCP and ICP Ba concentrations reveals that the ICP S.I. values enpear
slightly closer to equilibrium, compared with the DCP S.1.’s, which are more oversaturated. Figure 6 is
a plot of S.1. barite as a function of the common logarithm of the SO, concentration for all data. Figure
7 is a plot of S.I. barite as a function of pH for all data. The circles represent DCP Ba concentrations and
the diamonds represent ICP concentrations. Barite S.I. values for the drainage of the main stem of
Leviathan Creek (subset of data not shown separately) range between -0.81 undersaturated and +1.20
oversaturated using DCP Ba data, and between -0.97 and +1.01 using ICP Ba data. This difference may
not be significant. However, the slight trend toward equilibrium when using ICP data in the calculztions,
combined with the agreement of S.I. values between the two data sets, indicates that the hypothesis that
ICP Ba data are inferior to DCP data can be rejected. This conclusion is supported by th= Ba
concentrations obtained for standard reference water sample 71 by DCP (table 5) and standard reference
water sample T97 by ICP (table 8), both of which are well within acceptable limits.

Notwithstanding the negative findings in the preceding paragraphs, which apply to samples having
low levels of Ba in complex and concentrated matrices, both the ICP and DCP spectrometers are very
useful tools for the analysis of Ba. For the analysis of acid mine waters, an operational detection limit
is about 0.005 mg L™ using either instrument.
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Beryllium

Tables A-13 to A-16 of the Appendix list the sample code number, the ICP Be concentration, the
DCP Be concentration, and the A% value, compared with the ICP Be concentration, calculated using the
DCP Be concentration, in columns 1-4, respectively. The mean of the A% values between the ICP and
DCP is 36.6. These differences are primarily because of the extremely low levels at which Be occurs in
this set of samples. The Be concentrations also appear to be negatively biased in table A-13, and
positively biased in table A-16. Tables A-14 and A-15 have a total of only three values, all of which are
similar. There are three instances of measurable Be by DCP and less-than-detection Be by ICP, all in
table A-13, and encompassing DCP concentrations up to 0.003 mg L.

The ICP and DCP determinations of Be are extremely accurate and precise. Relative standard
deviation (RSD) data for the four ICP analytical sets show a RSD between three consecutive readings
taken while analyzing a single solution of about 2% to less than 50% for blanks and samples equivalent
to a blank in Be concentration. The 0.01 mg L standard in dilute HNO, shows an accuracy to within
10-15% deviation from the "true" concentration, scarcely more than double the percentage deviation
expected from the 0.1 mg L top standard. Accuracy of the ICP for Be is further supported by the results
of the analysis of standard reference water sample AMW?2 (table 10), for which the Be estimate is well
within the 95% confidence limit at a most probable concentration of 0.014 mg L.
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BERYLLIUM CONCENTRATION DETERMINED BY INDUCTIVELY
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Figure 8. Relation between concentrations determined by inductively coupled
plasma (ICP) and direct-current plasma spectrometry, in percent difference,
as a function of concentration determined by ICP for beryllium for all data.

Figure 8 is a graph of A% between ICP and DCP concentration estimates as a function of ICP Be
concentration, for all data. The circles represent data for samples analyzed without dilution, and the
diamonds represent data for samples diluted by a factor of 10 for analysis. The distribution of the
diamonds indicates that the relatively high dissolved solids present in the samples of set four cause
noticeable matrix problems, even when diluted by a factor of 10. If these data are ignored, the det=ction
limit for Be by ICP appears to be less than 0.001 mg L (fig. 8). This compares to an estimate¢ DCP
detection limit of about 0.002 mg L.
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The ICP and DCP spectrometers are both very useful tools for the analysis of Be. For the
determination of Be in acid mine waters, the estimated detection limit is about 0.001 mg L. There do
not appear to be significant interferences on the ICP or DCP analysis of Be in acid mine water matrix
containing high concentrations of Ca, Fe, SiO,, Al, and Mg.

Boron

Tables A-17 to A-20 of the Appendix list the sample code number, the ferrozine Fe concent-ation,
the ICP B concentration, the DCP B concentration, and the A% value, compared with the ICP B
concentration, calculated using the DCP B concentration, in columns 1-5, respectively. For the ICP and
DCP instruments used in this study, iron contributes a substantial interference to determination ¢ B in
these waters because of a spectral overlap (Ball and others, 1978), for which a correction technique was
formulated by Ball and Nordstrom (1985, 1989). This interference from Fe is significant when using
either B primary wavelength, even when using the higher dispersion echelle grating of the two present
instruments, as compared with other spectrometer gratings used in ICP or DCP instruments. The
interference is more pronounced at the 249.68 nm wavelength, because the strongest Fe line at 249.65 nm
is closer to this B line than to the 249.77 nm line. It is because of this interference that the Fe
concentration data are listed for reference. It was possible to calculate A% values in only 20 of the 63
samples, because of the low B concentrations in these waters. For the 20 comparisons, the mean A%
value is 65.5. Of the remaining 43 samples in tables A-17 to A-20, there are 23 samples in which
concentrations less than the detection limit were obtained by the ICP technique, whereas quantifiable
values were obtained using the DCP technique. In table A-19, there are also two samples in which the
ICP obtained a measurable concentration, while the DCP did not. This may be the result of an over- or
undercorrection for either background or interelement spectral effects using one method or the other.
Twenty-three of the 25 discordant readings occurred in the range, DCP B = 0.020 to 0.069 mg L'. The
remaining two occurred at DCP B concentrations 0.164 and 0.354 mg L. Also, there is usually very poor
similarity in instances where Fe concentrations are very high. This indicates that the detection limit for
B in acid mine water is considerably above that for standards in dilute acid. Results for analvsis of
standard reference water samples M 102 (table 7) and T97 (table 8) place B estimates within £6% of most
probable values, well within 95% confidence limits.

The A% is plotted as a function of ICP B concentration in figure 9, for all data. The similarity
of ICP to DCP determinations is generally poor at the low B levels occurring in these samples. The
distribution of the diamonds indicates that the relatively high dissolved solids present in the samples of
set 4 cause noticeable matrix problems, even when diluted by a factor of 10. Figure 9 also illustrates that
the differences begin to scatter between 0.15 and 0.25 mg L. This indicates that the ICP detection limit
for B in these samples is about 0.15 mg L rather than the 0.02 mg L™ estimated using standards in dilute
acid. This value varies as a function of the Fe concentration, from 0.02 mg L in the absence of Fe to
about 0.5 mg L' at Fe levels exceeding 2000 mg L.

The ICP and DCP spectrometers may be excellent tools for the analysis of B, provided that the
Fe/B ratio is not too high. The DCP spectrometer gave slightly better results, attributable to use of the
more sensitive wavelength with that instrument. For this set of samples, the operational detection limit
ranges from about 0.02 mg L™ to about 0.5 mg L, varying with the concomitant Fe concentration. In
cases where matrices are particularly complex, special attention must be given to the fact that interelement
interferences will have a significant effect on the accuracy and sensitivity of the determination.
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BORON CONCENTRATION DETERMINED BY
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Figure 9. Relation between concentrations determined by inductively-coupled
plasma (ICP) and direct current plasma spectrometry, in percent difference,
as a function of concentration determined by ICP for boron for all data

Cadmium

Tables A-21 to A-23 of the Appendix list the sample code number, the GFAAS Cd concent-ation,
the Cd concentration determined by ICP without Fe and Al corrections, the Cd concentration determined
by ICP with Al but without Fe correction, the Cd concentration determined by ICP with Al and Fe
corrections, the A% value, compared with the Zeeman GFAAS Cd concentration, calculated using tI*~ ICP
Cd concentration without Fe and Al correction, the A% value calculated using the ICP Cd concen‘ration
with Al but without Fe correction, and the A% value calculated using the ICP Cd concentration with Al
and Fe corrections, in columns 1-8, respectively. Table A-24 of the Appendix lists the sample code
number, the GFAAS Cd concentration, the Cd concentration determined by DCP, the Cd concen‘ration
determined by ICP without Fe and Al corrections, the Cd concentration determined by ICP with Al but
without Fe correction, the Cd concentration determined by ICP with Al and Fe corrections, the A% value,
compared with the Zeeman GFAAS concentration, calculated using the DCP concentration, the A% value
calculated using the ICP concentration without Fe and Al correction, the A% value calculated using the
ICP concentration with Al but without Fe correction, and the A% value calculated using th~ ICP
concentration with Al and Fe corrections, in columns 1-10, respectively.

For the six samples (table A-24) for which GFAAS and DCP data can be compared, the mean A%
for the comparisons is 20.4. Only two of the Cd concentrations are less than 0.02 mg L. There are 37
samples (tables A-21 to A-24) for which GFAAS and fully corrected ICP data can be compared. The
mean A% value for comparison of the GFAAS with ICP analyses is 63.1, but 33 of the Cd concentrations
are less than 0.02 mg L. The magnitudes of the A% values appear quite large, but were not unexpected
considering the Cd levels being measured and the corrections applied. There are 14 samples in which
concentrations less than the detection limit were obtained by one technique, whereas quantifiable values
were obtained using the other technique. All are in the range, Cd = 1-3 ug L. Analyses for stendard
reference water sample T97 (table 8) gives a Cd estimate 4.9% higher than the most probable
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concentration and well within the 95% confidence limit. The estimate for standard reference water srample
AMW?2 (table 10) is 24% higher than the 95% confidence limit, clearly indicating difficulty in obtaining
reliable Cd concentration estimates at low concentrations in complex matrices by ICP.

The GFAAS Cd concentrations are consistently significantly higher than the corresponding ICP
Cd concentrations. Iron, Al, and Mg all were found by prior experiment to contribute s»ectral
interferences to the ICP and DCP determination of Cd. The effect of Fe is the largest, followed by that
of Al. The effect of Mg is virtually insignificant.
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CADMIUM CONCENTRATION DETERMINED BY GRAPHITE FURNACE
ATOMIC ABSORPTION SPECTROMETRY, IN MILLIGRAMS PER LITER

Figure 10. Relation between concentrations determined by graphite furnace atomic
absorption spectrometry (GFAAS) and inductively coupled plasma spectrometry,
and GFAAS and direct-current plasma spectrometry, in percent difference, as
a function of concentration determined by GFAAS for cadmium for all data.

The A% from GFAAS Cd is plotted as a function of GFAAS Cd concentration in figures 10 and
11. Figure 10 shows all data for DCP and ICP Cd, with the squares denoting A% values calculated from
DCP data. Figure 11 shows corrected (circles) and uncorrected (solid diamonds) ICP data in the range,
Cd = 0 to 0.02 mg L', Figure 11 indicates that there may be an overcorrection applied to the Cd
concentrations for spectral interferences caused by Fe and Al. All but 7 concentrations (samples
82WA161-167, tables A-21 to A-24) were better without the Fe and Al corrections. Two of these samples
were analyzed very near the previous detection limit, where only 1/10 dilutions were analyzed tv ICP
because of high solids content, where matrices are concentrated and complex. The remaining five are the
final samples in analytical sets 1 and 3, when the ICP torch began to pulse and flicker, and subsecuently
extinguished. When Fe was less than 10 mg L' and Al was greater than 10 mg L', comparison also was
improved without the Al correction. Of the concentrations further improved without the Al correction,
all had been in the A% range of £10 without the Fe correction. Most of the remaining concentrations that
compare poorly to GFAAS data are concentrations that are probably below the revised ICP detection limit.
This implies that the interelement correction for the effect of Fe on the determination of Cd is not
sufficiently accurate at the Fe and Cd concentrations normally found in acid mine water to justify
decreasing the ICP detection limit below about 0.01 mg L™,
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CADMIUM CONCENTRATION DETERMINED BY GRAPHITE FURNACE
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Figure 11. Relation between concentrations determined by graphite furnace
atomic absorption spectrometry (GFAAS) and inductively coupled plasma
spectrometry, in percent difference, as a function of concentration
determined by GFAAS for cadmium for 0 to 0.02 milligrams per liter.

Under extreme conditions with several spectral interferences per analyte in liquid-liquid s»lvent
extraction circuit samples, a slight overcorrection for the calibration-subtraction method of spectral
interference correction was observed (Johnson, 1983). In spite of these errors, however, concentration
determinations were generally within two to three times the ideal detection limit or £3% of the total
background (expressed in units of apparent analyte concentration) present underneath the analyte
wavelength during nebulization of the test solution (Johnson, 1983). Even though the spectral interference
correction method was fairly sophisticated, indications were that more work needed to be done on the
problem to perfect the method (Johnson, 1983).

The ICP spectrometer is a useful tool for the analysis of Cd. An operational detection limit for
the determination of Cd in acid mine water of 0.005 to 0.01 mg L, is more appropriate than the 0.001
mg L concentration estimated using standards in dilute acid. The correction of Cd concentrations for the
effects of Fe and Al needs to be evaluated and perhaps redetermined. If an improvement can be actieved
in this area, the detection limit may be decreased to 0.005 mg L™ or less. This problem does not exist
if solution concentrations of Fe and Al are less than 10 mg L.

Samples having Cd concentrations <0.02 mg L are best analyzed by GFAAS. Above 0.02
mg L, the ICP is expected to provide reliable results. Insufficient DCP analysis data points were
available to assess the relative utility of this instrument at higher Cd concentrations.

Calcium

Tables A-25 to A-28 of the Appendix list the sample code number, the DCP Ca concentration,
the ICP Ca concentration, the average of the DCP and ICP Ca concentrations, and the A% value,
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compared with the ICP Ca concentration, calculated using the DCP Ca concentration, in columr< 1-5,
respectively. The graph of ICP-DCP A% as a function of ICP Ca concentration (fig. 12) illustrat=s that
the concentrations determined by ICP and DCP are similar over a broad range of concentration. Thus,
the accuracy of the determination does not appear to be a function of solution concentration over the 5 -
500 mg L' concentration range considered. In addition, this similarity indicates that, in the case of Ca,
the ICP spectrometer could be standardized at a relatively low concentration, then used to qualitatively
determine concentrations far in excess of this level with reasonable accuracy. ICP and DCP data for Ca
in the Leviathan Mine samples were so similar in all but one case that they could be averaged. TI-e one
outlier (sample 82WA129), for which the ICP-DCP A% of 25.9 exceeded the +15% level established as
an indicator of good matching between methods, is doubtless a case where analysis of duplicates is
indicated. The WATEQ4F speciated charge balance for this sample using the DCP concentration of 49.3
mg L' was -12.0%, whereas using the ICP concentration of 64.0 mg L it was -2.1%. On a groh of
Ca/SO, as a function of SO, (fig. 13), the 49.3 mg L' concentration is an obvious outlier, wherees 64.0
mg L is not. Therefore, the DCP concentration was rejected, and the ICP concentration was substituted.
Analyses for standard reference water samples M102 (table 7) and T97 (table 8) yield Ca est'mates
between -1.1% and +8.0% of the reported mean values, respectively, reinforcing the advisabi“ty of
performing multiple determinations and averaging the results.
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Figure 12. Relation between concentrations determined by inductively coupled
plasma (ICP) and direct-current plasma spectrometry, in percent difference,
as a function of concentration determined by ICP for calcium for all data.

The ICP and DCP spectrometers are excellent tools for the analysis of Ca in a broad range
of matrix and Ca concentrations. It was found by experiment that the ICP or DCP spectrometer ccrild be
standardized at a relatively low Ca concentration, for example 5 mg L™, then used to accurately determine
Ca in solution at concentrations up to at least S00 mg L. The authors are not recommending this as a
standard analytical practice, simply stating that it happened to work in these two instances. Good
analytical practice dictates that concentrations determined outside the range of standards need to be
verified using conventional techniques.
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Figure 13. Relation between calcium/sulfate ratio and sulfate
concentration for Leviathan Creek data for June 1982.

Chromium

Tables A-29 to A-32 of the Appendix list the sample code number, the GFAAS Cr
concentration, the Cr concentration determined by ICP without corrections for interelement spectral effects,
the Cr concentration determined by ICP with corrections for interelement spectral effects, the Cr
concentration determined by DCP without corrections for interelement spectral effects, the Cr
concentration determined by DCP with corrections for interelement spectral effects, the A% value,
compared with the Zeeman GFAAS Cr concentration, calculated using the ICP Cr concentration without
corrections for interelement spectral effects, the A% value calculated using the ICP Cr concentraticn with
corrections for interelement spectral effects, the A% value calculated using the DCP Cr concentration
without corrections for interelement spectral effects, and the A% value calculated using the D”P Cr
concentration with corrections for interelement spectral effects, in columns 1-10, respectively. For
corrected data, the absolute value of the mean A% from GFAAS for the analyses by DCP is 107; if the
suggested revised detection limit of 0.03 mg L™ is used, the mean becomes 22.7. For the analyses t~ ICP,
the value is 71.9%; if the suggested revised detection limit of 0.01 mg L is used, the mean becomes
43.0%. For uncorrected data, the absolute value of the mean A% for the analyses by DCP is 111; if the
suggested revised detection limit of 0.03 mg L™ is used, the mean becomes 47.3. For the analyses t+ ICP,
the value is 65.3%; if the suggested revised detection limit of 0.01 mg L is used, the mean becomes
57.8%. These large A% values occur because many GFAAS concentrations are much lower than the
corresponding ICP and DCP concentrations. The GFAAS detection limit is 0.0001 mg L, compared with
the ICP or DCP detection limits of 0.01 and 0.03 mg L™, respectively, causing many of the lowest ICP
and DCP concentrations to represent false positive values. This problem is evident in the standard
reference water sample results (tables S, 8, and 10), where Cr estimates at low levels in varying matrices
show considerable scatter about mean values at low concentrations.
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Figure 14. Relation between concentrations determined by graphite furnace
atomic absorption spectrometry (GFAAS) and inductively coupled plasma
spectrometry, in percent difference, as a function of concentration determined
by GFAAS for chromium for 0 to 0.2 milligrams per liter.
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Figure 15. Relation between concentrations determined by graphite furnace
atomic absorption spectrometry (GFAAS) and direct-current plasma
spectrometry, in percent difference, as a function of concentration determined
by GFAAS for chromium for 0 to 0.2 milligrams per liter.
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Figure 14 is a graph of A% between ICP and GFAAS as a function of GFAAS concent~ation,
for corrected and uncorrected ICP data in the range, GFAAS Cr = 0 to 0.2 mg L. The A% between
GFAAS and DCP analyses is plotted as a function of GFAAS Cr concentration in figure 15, for corrected
and uncorrected DCP data in the range, GFAAS Cr = 0 to 0.2 mg L. Figures 14 and 15 show tl'at the
ICP and DCP determinations for Cr appear to be similar in their relation to the GFAAS data. These
figures depict data that are quite scattered at the low end of the range shown, indicating that theve is a
considerable decrease in accuracy below 0.05 mg L Cr using both techniques. The figures also iricate
that the interelement corrections for Cr need revision, because the uncorrected plasma values seem to
scatter less and to match the GFAAS concentrations better than the corrected concentrations. Tt ICP
detection limit is about 0.01 mg L™ (fig. 14). The one outlier at about 0.18 mg L and -115% is a sample
analyzed at a 1/10 dilution, where the Cr concentration in the solution analyzed was less than 0.02 ng L.
The ICP Cr concentrations are consistently 15-30% lower than GFAAS concentrations (fig. 14). Th= DCP
detection limit is about 0.03 mg L™ (fig. 15).

The ICP and DCP spectrometers are useful tools for the analysis of Cr. The ICP appears to be
somewhat more sensitive than the DCP, at the respective wavelengths selected for ICP and DCP analysis.
For this set of samples, an operational ICP detection limit is about 0.01 mg L. Cr concentrations
between 0.01 and 0.05 mg L™ need to be determined by GFAAS, as do concentrations below 0.01 mg L™.
There do not appear to be significant interferences on the ICP or DCP analysis of Cr in acid mine water
matrix containing high concentrations of Ca, Fe, SiO,, Al, and Mg. However, the possibility that complex
and diverse matrices can have an adverse effect on this determination must not be ignored. Based on the
preceding, the interelement corrections presently in place for this ICP instrument for the effect of Fe and
Si on Cr, and the interelement corrections presently in place for this DCP instrument for the effect of Ca
and Fe on Cr, need to be reevaluated and either redetermined or disregarded.

Cobalt

Tables A-33 to A-36 of the Appendix list the sample code number, the primary ICP Co
concentration, the altemative ICP Co concentration, the primary DCP Co concentration, the alternative
DCP Co concentration, the Zeeman GFAAS Co concentration, the A% value, compared with the p-imary
ICP Co concentration, calculated using the primary DCP Co concentration, the A% value, compared with
the alternative ICP Co concentration, calculated using the primary DCP Co concentration, the A% value,
compared with the primary ICP Co concentration, calculated using the Zeeman GFAAS Co concentration,
and the A% value, compared with the alternative ICP Co concentration, calculated using the Zeeman
GFAAS Co concentration, in columns 1-10, respectively. Altemnative concentration values, when present
in the tables, are better matching values that were not selected manually (ICP) or by the computer (DCP)
as "best values." The absolute value of the mean A% for the analyses was 11.2 by DCP and 14.9 by
GFAAS, respectively. These differences appear to be because of several high percentage differences at
lower Co concentration measurements between ICP and DCP. For example, the DCP concentraticns are
significantly higher for samples 82WA108, 143, 145, 150, 155, and 159, and significantly lower for
samples 82WAI111, 121, 126, and 153 in tables A-33 to A-36. In fact, there are 13 samples in which
concentrations less than the detection limit were obtained by one technique, whereas measurable
concentrations were obtained using another technique. In the case of the GFAAS concentrations, the
difference is because GFAAS data exist only for samples containing less than 0.1 mg L' Co. For the
remaining samples, the Co concentrations compare remarkably well. This indicates that both the DCP and
the ICP are valuable tools for the analysis of Co, and that the 0.005 mg L' detection limit determined
using standards in dilute acid might be too low for DCP analysis, and too high for the ICP. The most
likely reason for this is a difference in sensitivity between the two analytical lines chosen for th= two
different instruments (table 2). In addition, there are a limited number of alternative ICP Co
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concentrations that were rejected during the selection process (tables A-33 to A-36). Many of these match
GFAAS data, presently believed to be the most accurate and precise values available for these samples,
significantly better than their selected counterparts, suggesting that the computerized selection algnrithm
can make frequent errors, and therefore needs to be checked thoroughly and regularly.
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COBALT CONCENTRATION DETERMINED BY INDUCTIVELY
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Figure 16. Relation between concentrations determined by inductively coupled
plasma (ICP) and direct-current plasma spectrometry, in percent difference,
as a function of concentration determined by ICP for cobalt for all data.

The A% between ICP and DCP analyses is plotted as a function of Co concentration in figre 16
for all data. the same data for the range, Co = 0.03 to 1.0 mg L™ are shown in figure 17. A comgarison
of ICP and GFAAS analyses for all data are shown in figure 18. The excellent matching of ICP and DCP
concentrations above about 0.05 mg L' is apparent in figure 16. The two outliers, at 0.485 mg L.} and
-25.9%, and 0.963 mg L and +12.6%, might be questionable. The DCP concentrations selected were
from analysis of 1/10 dilutions (dilution data not shown), whereas concentrations obtained from analysis
of the undiluted sample were 0.496 and 0.919 mg L, respectively. The revised A% values would b= -2.2
and +4.7, respectively. Detection limits by ICP and DCP can be estimated from figures 16 and 18.
Figure 16 indicates a DCP limit of about 0.03 mg L and figure 18 indicates an ICP limit of less than
0.01 mg L. These detection limit estimates are not contradicted by evidence from standard reference
water sample analyses, where a single DCP estimate is -7.9% different from the interlaboratory mear value
(table 5), whereas two ICP estimates are -9.5 and 10% different from interlaboratory mean values (tables
8 and 10).

ICP Co concentrations are consistently lower than GFAAS concentrations (fig. 18). This re'ation,
though statistically significant, may be misleading for two reasons. First, there are relatively few data
points (14 out of a total sample set size of 63). Secondly, four samples have altemative ICP
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Figure 17. Relation between concentrations determined by inductively coupled plasma
(ICP) and direct-current plasma spectrometry, in percent difference, as a function
of concentration determined by ICP for cobalt for 0.03 to 1.0 milligrams per liter.
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Figure 18. Relation between concentrations determined by graphite furnace
atomic absorption spectrometry (GFAAS) and inductively coupled plasma

spectrometry, in percent difference, as a function of concentration
determined by GFAAS for cobalt for 0 to 0.1 milligrams per liter.
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concentrations that are higher than their GFAAS counterparts. Substituting these four values would make
the relation between ICP and GFAAS Co concentrations more convincing because replacement of those
ICP concentrations would move those four points more in line with all the others (fig. 18).

The ICP and DCP spectrometers are very useful tools for the analysis of Co. The DCP wes less
sensitive, probably because of the different wavelengths selected for ICP and DCP analysis. The
operational ICP detection limit for the determination of Co in acid mine waters is about 0.002 wa L.
It may be possible to decrease this detection limit to an even lower concentration, provided that the torch
unit can be made to operate optimally. There do not appear to be any significant interferences on th= ICP
analysis of Co in acid mine water matrix containing high concentrations of Ca, Fe, SiO,, Al, and Mg.

Copper

Tables A-37 to A-40 of the Appendix list the sample code number, the ICP Cu concentraticn, the
DCP cassette 1 Cu concentration, the DCP cassette 2 Cu concentration, the Zeeman GFAAS Cu
concentration, the A% value, compared with the ICP Cu concentration, calculated using the DCP cessette
1 Cu concentration, the A% value calculated using the DCP cassette 2 Cu concentration, and the A% value
calculated using the Zeeman GFAAS Cu concentration, in columns 1-8, respectively. The absolute value
of the mean A% for the analyses by DCP Cassette 1 is 28.1; for the analyses by DCP Cassette 2, 32.4;
and for the analyses by GFAAS, the concentration is 40.0. In the case of the DCP analyses the large
differences for both cassettes are caused by a negative bias in the ICP concentrations as compared with
the DCP concentrations. The DCP concentrations for the two cassettes are so similar that for publication
in Ball and Nordstrom (1985) the two concentrations were averaged. In the case of the GIFAAS
concentrations, the large difference is caused by 12 very high A% values for the samples lowest in Cu and
the samples with some of the most concentrated matrices. For the remaining samples, the IC™ and
GFAAS Cu concentrations compare very well, which indicates that either the Cu concentrations of most
of the samples have changed significantly by a somewhat constant percentage since they were analyzed
by DCP, or there is a positive bias in the DCP Cu determination.

The A% is plotted as a function of Cu concentration in figure 19 for all data for DCP Cass=tte 1.
The comparison of ICP to GFAAS concentrations (fig. 20), shows a more normal distribution, reflecting
the improved comparison of ICP to GFAAS data. Both figures exhibit a similar pattemn of divergire A%
values with decreasing Cu concentration, suggesting that the detection limit for Cu by ICP is nearer 0.05
mg L™ than the 0.01 mg L' concentration determined using standards in dilute acid. A less sensitive Cu
line was used in construction of the ICP simultaneous multielement slit plate, because geometry problems
prevented use of the most sensitive wavelength. Thus, Cu estimates for standard reference water samples
by DCP (table 5) are within 18% of the most probable value at Cu=0.0196 mg L™, and by ICP are only
1.2% different from the most probable value of 5.15 mg L' in standard reference water sample AMW?2
(table 10).

As an explanation for the relatively poor similarity of ICP and DCP Cu concentrations, the
analytical wavelengths chosen for the respective techniques have significantly different sensitivities and
different potential for interferences. Ca, Mg, and Al all contribute positive interferences to the
determination of Cu by ICP. The accuracy of the corrections applied to the raw Cu concentrations then
determines the accuracy of the final values. Mg contributes an insignificant positive interference on the
determination of Cu by DCP. The DCP is known to be more acutely subject to enhancements and
suppressions because of solution concomitants than the ICP (Johnson, 1983; Johnson and others, 1979a,
1979b, 1980). If other, unaccounted, interferences are present in the DCP determination, they would cause
the systematic bias apparent in the data of this experiment. This possibility is frequently strongly implied

36 COMPARISON OF ICP, DCP, GFAAS



PERCENT DIFFERENCE

200

100 —

-100 [~

T

Illllll T T Illllll ¥ 1 v rrei

Illllll ] | lILllll 1 1 | I |

-200
102

107! 1 10

COPPER CONCENTRATION DETERMINED BY INDUCTIVELY

COUPLED PLASMA, IN MILLIGRAMS PER LITER

Figure 19. Relation between concentrations determined by inductively coupled
plasma (ICP) and direct-current plasma spectrometry, in percent difference,
as a function of concentration determined by ICP for copper for all data.
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Figure 20. Relation between concentrations determined by inductively coupled
plasma (ICP) and graphite furnace atomic absorption spectrometry, in percent
difference, as a function of concentration determined by ICP for copper for all data.
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in the data for more dilute analyses by DCP. On the basis of the analysis of a more concentrated al*quot,
many samples should have yiclded a similar Cu concentration in a more dilute analysis; however, values
significantly less than those in the more concentrated analysis, or even less than detection, were frequently
obtained. In addition, these values were frequently quite similar to concentrations obtained by ICP and/or
GFAAS analysis. This is convincing evidence that an unaccounted interference by DCP analysis of the
more concentrated solutions is being diluted out in the less concentrated analyses. A few examples from
the data of table A-37 are shown in table 12.

Table 12.--Selected samples for which the use of alternative data
improves the determination of copper
[DCP, direct-current plasma; ICP, inductively coupled plasma;
GFAAS, graphite-furnace atomic-absorption spectrometry]

Copper concentration, in milligrams per liter

Sample Mean Alternative!

Number DCP DCP ICP GFAAS
82WA 107 0.0706 0.057 0.0453 0.055
82WA112 0.276 0.230 0.221 0.230
82WAI13 0.326 0.315, <0.300 0.253 0.260
82WAL115 0.355 0.304, <0.300 0.311 0.260
82WALl16 0.401 0.323, <0.300 0.338 0.350
82WA120 0.515 0.470, <0.300 0.444 0.420
82WA122 0.184 0.126, 0.173 0.142 0.160
82WAL24 0.529 0.501, 0.520 0.465 0.470
82WA131 0.542 0.466, <0.300 0.479 0.450
82WA152 0.249 0.168 0.194 0.200
82WA160 0.269 0.192 0.204 0.210
82WA161 0.331 0.243 0.259 0.220
82WA163 0.238 0.202 0.186 0.200
82WA164 0.287 0.210 0.223 0.210

'Alternative concentrations are those rejected by the computerized "best values" selection
program in favor of the primary, or selected, value.

The DCP spectrometer, configured with the more sensitive analytical wavelength, was forund to
be much more useful for the analysis of these samples. The ICP spectrometer also would be usef™1 for
the analysis of Cu, if the problem with calibration instability could be alleviated. The recommended
solution to this problem, however, is to configure the simultaneous ICP instrument with the more ser<itive
324.75 nm wavelength. For this set of samples, the operational detection limit is about 0.05 mg L.
Significant lowering of this limit would be expected using the more sensitive Cu wavelength.

Iron

Tables A-41 to A-44 of the Appendix list the sample code number, the ferrozine Fe concent-ation
from Ball and Nordstrom (1985), the ICP Fe concentration, the DCP cassette 1 Fe concentration, the DCP
cassette 2 Fe concentration, the A% value, compared with the ferrozine Fe concentration, calculated using
the ICP Fe concentration, the A% value calculated using the DCP cassette 1 Fe concentration, and th= A%
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value calculated using the DCP cassette 2 Fe concentration, in columns 1-8, respectively. Samples with
ferrozine Fe concentrations less that 0.1 mg L” are included in the tables to establish an operational
detection limit for the ICP determination. The following discussion refers only to those samples for which
the ferrozine Fe concentration is greater that 0.1 mg L™ and is based on the assumption that the ferrozine
iron determinations are the most accurate. Zeeman-corrected GFAAS also can be used for the analysis
of Fe. However, the samples were not analyzed using GFAAS because the ferrozine data set was believed
to be of more than acceptable accuracy for the present purposes. There are 15 instances in which ti= ICP
concentration is closest to the ferrozine value, 19 in which one or the other (Cassette 1 or Cassette 2) of
the DCP concentrations is closest to the ferrozine value, and three in which A% values are equal for ICP
and DCP. This comparison would suggest that the two plasma techniques are about equivalent in terms
of accuracy. However, the mean A% is 4.8 for the ICP determinations, 10.3 for DCP cassette 1, and 8.5
for DCP cassette 2, which indicates that the ICP technique is about twice as accurate as the DCP technique
for this determination.

Lack of DCP accuracy also is apparent in the standard reference water sample results (table 5),
where Fe estimates at a most probable value of 0.112 are +56% and -19% of the most probable value for
cassettes 1 and 2, respectively. For standard reference water samples AMW1 (table 9) and AMW2 (table
10), ICP Fe estimates appear to be of acceptable accuracy at the elevated concentrations in these sa™ples.
For the ICP determinations, there are only three instances in which the A% is greater than +10. Of these,
two of them are in the last four determinations done in analytical set 1, a point at which the torch was
beginning to pulse and flicker, and eventually extinguished. The last four determinations in this set differ
from the ferrozine data by about -9% or more. The third determination with a A% greater than +10 is that
for the most concentrated matrix and the highest Fe concentration of all the samples. It and the four
samples discussed above were the only solutions in which an Fe concentration of greater than 200 mg L
was presented to the plasma. It is not presently known whether the deviation is because of degradation
in linearity of the calibration at 40 times the concentration of the highest standard or a chemical or matrix
interference. Results of analyses above an instrument’s calibration range were not considered when
assessing performance of the two instruments.

The A% is plotted as a function of ferrozine Fe concentration in figure 21, for all data. The
similarity of ICP to ferrozine determinations is extremely good at all but the lowest Fe levels. Th= poor
similarity at concentrations below 0.1 mg L™ is because the ICP detection limit is about 100 timres the
ferrozine detection limit of about 0.0005 to 0.001 mg L. The A% values (fig. 21) begin to scatter
between about 0.05 and about 1.3 mg L. This scatter indicates that the ICP detection limit for Fe in acid
mine water is in this range rather than the 0.015 mg L determined using standards in dilute acid. It is
difficult to refine this estimate further because there were no samples in this set with ferrozine Fe
concentrations between 0.0426 and 1.29 mg L. A conclusion of concurrence between ICP, DC™, and
ferrozine methods can be readily justified from the data, provided that only ferrozine Fe concentrations
greater than 0.1 mg L™ are used.

The ICP and DCP spectrometers are excellent tools for the analysis of Fe. An operational
detection limit for the ICP spectrometer is 0.1 mg L™ for this set of samples. The spectrometer could be
calibrated at a concentration considerably below that expected in the samples, such as 5 mg L in this
case, then used for determinations in the range 0.1 to 200 mg L™ with no significant loss of accuracy.
This is a 3% order-of-magnitude concentration range and a very broad range of matrix concentr tions.
The authors are not recommending this as a standard analytical practice, simply stating that it hapoened
to work in the case of Fe for these two instruments. Good analytical practice dictates that concentrations
determined outside the range of standards need to be verified using conventional techniques. In cases
where matrices are particularly complex, special attention must be given to the possibility that matrix
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Figure 21. Relation between concentrations determined by inductively
coupled plasma and ferrozine, in percent difference, as a function
of concentration determined by ferrozine for iron for all data.

and/or inter-element interferences may be present.
Lead

For the purpose of this discussion, the Zeeman-corrected GFAAS Pb concentration estimates are
assumed to be the most accurate, but only because the detection limit for the determination of Pb by
GFAAS is about three orders of magnitude lower than that using either of the plasma techniques. While
this is thought to be a reasonable assumption, the reader is reminded that this by itself does not assure that
the Pb concentrations obtained using GFAAS are accurate estimates of the true Pb concentrations in these
samples. Pb loss during the charring step of GFAAS analysis is prevented by adding a mixed matrix
modifier to the sample in the graphite tube at analysis time. While this procedural modification is quite
effective, it is not foolproof, and the mixed matrix modifier is unstable. Thus, results of acceptable
accuracy and precision are by no means guaranteed. Tables A-45 to A-48 of the Appendix list the sample
code number, the ICP Pb concentration, the DCP Pb concentration, the Zeeman GFAAS Pb concentration,
the A% value, compared with the ICP Pb concentration, calculated using the DCP Pb concentration, and
the A% value calculated using the Zeeman GFAAS Pb concentration, in columns 1-6, respectively. A
blank field in the A% column indicates that no calculation was possible. There are 40 samples in which
values less than the detection limit were obtained by the GFAAS technique. In 32 of these samples,
measurable values were obtained using one or both plasma techniques. However, the A% values obtained
for all the comparisons were not only very few, but were also very large. The best A% obtained war 45%,
comparing ICP to DCP for sample 82WA169. The corresponding ICP to GFAAS A% value for that
sample is 151.6%. The remaining data are even more scattered, making interpretation of the results for
this element virtually impossible. For standard reference water sample 71 (table 5), the DCP concen‘ration
of 0.012 mg L is only 9.1% different from the interlaboratory mean value of 0.0110 mg L.
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The ICP and DCP spectrometers are not useful tools for the analysis of Pb in the sample set
analyzed because of the very low Pb concentrations in these samples. The ICP appears to be significantly
better than the DCP, probably because of the respective wavelengths selected for ICP and DCP analysis.
For this set of samples, an operational ICP detection limit is about 0.2-0.5 mg L!. Al contributes a
substantial interference to the Pb determination, which is at least partially correctable. The interference
ranges in this set of samples between 0 (no measurable Pb or less than 10 mg L' Al) and 98% (verv high
Al, very low but positive Pb) of the Pb concentration, for Al concentrations from fractional mg L to
upwards of 600 mg L. Accuracy of Zeeman GFAAS results for Pb has not been verified. However, the
Zeeman GFAAS results presently are judged to have accuracy and precision far superior to either ICP or
DCP estimates at the Pb concentrations in this study.

Magnesium

The sample code number, the ICP Mg concentration and WATEQ4F charge balance, DCP
concentration and WATEQ4F charge balance for undiluted, 1/10, 1/100, and 1/1000 dilutions,
concentrations selected for inclusion in Ball and Nordstrom (1985), concentrations selected for WAT=Q4F
computations, charge balance calculated by WATEQ4F, and A% between the ICP and the DCP
concentration selected for WATEQ4F computations are listed in table A-49 of the Appendix. Tables A-50
to A-52 of the Appendix list the sample code number, the ICP Mg concentration, the DCP Mg
concentration for the undiluted sample, the DCP Mg concentration for the 1/10-diluted sample, the DCP
Mg concentration for the 1/100-diluted sample, the DCP Mg concentration for the 1/1000-diluted sample,
the Mg concentration published in Ball and Nordstrom (1985), the Mg concentration used for WAT=Q4F
computations, and the A% value, compared with the ICP Mg concentration, calculated using the DCP Mg
concentration selected for WATEQ4F computations. Figures 22-24 show A% plotted against the ICP Mg
concentration selected for WATEQ4F computations. Figure 22 shows all data. Figure 23 shows data for
ICP analytical set 1, and figure 24 shows data for ICP analytical sets 2, 3, and 4. Data in set 1 (fig. 23)
clearly are more different from zero than data in sets 2 through 4.

One sample (82WA119, table A-52) for which a difference of 23.4% was calculated using th= Ball
and Nordstrom (1985) Mg value becomes -4.3% when recalculated using the DCP Mg concentrafion of
99.1 mg L' selected for use in WATEQ4F computations. There were an additional 10 samples where a
DCP Mg concentration not initially selected by the computerized best-values selection program was
substituted later when running WATEQA4F computations. Eight of these 11 alternative selections coapare
to the ICP data better than the original computer-selected Mg values.

The data in tables A-49 to A-52 and the graphs (figs. 22-24) indicate that the DCP and ICP
spectrometers are reliable tools for the analysis of Mg. The slight tendency toward modality of the data
between analytical sets indicates that for maximum accuracy and precision of the results, duplicate
analyses need to be done. Standard reference water sample results (tables 6, 7, and 8) also sugge-t that
accuracy and precision can be maximized by performing several determinations, preferably at different
dilutions of the sample. The comparability of the ICP and DCP concentrations over a broad range of
concentration indicates that accuracy of the determination is not a function of solution concentration over
the concentration range considered here (ICP range = 1.29 - 112 mg L"). This adherence to a linear
calibration also indicates that the spectrometer could be standardized at a relatively low Mg concent-ation,
for example 20 mg L, and then used to determine Mg present in the analyte solution at concentrations
up to at least 120 mg L"'. Once again, the authors are not recommending this as a routine analytical
practice, simply stating that it worked in this case. Under the calibration conditions used here, th= data
suggest that the ICP detection limit is about 0.5 mg L. If necessary, this limit could very likely be
improved considerably, as the sensitivity of both plasma instruments for this element is very good.
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Figure 22. Relation between concentrations determined by inductively coupled
plasma (ICP) and direct-current plasma spectrometry, in percent difference,
as a function of concentration determined by ICP for magnesium for all data.

200 T 1 1 T ] IIII 1 ] 1 I IIIII
O
O 100 ]
wi
o0
-
LEL O— —— - = — - — — = - - — Qpa_ogﬂ___o_i’oo_o_ o _ _]
._.
4
w
2
w -100 - —
a
_200 1 1 1 L llll’ 1 1 1 ] lllll
1 10 102

MAGNESIUM CONCENTRATION DETERMINED BY INDUCTIVELY
COUPLED PLASMA, IN MILLIGRAMS PER LITER

Figure 23. Relation between concentrations determined by inductively coupled plasma
(ICP) and direct-current plasma spectrometry, in percent difference, as a function
of concentration determined by ICP for magnesium for data in analytical set 1.

The mean of the ICP concentration and the DCP concentration selected for publication in Ball and
Nordstrom (1985) was taken as the best estimate of solution Mg concentration, except for samples
82WAI118, 119, 132, 165, 167, 168, and 169, for which the 1/100 dilution DCP concentration and th~ ICP
concentration were averaged. These values are presented in table 13.
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Figure 24. Relation between concentrations determined by inductively coupled
plasma (ICP) and direct-current plasma spectrometry, in percent difference, as a functicn
of concentration determined by ICP for magnesium for data in analytical sets 2, 3, and 4.

Table 13.--Best estimates of magnesium concentrations, in milligrams per liter
[All concentrations are the average of the inductively coupled plasma value and the direct-
current plasma value selected for publication in Ball and Nordstrom (1985), except as noted]

Sample  Concen- Sample Concen- Sample  Concen- Sample  Concen-
Number  tration Number tration Number tration Number  tration
82WA104 134 82WA149 383 82WA1l14  7.24 82WAI53 5.86
82WA106 12.6 82WA151 379 82WA117  3.21 82WA154 4.88
82WA107 134 82WA152 61.5 82WAI121 25.1 82WA156 96.9
82WA109 135 82WAI155 225 82WA123 6.18 82WA158 104
82WA110 23.6 82WAI157 102 82WA125 106 82WA159 119
82WA112 23.8 82WAL160 61.3 82WA126 13.9 82WA162 71.1
82WAI113 242 82WAl61  70.9 82WA127 95.7 82WA166 7.41
82WALll5 252 82WA163 51.8 82WA128 108 82WA170 4.61
82WA116 28.5 82WA164 48.5 82WA141 3.85 82WA118 '53.8
82WA120 149 82WA100 1.54 82WA142  3.02 82WA119 !97.0
82WA122 21.1 82WA101 1.46 82WA143 15.5 82WA132 !86.1
82WA124 53.1 82WA102 1.70 82WA144 16.2 82WA165 '43.2
82WA129 18.8 82WA103 1.87 82WA146 14.8 82WA167 !88.0
82WAI130 23.2 82WA105 155 82WA147  6.19 82WA168 '89.4
82WA131 27.0 82WA108 5.78 82WA148 15.8 82WA169 !42.2
82WA145 15.1 82WAIll1l 215 82WAI150 20.4

'Concentration is average of inductively coupled plasma and 1/100 direct-current plasma.
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