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Full Equations Utilities (FEQUTL) Model for the
Approximation of Hydraulic Characteristics of Open
Channels and Control Structures During Unsteady Flow

by Delbert D. Franz and Charles S. Melching

Abstract

The Full EQuations UTiLities (FEQUTL) model is a computer program for computation of tables
that list the hydraulic characteristics of open channels and control structures as a function of upstream
and downstream depths; these tables facilitate the simulation of unsteady flow in a stream system with
the Full Equations (FEQ) model. Simulation of unsteady flow requires many iterations for each time
period computed. Thus, computation of hydraulic characteristics during the simulations is impractical,
and preparation of function tables and application of table look-up procedures facilitates simulation of
unsteady flow.

Three general types of function tables are computed: one-dimensional tables that relate hydraulic
characteristics to upstream flow depth, two-dimensional tables that relate flow through control structures
to upstream and downstream flow depth, and three-dimensional tables that relate flow through gated
structures to upstream and downstream flow depth and gate setting. For open-channel reaches, six types
of one-dimensional function tables contain different combinations of the top width of flow, area, first
moment of area with respect to the water surface, conveyance, flux coefficients, and correction coeffi-
cients for channel curvilinearity. For hydraulic control structures, one type of one-dimensional function
table contains relations between flow and upstream depth, and two types of two-dimensional function
tables contain relations among flow and upstream and downstream flow depths. For hydraulic control
structures with gates, a three-dimensional function table lists the system of two-dimensional tables that
contain the relations among flow and upstream and downstream flow depths that correspond to different
gate openings. Hydraulic control structures for which function tables containing flow relations are pre-
pared in FEQUTL include expansions, contractions, bridges, culverts, embankments, weirs, closed con-
duits (circular, rectangular, and pipe-arch shapes), dam failures, floodways, and underflow gates (sluice
and tainter gates).

The theory for computation of the hydraulic characteristics is presented for open channels and for
each hydraulic control structure. For the hydraulic control structures, the theory is developed from the
results of experimental tests of flow through the structure for different upstream and downstream flow
depths. These tests were done to describe flow hydraulics for a single, steady-flow design condition
and, thus, do not provide complete information on flow transitions (for example, between free- and
submerged-weir flow) that may result in simulation of unsteady flow. Therefore, new procedures are
developed to approximate the hydraulics of flow transitions for culverts, embankments, weirs, and under-
flow gates.
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1. INTRODUCTION

In unsteady flow, some aspect of the flow (velocity, depth, pressure, and others) is changing with time.
Most flows of interest to hydraulic engineers, hydrologists, and planners are unsteady and may be considered
one dimensional (that is, acceleration is substantial only in the longitudinal direction). In standard hydraulic-
engineering practice, many problems involving one-dimensional, unsteady flows have been approximated by
application of steady flows or piecewise-steady flows wherein storage-outflow relations are derived for channel
reaches from a steady-flow hydraulic analysis [in the U.S. Army Corps of Engineers (1990a) Water Surface
Profiles model HEC-2] and applied in simple hydrologic-routing methods [in the U.S. Army Corps of Engineers
(1990b) Flood Hydrograph Package HEC-1]. Simulation of one-dimensional, unsteady flow in a complex stream
system that contains many hydraulic structures is practicable with the recent increases in the computational speed
and storage capabilities of computers.

The Full EQuations (FEQ) model (Franz and Melching, 1997) is a highly flexible and robust model for sim-
ulation of one-dimensional, unsteady flow in open channels and through control structures. An extensive descrip-
tion of the hydraulic characteristics of the stream system to be simulated is required in FEQ. At a minimum, the
geometry of the stream channels must be described. In addition, the hydraulics of a variety of structures, including
culverts, bridges, spillways, contractions, and expansions, either natural or constructed, may need to be described.
The variety of structures that can be present in a stream system is practically unlimited. Some of these structures
were designed and constructed thoughtfully, but many were not. Therefore, one of the major tasks of simulating
the hydraulic behavior of a stream system is the description of the hydraulic characteristics of the various structures
in that system. The utility program Full EQuations UTiLities (FEQUTL) has been developed to make the descrip-
tion of the hydraulic characteristics of the stream system easier. A variety of look-up tables are computed in
FEQUTL to describe channel cross sections and hydraulic control structures to facilitate simulation of unsteady
flow with FEQ.

Stream slopes are relatively flat and flood plains are relatively broad throughout Illinois. Further, the
counties in the Chicago, Ill., metropolitan area are undergoing rapid urbanization. These factors have resulted in
increased interest in application of unsteady-flow analysis for flood-plain delineation, flood warning, flood-
control reservoir design and operation, and other applications in rapidly urbanizing counties in Illinois. Because a
wide variety of hydraulic structures in the stream system could be simulated in FEQ, extensive testing and docu-
mentation were done by the U.S. Geological Survey (USGS) and cooperating agencies. The Illinois Department
of Natural Resources, Office of Water Resources, and the County of Du Page, Department of Environmental
Concerns, cooperated with the USGS and Linsley, Kraeger Associates Ltd. to document the procedures applied in
FEQUTL to compute function tables that relate flow to upstream and downstream water-surface elevation for cross
sections and hydraulic control structures in open-channel systems (streams) simulated with FEQ.

1.1 Purpose and Scope

The purpose of this report is to document the procedures applied in the Full EQuations UTiLities (FEQUTL)
model to compute function tables that relate flow to upstream and downstream flow depth for cross sections and
hydraulic control structures in open-channel systems (streams) simulated with the Full Equations (FEQ) model.
The FEQUTL model and example inputs and outputs may be obtained by electronic retrieval from the World Wide
Web (WWW) at http://water.usgs.gov/software/feq.html and by anonymous File Transfer Protocol (FTP) from
water.usgs.gov in the pub/software/surface_water/feq directory. This report describes the procedures applied in
FEQUTL to compute the hydraulic characteristics of channel cross sections, expansions, contractions, bridges,
culverts, embankments, weirs, closed conduits (circular, rectangular, and pipe-arch shapes), dam failures, flood-
ways, and underflow gates (sluice and tainter gates). The report begins with a description of the variety of function
tables required to list the hydraulic characteristics of the stream features listed to facilitate simulation of unsteady
flow with FEQ. The procedures applied to approximate the hydraulic characteristics of open channels (cross
sections, expansions, and contractions) are discussed. The procedures applied to approximate the hydraulic char-
acteristics of hydraulic control structures are developed.
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Previous research on the hydraulics of control structures forms the basis of the procedures applied to approx-
imate the hydraulics of control structures. This research was done to describe flow hydraulics for a single, steady-
flow design condition and, thus, does not provide complete information on flow transitions (for example, between
free- and submerged-weir flow) that may result in unsteady flow. Therefore, the procedures applied to approximate
the hydraulics of flow transitions for culverts, embankments, weirs, and underflow gates are discussed in detail
because these include new techniques that are not well known in the hydraulic literature but produce reasonable
simulation results. Finally, the input for FEQUTL and the error messages and warnings issued in model computa-
tions are presented.

1.2 Look-up Tables

A look-up table in the context of FEQUTL computation is an organized collection of information that
defines the important hydraulic characteristics of a cross section or control structure in the stream system
simulated in FEQ. Look-up tables have been utilized for mathematical functions, such as the square root and the
logarithm, for many years. Various forms of interpolation are utilized to determine values of these functions. The
ready availability of these standard functions on calculators and in computer languages have made the use of table
look-up procedures for standard mathematical functions rare.

For more complex mathematical functions, such as critical values for statistical tests, table look-up proce-
dures are commonly included in computer programs. The shape and size of a stream cross section is normally not
described by some simple, standard function. Approximation using polynomials or some other standard function
is not practical because stream shapes greatly vary. Thus, carefully defined look-up tables are an efficient means
for defining nonstandard functions. Utilization of look-up tables in FEQ simulation results in the generality of
description needed in an unsteady-flow modeling system. In addition to the generality of description, look-up
tables make computations in FEQ more efficient. Millions of calculations are involved in an unsteady-flow
simulation. Therefore, superfluous computations must be eliminated for efficient simulation.

1.2.1 Look-up Tables for Channel Cross Sections

Cross sections of a stream usually are given in a series of horizontal distances from reference points, called
offsets, and the elevation of points on the bed of the stream. The area of flow, the top width of the flow, the wetted
perimeter of the flow, conveyance, and other characteristics can be computed given an elevation of the water sur-
face. However, a review of the governing equations for unsteady flow (Franz and Melching, 1997) indicates that
the details of which side is the right bank of a cross section and which side is the left bank of a cross section do not
affect the computations if the left bank and right bank are defined consistently for curvilinear channels. All that is
required to solve the governing equations is information on the variation with water-surface elevation of the key
characteristics of the cross section, such as flow top width, area, square root of conveyance, correction coefficients
for nonuniform flow, first moment of area about the water surface, and correction coefficients for channel curvilin-
earity. These characteristics can be computed from the basic cross-section description and stored in a look-up table.
The hydraulic characteristics of open channels needed for flow simulation in FEQ are then readily available.

1.2.2 Look-up Tables for Hydraulic Control Structures

The application of look-up tables to describe the hydraulics of a variety of control structures eliminates
superfluous computations of hydraulic characteristics of these structures during unsteady-flow simulation. Steady-
flow relations are applied at these structures. Application of steady-flow relations is feasible because the change in
the volume of water and in the momentum of the water in the control structure is small relative to the changes in
the stream channels between structures. At a control structure, information on the relation between the flow
through the structure and the water-surface elevation upstream and in some cases downstream from the structure
are needed in flow simulation in FEQ, or any other similar model for unsteady-flow analysis. The detailed nature
of the type of structure is irrelevant to the computations done in FEQ. Thus, in flow simulations done in FEQ, it is
not important whether the structure is a bridge, a culvert, or a spillway. All that is needed for flow simulation is an
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adequate description of the relation between the flow through the structure, the water-surface elevation upstream
from the structure, and the water-surface elevation downstream from the structure.

The description of the hydraulics of control structures is suited to application of look-up tables. The perform-
ance of the structure for a meaningful range of flows and water-surface elevations can be computed and the results
placed in a look-up table. The look-up table is then accessed in FEQ simulations to complete the unsteady-flow
computations. Thus, the computational burden of defining the flow through the structure need not be done in FEQ
simulations. A major additional benefit of applying a look-up table is that the transitions in flow, such as the
transition between partial and full flow in culverts, can be isolated and approximated before the unsteady-flow
computations are done. This eliminates the difficulty of making a smooth transition between the flow patterns that
can result in the structure as the computations proceed. Calculation of such transitions during the unsteady-flow
computations is always difficult and sometimes nearly impossible. Computation of the transition flow conditions
with steady-flow calculations in a utility program is feasible but may still be difficult.

1.2.3 Table Look-up Procedure

A look-up table contains one or more input arguments, the values utilized to do the look up, and one or
more output items used in simulation. For a cross section the argument in FEQ is the maximum depth found in the
section. The output items of interest are the cross-sectional characteristics, which are all functions of the maximum
depth, such as top width, area, and conveyance. These are discussed at length in section 3. For flow through a
culvert, two input arguments are utilized—the piezometric head upstream from the culvert and the piezometric
head downstream from the culvert measured from the same datum—and the item of interest is the flow through
the culvert.

Several components are needed in the development of a useful table look-up procedure. The tables must be
patterned for efficient look up, an efficient searching scheme must be applied, and a set of rules must be established
for defining values intermediate to those that are tabulated (rules for interpolation). The pattern of the tables is a
programming detail that is outlined in the source code of FEQ and FEQUTL. The rules of interpolation are dis-
cussed in section 2. The search technique used for all tables in FEQ and FEQUTL is the simple linear search. This
technique proves to be most efficient because the table look ups are most often repetitive at nearly the same value
of the argument. The value determined in the last table look up and its location in the table are stored in FEQ and
FEQUTL simulations, and the search for the function value at the next look-up time in the simulation begins at that
point. Therefore, in most computations, the number of comparisons needed to find the point of interpolation for
the current argument is minimal. Only occasionally is a long search required.

1.3 Procedure for Computation of Function Table for Use in Simulation of
Unsteady Flow with the Full EQuations Model

The procedure for computation of function tables with FEQUTL for use in simulating unsteady flow in a
system of open channels and control structures with FEQ is as follows.

1. The basic descriptive data for the stream system is measured or determined from available sources.

2. The data describing the cross sections for the stream are placed in one of the formats supported in FEQUTL.
Each cross section is given a unique number as identification. This number becomes the identification
number of the resulting look-up table.

3. The cross-section table is computed in FEQUTL from the description of the stream cross section. The cross-
section tables are placed in one or more data files. These files are accessed later in FEQ flow simulation.

4. Steps 1-3 are followed to compute tables for culverts, bridges, and other structures. The resulting look-up tables
are stored in files for later access.

5. Once all the tables are computed and the description and control input for FEQ are prepared, FEQ is run with
references to the appropriate data files to access the look-up tables.

4 Full Equations Utilities (FEQUTL) Model for the Approximation of Hydraulic Characteristics of Channel Systems



2. TABLE TYPES GENERATED IN THE FULL EQUATIONS UTILITIES MODEL

Several look-up tables are used in FEQ to represent the variety of functions required in unsteady-flow
analyses. These tables are called function tables and are the basis of the look up and interpolation procedures
applied in unsteady-flow computations. Some of these tables are computed in the utility program, FEQUTL, and
others are prepared manually from other sources. The table origin does not affect FEQ computations if the table
conforms to the expected structure and format. The table types that are generated in FEQUTL are described in
this section. Table type 10 is used for input to FEQUTL but is neither generated in FEQUTL nor utilized in FEQ.
Table type 10 is described in this report for completeness. The other table types are described in section 11 in the
documentation report for the Full Equations model (Franz and Melching, 1997).

The three broad classes of function tables are called one dimensional, 1-D (having one argument), two
dimensional, 2-D (having two arguments), and three dimensional, 3-D (having three arguments). Seven types of
1-D function tables, two types of 2-D function tables, and one type of 3-D function tables are computed in
FEQUTL and are listed in table 1. The 1-D tables are the simplest and are presented first.

Table 1. Summary of function tables computed in the Full EQuations UTiLities model

[AMY, any meaningful value (for example stage, head, elevation); --, none; 7, top width; A, cross-sectional area; JI_( , square root of conveyance;
B, momentum-flux correction coefficient; J, first moment of area about the water surface; o, energy-flux correction coefficient; Q, critical flow rate;
M 4, area-correction coefficient for curvilinear channels; M o discharge-correction coefficient for curvilinear channels; 1-D, one dimensional;

2-D, two dimensional; 3-D, three dimensional]

Table Table First Second Values
type dimension argument argument yielded
2 1-D AMV - Function

13 2-D Head Head Flow

14 2-D Head Flow Head

15 3-D Gate setting -- 2-D table numbers
20 1-D Depth - TA JK,B

21 1-D Depth - TA JK,BJ

22 1-D Depth - TA, JK, BJ0.0,
23 1-D Depth - TA JK, BM,M,
24 1-D Depth - TA JK, BJ MM,
25 1-D Depth - TA JK, BJ.0.0. MM,

2.1 One-Dimensional Function Tables

Six of the seven types of 1-D function tables computed in FEQUTL list characteristics of stream cross
sections, whereas the seventh type lists flow-rating curves. Complete descriptions of these function tables are given
in the following sections.

2.1.1 Type 2 Tables

Table type 2 lists a function of one argument. It is applied for simple rating curves for a variety of structures.
Because there is only one argument, the rating is assumed to be unaffected by tail-water variations. This assump-
tion must be considered when tables of type 2 are applied. In FEQUTL and FEQ computations, the variation of
values between tabulated arguments is assumed to be linear. Thus, a piecewise-linear approximation of a function
of one variable is represented in these tables. The piecewise-linear approximation is computed in FEQ as

ey
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where
ft (yy) = the function value estimated from the table for argument value, y,, of interest,

f, = the ith function value tabulated,
y, = the corresponding argument value, and y, <y <y, .
i i i+1

Enough data points should be included in the table so that straight-line interpolation between data points results in
negligible error.

By proper selection of the tabulation interval and function values, the model user can represent a wide vari-
ety of functions with this type of table. These functions include rating curves, variation of spillway coefficients
with head, and energy-loss coefficients. The following is an example of a portion of a type 2 table representing a
rating curve at a gaging station as output from FEQUTL for input to FEQ.

TABLE#= 450

TYPE= 2
REFL=0.0
HEAD DISCHARGE
0.0 0.
0.1 8.
0.5 51.
1.0 114.
2.0 258.
3.0 415.
4.0 582.
-1.0

2.1.2 Cross-Section Function Tables

Six cross-section function tables are computed in FEQUTL and used in FEQ. The type numbers assigned
are from 20 to 25. The cross-sectional characteristics are tabulated as a function of the water-surface height (equal
to maximum depth) in the cross section in all tables. Therefore, these function tables are 1-D because only one
argument is present. However, these function tables contain more than one function value for each argument value.
The equations used to compute the cross-sectional characteristics listed in the various function tables are given in
sections 3.1.1, 3.1.2, and 3.1.3.

All of the six table types list water-surface height, y; top width, T; cross-sectional area, A; square root of
conveyance, JI—( ; and the momentum-flux correction coefficient, B (sections 3.1.1 and 3.1.2). The first moment of
area about the water surface, J (section 3.1.1), is added to table type 21. The first moment of area about the water
surface, the energy-flux correction coefficient, a, and critical flow rate, Q.. (section 3.1.2), are added to table
type 22. Table type 23 is similar to table type 20 with the addition of the weight factors to convert area to volume
per unit length of channel, M, and to convert flow rate to momentum content per unit length of channel, M, for
curvilinear channels (section 3.1.3). In the same manner, table type 24 is similar to table type 21, and table type 25
is similar to table type 22. In terms of the defined symbols, the table types contain the cross-section characteristics
as follows:

Type 20: 3, T,A, JK,P

Type 21: y, T, A, JK,B,J

Type 22: 3, T,A, JK,B,J, 0, O,

Type 23: y, T, A, VK, B, My, M

Type 24: 3, T,A, JK,B,J, My, My

Type 25: y, T, A, JK,B.J, 0, Q.. My, My

Any cross-section table that contains the proper information can supply that information in FEQ simulation.
Thus, tables of type 25 are applicable in all contexts. On the other hand, tables of type 20 are applicable in a more
limited context. In FEQ simulation an error message results if a cross-section table does not contain the needed
information.
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The interpolation method for each of the cross-section characteristics is listed in table 2. In "integrated
linear" interpolation, a linear function is integrated to find the interpolated value. Area is given by the integral of
the top width. The top width is interpolated linearly between tabulated argument values. Therefore, the linear
top-width variation is integrated to interpolate between the tabulated argument values. In the same way, the first
moment of area is the integral of the area. The area is piecewise quadratic (an integral of a piecewise linear func-
tion). Thus, “integrated quadratic” interpolation is applied wherein the piecewise quadratic variation of area is
integrated to interpolate for the first moment of area between tabulated argument values. Interpolation for the
critical flow rate is done linearly for logarithmic transformed values (“linear in logarithms”) because this yields
exact values for many standard geometric shapes (Franz and Melching, 1997). Additional details are provided in
sections 3, 4, and 11 in the documentation report for the Full Equations model (Franz and Melching, 1997).

Table 2. Cross-sectional characteristics computed and interpolation method applied in the Full EQuations UTiLities model

Characteristic
symbol Definition Interpolation method
T Top width Linear
A Area Integrated linear
JK Square root of conveyance Linear
B Momentum-flux correction coefficient Linear
J First moment of area about the water surface Integrated quadratic
o Energy-flux correction coefficient Linear
0. Critical flow rate Linear in logarithms
My Weight factor to convert area to volume per unit length of channel Linear
M, Weight factor to convert flow rate to momentum content per unit length of channel Linear

The following is an example of a cross-section table of type 20 as output from FEQUTL for input to FEQ,
where SQRT (CONY) is the square root of conveyance

TABLE#= 2020

TYPE= 20

STATION= 1.90000E-02
ELEVATION= 2.00000E+01

DEPTH TOP WIDTH ARFA  SQRT (CONV) BETA
0.00000 0.000 0.00000E+00 0.00000E+00 1.0669
0.08000 0.607 2.42969E-02 2.03260E-01 1.0669
1.00000 7.593 3.79626E+00 5.89644E+00 1.0669
1.96154 11.154 1.28090E+01 1.41238E+01 1.0494
2.92308 14.715 2.52460E+01 2.25344E+01 1.0549
3.88461 18.276 4.11073E+01 3.13595E+01 1.0607
4.84615 21.838 6.03930E+01 4.06248E+01 1.0649
5.80769 25.399 8.31022E+01 5.03164E+01 1.0680
6.76923 28.960 1.09236E+02 6.04121E+01 1.0701
7.73077 32.521 1.38795E+02 7.08886E+01 1.0716
8.69231 36.083 1.71778E+02 8.17243E+01 1.0728
9.65384 39.644 2.08186E+02 9.28992E+01 1.0736

10.61538 43.205 2.48017E+02 1.04396E+02 1.0742

11.57692 46.766 2.91271E+02 1.16198E+02 1.0746

12.53846 50.328 3.37951E+02 1.28293E+02 1.0750

13.50000 53.889 3.88056E+02 1.40666E+02 1.0752
-1.0

2.2 Two-Dimensional Function Tables
One-dimensional tables are limited to one argument. Therefore, 1-D tables can only represent a limited
range of functions. Two cases for representing more complex functions with 2-D function tables are provided in

FEQUTL. Thus, two types of function tables are computed in FEQUTL. The concepts underlying the two cases
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are presented in detail in section 11 in the documentation report for the Full Equations model (Franz and Melching,
1997). Only a brief outline is given here.

In the first case, represented with tables of type 13, a decrease (or drop) in piezometric head in the direction
of flow always results across the control structure from the upstream, approach section to the downstream, depar-
ture section. In tables of type 13, the flow through the structure is listed as a function of piezometric head upstream
from the structure in the approach section and the drop in piezometric head across the structure. Thus, in tables of
type 13, flow is a function of upstream and downstream piezometric head (equal to the upstream piezometric head
minus the drop) referenced to the stream-system datum. When this drop in piezometric head across the structure
becomes large enough for a fixed upstream piezometric head (HUP), a critical control will result at some point in
the structure. Further increases in the drop for the given upstream piezometric head will not increase the flow
through the structure. The value of the drop in piezometric head across the structure at the point where further
increases in drop have no effect is called the drop to free flow or just the free drop (FDROP). Free flow is the flow
rate when the tail-water (downstream) piezometric head no longer affects the flow through the structure. Given the
free drop for a specified upstream piezometric head, the flow for a range of drops that are smaller than the free
drop, called partial free drops, is computed in FEQUTL. These partial free drops are further normalized by dividing
by the drop to free flow, and the resulting normalized, partial free drop is abbreviated as PFD. Thus, a PFD of 0.0
implies that the flow is zero, and a PFD of 1.0 implies that the flow is equal to the free flow (the flow when the
drop is the free drop).

The following is an example of a cross-section table of type 13 as output from FEQUTL for input to FEQ.
TABLE#= 300

TYPE= 13
LABEL=A-CRK1
NHUP= 7
NPFD= 10

HUP 1000-4 1500-4 2000-4 4000-4 6000-4 8000-4 1000-3
FDROP 2482-4 2687-4 2916-4 3787-4 4598-4 5293-4 5958-4
PFD Flows for HUP and Proportion of FDROP

1000-5 3582-5 9038-5 1674-4 8882-4 2471-3 5298-3 9747-3
4000-5 6462-5 1701-4 3182-4 1706-3 4757-3 1023-2 1884-2
9000-5 8740-5 2332-4  4452-4 2428-3 6796-3 1469-2 2712-2
1600-4 9930-5 2809-4 5423-4 3014-3 8480-3 1849-2 3416-2
2500-4 1054-4 3080-4 6080-4 3447-3 9758-3 2150-2 3982-2
3600-4 1054-4 3211-4 6459-4 3734-3 1063-2 2399-2 4325-2
4900-4 1054-4 3275-4 6722-4 3925-3 1120-2 2519-2 4674-2
6400-4 1054-4 3275-4 6722-4 3925-3 1155-2 2600-2 4837-2
8100-4 1054-4 3275-4 6722-4 3999-3 1170-2 2635-2 4914-2
1000-3 1054-4 3275-4 6722-4 4005-3 1174-2 2643-2 4934-2

NHUP is the number of upstream piezometric heads and NPFD is the number of normalized, partial free drops.
The values of the normalized, partial free drops considered are listed below the PFD in the example table. The
values of the fixed upstream piezometric heads considered are listed in the row beginning with HUP. The values
of the free drop for a fixed upstream piezometric head are listed in the row beginning with FDROP immediately
below the corresponding upstream piezometric head. The drop is computed as the product of PFD and FDROP,
and the downstream piezometric head is computed as HUP — (PFD x FDROP). The numbers in the table are listed
in a compact notation with the integer after the plus or minus sign giving the power of 10 to apply to the number
that precedes the sign. For example, the maximum upstream piezometric head, the last number in the row that
starts with HUP, is 1.0. The free flow at an upstream head of 0.8 appears at the bottom of the next to last column
of the function table and is 26.43. The drop to free flow from this upstream piezometric head is in the second to
the last entry in the row that starts with FDROP and is 0.5293. Values not tabulated are interpolated linearly
during FEQ simulation as a function of upstream piezometric head and proportion of free drop. If the drop between
the upstream piezometric head and the downstream piezometric head exceeds the free drop at the given upstream
piezometric head, then the control structure is in a free-flow state and the flow is interpolated in terms of upstream
piezometric head and free flow. The example table has been shortened relative to the table size normally used in
FEQ simulation and illustrated in the example data files that may be obtained by electronic retrieval as described
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in section 1.1. In an application to a stream system, more upstream piezometric heads and more partial free drops
would be computed so that linear interpolation would yield a better approximation to the variation of the flows.
In the second case, represented with tables of type 14, the downstream piezometric head is fixed and the

upstream piezometric head is computed for a range of flows. Thus, in tables of type 14, upstream piezometric head
is a function of flow and downstream piezometric head. When the flow is zero, the two piezometric heads are equal.
As the flow increases from zero, the piezometric heads will differ. Eventually a flow will be reached for the fixed
downstream piezometric head (HDN) that results in a critical control at some point in the structure. The upstream
piezometric head at that point is at the free-flow limit. The upstream piezometric head for a series of partial free
flows is then computed in FEQUTL. The flows are normalized by dividing by the free flow (QFREE) so that a
partial free flow (PFQ) of 0.0 results in zero flow and a PFQ of 1.0 results in the free flow for the specified value
of downstream piezometric head.

The following is an example of a table type 14 as output from FEQUTL for input to FEQ.

TABLE#= 960

TYPE= 14

LABEL=CONTRACTION INTO LEFT GAP

NHDN= 9

NPFQ= 19
QFREE 4177-1 5076-1 5928-1 6999-1 8404-1 1015+0 1216+0 1444+0 170240

HDN 9000-3 9200-3 9400-3 9600-3 9800-3 1000-2 1020-2 1040-2 1060-2
PFQ Upstream heads for HDN and Proportion of QFREE

6746-5 9023-3 9225-3 9425-3 9626-3 9827-3 1003-2 1023-2 1043-2 1064-2
1259-4 9078-3 9284-3 9485-3 9686-3 9890-3 1010-2 1030-2 1051-2 1072-2
1813-4 9152-3 9363-3 9566-3 9769-3 9977-3 1019-2 1040-2 1062-2 1084-2
2349-4 9239-3 9456-3 9662-3 9867-3 1008-2 1030-2 1052-2 1075-2 1097-2
2872-4 9332-3 9557-3 9766-3 9974-3 1019-2 1042-2 1065-2 1089-2 1113-2
3384-4 9430-3 9663-3 9875-3 1009-2 1031-2 1055-2 1079-2 1104-2 1129-2
3887-4 9530-3 9770-3 9986-3 1020-2 1044-2 1068-2 1094-2 1119-2 1145-2
4384-4 9630-3 9879-3 1010-2 1032-2 1056-2 1082-2 1108-2 1135-2 1162-2
4874-4 9731-3 9989-3 1021-2 1044-2 1069-2 1095-2 1123-2 1150-2 1179-2
5359-4 9832-3 1010-2 1033-2 1056-2 1081-2 1109-2 1137-2 1166-2 1195-2
5839-4 9933-3 1032-2 1055-2 1079-2 1106-2 1136-2 1166-2 1198-2 1229-2
6786-4 1013-2 1042-2 1067-2 1091-2 1119-2 1150-2 1181-2 1213-2 1246-2
7254-4 1023-2 1053-2 1078-2 1103-2 1131-2 1163-2 1195-2 1229-2 1262-2
7719-4 1033-2 1064-2 1089-2 1114-2 1144-2 1176-2 1210-2 1244-2 1279-2
8181-4 1043-2 1075-2 1100-2 1126-2 1156-2 1190-2 1224-2 1260-2 1295-2
8639-4 1053-2 1086-2 1111-2 1138-2 1168-2 1203-2 1238-2 1275-2 1312-2
9095-4 1063-2 1096-2 1122-2 1149-2 1181-2 1216-2 1253-2 1290-2 1328-2
9549-4 1073-2 1107-2 1133-2 1161-2 1193-2 1229-2 1267-2 1305-2 1344-2
1000-3 1083-2 1118-2 1145-2 1172-2 1205-2 1243-2 1281-2 1321-2 1361-2

NHDN is the number of downstream piezometric heads, and NPFQ is the number of partial free flows listed in
the table. The numbers in the line beginning with QFREE are the flow rate required to yield free flow at the
downstream piezometric head listed immediately below in the line beginning with HDN. For a given downstream
piezometric head, a flow greater than the QFREE value is a free flow, and in this case the relation between flow
and upstream piezometric head must be applied in the interpolation. The upstream piezometric head for each of
the values of QFREE appears in the last line of the table except at a PFQ of 1.00. For example, at a downstream
piezometric head of 9.6, the upstream piezometric head at free flow is 11.72 and the free flow is 699.9. As an exam-
ple, a downstream piezometric head of 9.6 and a flow of 840.4 are used. The flow would be computed as free in
FEQ simulation because the value of the flow argument, 840.4, is larger than the critical flow at the free-flow limit
for a downstream piezometric head of 9.6. The upstream piezometric head sequence at free flow and the free flow
would be used to determine the upstream piezometric head for the given flow. As an example of table interpreta-
tion, if the downstream piezometric head is 9.60 and the flow is 237, a partial free flow of 0.3386 is obtained. For
this flow and downstream piezometric head, the upstream piezometric head is 10.09.

A third type of 2-D table, applied only to supply parameters to FEQUTL for the CULVERT and UFGATE
commands, is a table of type 10. This table represents an input parameter for the CULVERT or UFGATE command
as a function of two arguments by tabulating the parameter values at the intersections of a rectangular grid defined
by the two arguments. Linear interpolation is applied in both the row and column directions for computing values
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intermediate to the values listed in the table. The arguments and function values can be any value needed in
FEQUTL calculations. The file, TYPES.TAB, required as input to FEQUTL in the FTABIN command and
available by electronic retrieval as described in section 1.1, contains 10 examples of this table type. One of these
example tables of type 10 is given below.

TABLE#=10001
TYPE= -10 ’(10A8)° ’(1X,10A8)’ ’(F8.0)’ *(10F8.0)° ’(1X,F8.4,9F8.4)°’
LABEL= Ratios for lin spline interp of power functions
POWER 0.001 0.005 0.010 0.020 0.030 0.050 0.075 0.100

0.0500 1.5082 2.5192 3.7266 6.5955 10.4067 22.4071 51.6085 111.7321
0.1000 1.3491 1.9530 2.5871 3.8771 5.3321 9.0005 15.6264 25.6329
0.2500 1.2302 1.5888 1.9279 2.5420 3.1530 4.4714 6.4125 8.7968
0.3333 1.2101 1.5302 1.8270 2.3541 2.8674 3.9451 5.4784 7.2987
0.5000 1.1960 1.4930 1.7648 2.2406 2.6975 3.6406 4.9535 6.4791
0.6667 1.2101 1.5302 1.8270 2.3541 2.8674 3.9451 5.4784 7.2987
0.7500 1.2302 1.5888 1.9279 2.5420 3.1530 4.4714 6.4125 8.7968
0.9000 1.3491 1.9530 2.5871 3.8771 5.3321 9.0005 15.6263 25.6333
0.9500 1.5082 2.5192 3.7265 6.5955 10.4066 22.4072 51.6085 111.7912
-1.0

The line of alphanumeric strings in quotes following the TYPE designation is the definition of an optional
series of formats for processing the table. The first string is the format for the input of the column heading in the
table. The second string is the format for the output of the column headings in the output from FEQUTL for
checking purposes. The third string is the format for processing any numeric value in the column heading line.
The fourth string is the format for processing a row of the table. The fifth and last string gives the format for the
output of a row of the table in the output from FEQUTL. If this format information is omitted, each column in the
table has six characters available on the row. In either case, the number of columns for function values is given by
the parameter MCTD10 in the file ARSIZE.PRM associated with FEQUTL (appendix 2). The current value for
MCTDI10 is 9, which sets a maximum of 10 columns for the table including the argument value for each row of
the table. The example table of type 10 lists the maximum ratio between successive arguments to a simple power
function, ax?, such that linear interpolation for the function between arguments will have a relative error less than
the value given to the right of the column heading POWER. For example, if the power in the simple power function
is 0.5 and the desired maximum relative error is 0.02, then the arguments at the end of the interpolation interval
must have a ratio less than or equal to 2.2406. Linear interpolation in both the row and column argument is utilized
for intermediate values. The value of -1 in the last line indicates the end of the table. All input for tables of type 10
is predefined, and user-generated input of this table type is not required. This information is provided so that users
may examine the tables of type 10 included in TYPESS5.TAB available by electronic retrieval, as described in
section 1.1, in case problems result during simulation.
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2.3 Three-Dimensional Function Tables

One type of 3-D table, type 15, is prepared with FEQUTL. An example of such a table is as follows.

TABLE#= 590

TYPE= 15
REFL= 0.0 LABEL=tainter gates at Lock and Dam 21
OPENING TAB# H1FWULR H4FWULR H4 SWSOMDR
0.500 5901 1.495398 1.084812 1.040058
1.000 5902 1.470118 1.144279 1.067500
2.000 5903 1.438635 1.213044 1.101230
4.000 5904 1.408617 1.265819 1.130807
8.000 5905 1.385591 1.290136 1.146670
12.000 5906 1.375924 1.294183 1.149444
16.000 5907 1.370592 1.294341 1.149378
24.000 5908 1.364875 1.292444 1.147601
26.000 59009 1.363958 1.291904 1.147117
32.000 5910 1.361857 1.290380 1.145769

-1.000

This table is used to describe the flows through underflow gates, such as sluice gates and tainter gates, as a function
of the gate opening, the piezometric head at the approach section to the gate, and the piezometric head at the depar-
ture section from the gate. The configuration, operation, and simulation of underflow gates are described in detail
in section 4.8, and the computations for underflow gates are done in the UFGATE command (section 5.20). A table
of type 15 lists for each gate opening, described by the vertical extent of the assumed rectangular opening, the table
number of the 2-D table of type 13 that describes the flow for that gate setting. Three additional values are tabulated
in the table for each gate opening. These values describe boundaries among flow conditions. HIFWULR is the
ratio of the upstream piezometric head at section 1 (approach section) at the upper limit of free-weir flow to the
gate opening; H4FWULR is the ratio of the piezometric head at section 4 (departure section) at the upper limit of
free-weir flow to the gate opening; and H4SWSOMDR is the ratio of the piezometric head at section 4 at the
boundary between submerged-weir flow and submerged-orifice flow for a head at section 1 midway between the
head equal to the gate opening and the head equal to the upper limit of free-weir flow to the gate opening. Each of
these variables is described in detail in section 4.8.

Interpolation within a table of type 15 is linear for all values except the table number. A look-up request in
a table of type 15 returns five values: the pair of table numbers where the gate-opening heights bracket the current
height of the gate opening and the three values used for defining boundaries between flow conditions. This only
applies to one of the three arguments for the 3-D table. The other two arguments—the piezometric head at the
approach section and the piezometric head at the departure section—are applied for table look up in the pair of
2-D tables determined in the table of type 15. The final interpolation, on gate opening, between the pair of
2-D tables is specific to the hydraulic characteristics of flow beneath underflow gates. This interpolation is
described in section 4.8.
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3. APPROXIMATION OF HYDRAULIC CHARACTERISTICS OF OPEN CHANNELS

The hydraulic characteristics of open channels are divided between the description of the shape, size, and
frictional resistance effects associated with the channel boundaries and the losses associated with abrupt expan-
sions and contractions. Short channels, which allow high flows to bypass hydraulic structures in the stream, such
as bridges and culverts, pose special problems that are discussed in this section. The description of the shape, size,
and frictional resistance effects of channel boundaries are basic concepts and considered first in this section.

3.1 Characteristics of a Cross Section for a Branch

The definitions of the characteristics of a cross section given in section 4 in the documentation report for the
Full Equations model (Franz and Melching, 1997) are rigorous and exact if the boundary of the cross section is
known exactly. This only applies for design computations for artificial channels. It does not apply for artificial
channels as constructed because variations (acceptable and otherwise) from the design computations are always
present. Concrete and steel closed conduits also have manufacturing tolerances as large as 2 percent from the
nominal dimensions. Therefore, the characteristics of a cross section are always approximate. An approach for
definition of the characteristics for a cross section is needed so that the approximations will be convenient,
consistent, and sufficiently accurate. Franz (1982) presented a discussion of errors in approximation for static
cross-sectional characteristics.

Channels of regular shape, such as trapezoidal, rectangular, and circular, can be represented by simple
formulas. However, cross sections with regular shapes appear infrequently in most stream systems (excluding
storm sewers). Furthermore, it is convenient to represent all cross sections in the same way. This is done in
FEQ by application of a look-up table for the cross-sectional characteristics. A carefully defined table is not
only convenient but also consistent and accurate. The development of a carefully defined table begins with a
definition of the practical boundary of a cross section.

An example cross-section boundary with selected points on the boundary marked and connected with
straight lines is shown in figure 1. In practice, the boundary of a cross section is specified by measuring the
horizontal distance to points on the boundary at which elevation is measured. These points should, in theory, be
selected so that the variation of the boundary between points is approximately linear and the assumption of linear
variation is accurate. In all subsequent discussion, the boundary of the cross section is assumed to be represented
by the polygonal shape established by connecting the surveyed points by straight lines. The degree of approxima-
tion depends on the skill of the survey crew in selecting measurement locations and in making measurements and
can only be estimated by making another more detailed survey of the cross section with more points. In FEQUTL,
the value of Manning’s n (roughness coefficient) may vary from subsection to subsection. The subsections should
be defined primarily on the variation of shape and Manning’s n. The goal of subsection delineation is for each
subsection to be hydraulically compact so that the hydraulic radius properly represents the shape in Manning’s
formula and the subsection conveyance may be correctly approximated. If the FEQUTL command FEQXEXT
(section 5.9) is applied, Manning’s n can vary in three ways within a subsection: (1) Each line segment composing
the boundary of the subsection can have a different value of Manning’s n. This represents variations of roughness
within a subsection that is compact and probably should not be further subdivided. If the Manning’s n for a line
segment is zero, that line segment is excluded from the calculation of the wetted perimeter. A line-segment-
weighted average of Manning’s n is applied in FEQUTL to compute the conveyance in the subsection; (2) The user
can define variation of Manning’s z in the vertical direction with the hydraulic depth in the subsection as the
argument for the variation; (3) The user can define variation of Manning's # in the vertical direction with the water-
surface height as the argument.
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EXPLANATION

Sj HORIZONTAL OFFSET FROM CONTROL POINT TO STATION i

z; ELEVATION OF STATION i RELATIVE TO DATUM FOR THE STREAM SYSTEM

nj MANNING’S n FOR SUBSECTION j OF THE FLOW CROSS SECTION

y WATER-SURFACE HEIGHT RELATIVE TO THE THALWEG OF THE CROSS SECTION
@ SUBSECTION OF THE CROSS SECTION

Figure 1. Approximation of cross-section characteristics applied in the Full EQuations UTiLities model.

3.1.1 Static Characteristics and Simple Dynamic Characteristics

Points of subdivision that account for changes in shape or boundary roughness are shown in figure 1. The
boundaries between the subsections must be measured points on the cross-section boundary. The cross-section
characteristic values are computed in FEQUTL in the following sequence of steps.

1. The elevations, {z;;i= 1,...,np} , are ranked from smallest to largest, repeated values are deleted, and the smallest
value is subtracted from each distinct elevation to produce a sequence of ascending water-surface heights,
{ys i=1,..,n,}. Here, n, is the number of points on the boundary.

2. The water-surface height sequence is reviewed and the near-zero-water-surface height value (NRZERO) given
by the user (section 5.1) is inserted where needed. Additional water-surface height values also may be inserted
to make the largest water-surface height interval less than or equal to the user-defined value of DZLIM
(section 5.1). A water-surface height value near to zero water-surface height may not have been computed in
the water-surface height sequence evaluated in item 1. This value is needed to improve the accuracy of the
interpolation for conveyance at small water-surface heights. DZLIM gives the maximum water-surface
height interval to be allowed in the table to improve the accuracy of the interpolation for conveyance.

3. For each water-surface height in the sequence established in item 2, the top width, T}, wetted perimeter, P;, area,
A,, and first moment of area, J;, which is used to compute the hydrostatic-pressure force, are computed for
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each of the m subsections in the cross section where i denotes the subsection number. This is done in FEQUTL
by scanning the cross-section boundary from left to right and computing the hydraulic characteristic values
for each line segment that would be partially or completely submerged if the cross section contained water at
the specified height. The values for each line segment are added to totals maintained for each subsection. Each
subsection must be assigned a unique number even if the roughnesses are the same. If this is not done, totally
disjoint and disparate parts of the cross section may be combined into one subsection. This can lead to sub-
stantial errors in the conveyance. The user selects the procedure followed when one end of the cross section
is lower than the other in the surveyed data available for that cross section. The low side of the section is
extended with a frictionless, vertical wall so that its elevation matches the high side by application of the
EXTEND option (section 5.1). The user also may request that no extension be applied so that the computed
table will reach only the lowest elevation end of the cross section.

4. The hydraulic characteristic values are computed at each point in the water-surface height sequence. The fol-

lowing sequence of equations defines the hydraulic characteristics at the current depth in the depth sequence:

T= YT, )
i=1

A= YA 3)
i=1

J= 37 “
i=1

c, Ai 2/3
K, = "_iAi P 5
K= YK, (6

a=;§‘, o @)

B = I%E By ®

where
n; is the Manning roughness coefficient for subsection i;
¢, is the unit conversion for Manning’s equation equal to 1.49 in English units and 1 in metric units;
P; is the wetted perimeter for subsection i; and
K; is the conveyance for subsection i.
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The integrals of velocity squared and velocity cubed over the flow (cross section) are approximated in

equations 7 and 8 by a summation in which it is assumed that the velocity in each subsection is given by

Kl.S}/z/ A;, where S¢is the friction slope, and that the average velocity for the cross section is given by KS;/Z/ A.

The friction slope is assumed to be the same for all subsections and, therefore, is not in the final relations.

The values of the momentum- and energy-flux correction coefficients in each subsection may be specified
by the user or computed in FEQUTL. The method utilized in computing the momentum- and energy-flux correc-
tion coefficients, B and «, in the cross section is specified with the parameter USGSBETA (section 5.1). If
USGSBETA=NO, then . = B = 1.0 in each subsection of the cross section. If USGSBETA=YES, then the values
of a; and P; are calculated as o; = 14.8n; + 0.884 and B; = 1 + 0.3467(c; —1), where n; is the Manning’s n in the
subsection. The relation for o was taken from Hulsing and others (1966). The relation between P and o was com-
puted by linear regression with unpublished data on 8 from the USGS that was computed but did not appear in
Hulsing and others (1966)!. Only the values for compact cross sections were used here. The first relation has con-
siderable scatter relative to the data on , but its application greatly improves the computation of the value of o
for the cross section. The second relation is well defined from the data with a correlation coefficient of 0.996 and
a standard error of estimate of 0.0066 for 87 pairs of & and B values computed from current-meter measurements
in streams with approximately compact cross sections. USGSBETA=YES should be used with caution because it
was developed on the basis of a limited data set, and it has not been verified computationally in detail. An alterna-
tive that may have better consistency is the NEWBETA option in FEQUTL, which is available for most noncon-
duit channels. The NEWBETA option is discussed in section 3.1.2.

5. The hydraulic characteristics are placed in a table for later use in either FEQ or FEQUTL. Tables of types 20
through 25 contain cross-sectional characteristics. The contents of these tables are as follows:

Type 20: y T, A JK,B

Type2l: y T, A JK,B,J

Type22: y, T, A Jk,B, J, o Q,

Type23: 3 T A, JK, B, My, My

Type24: y, T A JK, B, J, My, My

Type25: y, T, A Jk,B, J, o Q, My, M,

Tables of type 23 through 25 are similar to tables of type 20 through 22 with the corrections for

channel curvilinearity added.

Once the table is complete, it can be utilized to find values of the hydraulic characteristics at any water-
surface height in the range of the table. Only a finite number of water-surface height values are tabulated, and
intermediate values are determined in FEQ simulation by interpolation as described in section 11 in the documen-
tation report for the Full Equations model (Franz and Melching, 1997).

Critical flow also is listed in tables of type 22 or 25. Several options are available for computing critical flow.
If NEWBETA, NEWBETAM, or NEWBETAE are not specified, the critical flow is computed and tabulated
ignoring the effect of velocity distribution. However, if NEWBETA, NEWBETAM, or NEWBETAE is speci-
fied, problems arise when differentiating equations 7 and 8 for the rate of change of the flux coefficients with
respect to water-surface height in the cross section. A discontinuity in the derivative results at every breakpoint on
the boundary of the cross section because the rate of change of the wetted perimeter with respect to water-surface
height changes at each breakpoint. Furthermore, ignoring or smoothing this discontinuity may still result in
frequent computation of an undefined critical flow because the denominator becomes negative in the relevant
equations, namely

1The values for B were computed but not published. A copy of the results for p was obtained from the U.S. Geological Survey in
Menlo Park, California.
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(10)

where
g is the acceleration of gravity,
QO is the critical flow defined from specific energy, and
Q) is the critical flow defined from specific force (Chow, 1959, p. 54).
The use of subsection conveyance is too crude to define a and 3 well enough for meaningful computation of critical
flow.

3.1.2 Improved Flux Coefficients and Critical Flow

The options NEWBETA, NEWBETAM, and NEWBETAE are available in FEQUTL (sections 5.8 and
5.9) to include the effect of velocity distribution. Values are computed in the same manner in these options but
different estimates of critical flow are tabulated. The inconsistencies between estimates of critical flow and the
problems of determining critical flow indicate that a different method for estimating the flux coefficients should be
developed. A first step in the development of a new method is an option for computing the flux coefficients for
natural open channels available in FEQUTL. The new method is based on an approach suggested by Schonfeld
(1951). In this approach, the depth-averaged velocities obtained by applying Manning’s equation locally at each
point across the cross section are integrated.

A typical line segment on the boundary of the cross section and the water surface above it are shown in
figure 2. The boundary point on the left is denoted by the subscript L, and the boundary point on the right is denoted
by the subscript R. These designations are used for any points of intersection between the boundary and the current
water level. The slope of the boundary line, mg, is defined as

_ RT3
S

m

, €8]
R™SL

where z denotes elevation and s denotes lateral position (offset) in the cross section at the respective points L and
R. The elevation of a point on the boundary line at offset s where s; <5 <spis

z(s) = z;+m (s—s[), 12)
and the local height of the water surface, A, is given by
h(s) =z,-2(s) =h —-m(s—s;), (13)

where z,, is the elevation of the water surface. In each vertical denoted by s, it is assumed that the mean velocity,
v(s), is given by
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Figure 2. Typical line segment for the NEWBETA option in the Full EQuations UTiLlties model.

c
V() = R () 2312, (14)

where S, is the appropriate slope (energy slope, S, or momentum slope, S) for the conservation principle consid-
ered, and the hydraulic radius is given by
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R (s) = )

,/1+m2
R)

15)

The inclusion of the slope of the boundary line in equation 15 approximately represents the reduced velocity at
shallow depths with sloping boundaries. For subsections with steep side slopes the hydraulic radius is substantially
smaller than the depth when this approximation is applied. The friction or energy slope term does not appear in the
final result for o and P because it is the same throughout the cross section and, thus, it is omitted from the following
equations for notational convenience.
The following steps are applied in this method to estimate the flux coefficients and the critical-flow rate.

1. The flow rate above each line segment and below the water surface is computed by integrating the velocity given
in equation 14 from s; to sg. The sum of the flows for each line segment is computed to obtain the total flow

18

for the cross section. The flow for a typical line segment, Q;, is

573
Qi=Cﬁf [hy—m (s—s;)] “ds,

where the subscript i is omitted from the terms on the right-hand side to simplify the notation and

2/3
C 1
= ¥
¢ = n. 2
! l+ms

i

If mg is not equal to zero, the integral in equation 16 is

_3C(,8/3 ,8/3) 1
Qi“'g‘,,Ts(hR —hy )SA ’

with a derivative of

9Q; _ __Q(h5/3_h5/3)51/2.
dzw_ m R L A

whereas if m equals zero (that is #; equals hg), the integral of equation 16 is

5/3
Qi = ChL (SR_SL) >

with a derivative of

in 5C,2/3
Ez—w = ThL (SR—SL) .

The total flow for the cross section, Q, then becomes
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0= 30, (22)
with a derivative of

"s dQ,
235 @)

where ng is the number of line segments below the water surface. This flow estimate is applied only for the
estimation of the flux coefficients, and it is never applied for estimation of the conveyance of the cross section.

2. The flux of kinetic energy above each line segment and below the water surface is computed by integrating the
local flux, and the fluxes are summed for each line segment to get the flux for the cross section. To simplify
the notation, the factor of 1/2 has been dropped from the kinetic energy. The flux of kinetic energy, F £ for
a typical line segment is '

= j';"h(s) V(s) ds, (24)
L

where V(s) is the flow velocity at offset s in the cross section.
Substituting for the water-surface height and velocity from equations 13 and 14 yields

= C3J‘;f [hL—ms(s—sL)]3ds. 25)

If m is not equal to zero, equation 25 simplifies to

3
C 4 4
P = 5 1) @9
S
with a derivative of
dF 3
E, C( 3 3)
.—.’ f -— * 27
= R 27)

whereas if mg equals zero, equation 25 simplifies to

3.3
Fp=C hy (Sp—57) s (28)

i

with a derivative of
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dF

B 32 29
"? = L(SR_SL) . ( )
w

The total flux of kinetic energy for the cross section is

Fp= Y F., (30)
i=1 '
with a derivative of
dF "s dF
E i
—== ¥y — €2Y)
de i=1 dZW

3. The momentum flux is computed for each line segment and the fluxes are summed to obtain the total momentum
flux for the cross section. The flux of momentum, F, , for a typical line segment is

Fy, = j‘;’:h (s) V(s)ds. (32)

Substituting for the depth and velocity from equations 13 and 14 yields

2 7/3
Fy = C f;': (hy—m_(s—s)1" ds. (33)

If mg is not equal to zero, equation 33 simplifies to

2
3C 10/3 ,10/3
Fu, = ‘10ms(”R -n") Gy
with a derivative of
dFy, _c_z(hws B h7/3)' 35)
dzw - m_ R L ’
whereas if m equals zero, equation 33 simplifies to
2.7/3
Fyy = Ch " (sg=5,) (36)

i

with a derivative of
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dF

M, 1C* 4s3
dzw

——3—hL (SR—SL) .

The total flux of momentum for the cross section is

with a derivative of

dFM E dFMi
dz,, o dz,, ’

4. The estimates of the flux coefficients and their derivatives are computed as

2
wetr,
o
A
B=_2FM
o

2
do _2ATFp 3AFpag p2dFg

— + ——
dz,, Q3 Q4 dzw Q3 dzw

Az, oF o 4k, gz,

(37

(38)

(39

(40)

(41)

42)

(43)

5. The critical flow rate is computed with equations 9 and 10. If the NEWBETA (sections 5.8 and 5.9) option is
applied, the geometric mean of the values computed with equations 9 and 10 is determined if both values are
defined. That is, the tabulated critical flow in table types 22 and 25 is ,/Q, Q.. If either of these critical-flow

estimates is undefined, Q. is defined as

3
/ A
0, = gT = AJgA/T.

(44)

If the NEWBETAE (sections 5.8 and 5.9) option is applied, Qf is tabulated. If the NEWBETAM (sections

5.8 and 5.9) option is applied, Q) is tabulated.

An undefined critical flow has not been encountered in application of this method to more than 300 natural
cross sections. The method can still be improved because the two estimates of critical flow can be substantially
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different and the computed values of the flux coefficients are constant for some channel shapes. The local flux
coefficient for each vertical is assumed to be one in the current version (1997) of the method.

3.1.3 Correction Coefficients for Channel Curvilinearity

The static and dynamic characteristics described previously depend only on variation at a cross section. The
correction coefficients for channel curvilinearity are weights to apply to integrands to compensate for the effects
of stream curvature, and values of these coefficients depend on the variation of flow-line lengths between cross
sections as well as variations at the cross sections. Dynamic characteristics affected by flow curvilinearity are the
conveyance and the flux coefficients. The effect of curvilinearity on the cross-section hydraulic characteristics is
outlined here. In typical applications of unsteady-flow analysis to curvilinear streams, the effects of channel
curvilinearity are small, unless the channel meander loops are substantial. For example, through laboratory exper-
iments Miller and Chaudhry (1989) found curved channels with compact cross sections and no overbank flow
may be simulated with the conservation of momentum principle ignoring changes in direction. Thus, for practical
simulation of unsteady-open-channel flow, if the cross sections are selected such that their hydraulic characteristics
are representative of the reaches between cross sections, reasonably reliable simulations will be obtained. It is stan-
dard hydraulic-engineering practice to measure a cross section near the centroid of each bend to represent the
hydraulic geometry of the meandering stream. Further discussion of the effects of channel curvilinearity are given
in section 4.2 of the documentation report for the Full Equations model (Franz and Melching, 1997).

The correction coefficients for channel curvilinearity, M, and M), are defined in equations 4 and 6 in Franz
and Melching (1997) in terms of a limit involving the true volume of a slice of the channel. The equations defining
M, and M are repeated here for convenient reference as

S, (x—Ax/2,x+Ax/2)

M, (x, = lim 45)
Ao = I A(x,y4) Ax (
S (x—Ax/2,x+Ax/2)
M, (x,y9) = lim q (46)

as0  Omy)Ax

where Sp(x;, x,) is the correct volume of water between cross section at locations x; and x, for a given water-
surface height, yg, and Sq(xl, x,) is the correct momentum content of the flow between cross sections at locations
x1 and x, for a given water-surface height, y,. This slice of the channel is defined by placing cross sections at a
distance of Ax/2 upstream and downstream from a point x on the distance axis, where Ax is the distance between
cross sections. Every offset in a section has a flow line passing through it, and by definition each flow line is orthog-
onal to each cross section. Thus, AL(s) is defined as the distance between the two cross sections at the upstream
and downstream faces of the slice at offset s. This incremental distance is dependent on the offset and varies with
the offset but is independent of the local water-surface height, A(s). The true volume of this slice becomes

S, (x—Ax/2,x+Ax/2) = [EAL(s)h(s)ds, 47)
S

where an implicit water-surface elevation, z,,, with a water-surface height of y(x), is assumed, % (s) is the average
local water-surface height in the two sections, and sg and sg, are the starting and ending points for the top width in
the section at y(x). To include the possibility that the cross-section boundary is above the water surface at some
point within the inundated limits, the local depth, h(s) = z,, —z (5) , becomes zero whenever z(s) 2 z,,,.. Substitution
of the volume in equation 47 into the definition for M4 in equation 45 yields
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. 1 sAL (5)
M, [xy(x)] _Ajlrl—n-iOA[X,)’(x)]'[:B =2 () ds. (48)

In the limit £ (s) approaches 4 (s) . The term AL(s)/Ax is the ratio of an incremental distance along a flow line to
the corresponding incremental distance along the axis. In the limit AL(s)/Ax becomes the derivative of flow line
distance to axis distance. This derivative is the sinuosity of the channel and it may be denoted by 6(s). As an
example, a sinuosity of 2.0 for a flow line means that at that point the distance between adjacent cross sections will
be twice the distance between adjacent cross sections at the axis. Substitution of these limits into equation 48 yields

M5y (@] = ool fo () () ds, (49)

where A(s)ds is a differential of area, dA. Also, the integral in equation 49 encompasses the entire wetted area of
the cross section. Therefore, equation 49 can be expressed as

M

1
4 = zJ,004, (50)

where integration is over area and the arguments for all the functions are dropped. Equation 50 is the same result
as developed by DeLong (1989).
These same operations applied to equation 46 result in

_[?;O' (s)q(s)ds
M,[x,y(x)] = ——8 ——, (51)
Q E
Jqu(S)ds
and
1
M, = éch(s)dQ, (52)

where g(s)ds is the differential for the total flow, dQ. Equation 52 also is the same result as developed by DeLong
(1989).

In order to compute M, the local flow rate, g(s), must be defined. It is estimated using the local conveyance
function, k(s), and the assumption that the decline in total energy-line elevation is constant along all flow lines that
Jjoin two cross sections. The differential increment in the total energy-line elevation is dz,. Further, if the differen-
tial increment of distance on the axis is dx and the increment of distance on an arbitrary flow line is dx('), then along
an arbitrary flow line the local flow rate estimated in this manner is

-dz
q(s) =k(s) f—(f) (53)
dx

Application of M, requires knowledge of g for a given location in the cross section and for a given decline of the
elevation of the total-energy line as measured along the axis; not along some arbitrary flow line. Thus, the sinuosity
is introduced by equating dx(®) to 6(s)dx, and substituting o(s)dx for dx?) in equation 53 yields
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where S, is the energy slope as measured along the axis. Substitution of this definition of g(s) into equation 51 then
defines the correction coefficient for channel curvilinearity effects on momentum content as

J':E No (s)k(s)ds
Mylxy ()] = = : (55)
J':Eq(s)ds
B

The correction coefficients for channel curvilinearity and all the other hydraulic characteristics in the cross-
section tables are computed in the CHANNEL command (section 5.2) in FEQUTL. M, and M, are listed in tables
of types 23, 24, and 25. In order to compute these characteristics for tabulation in a cross-section table, the sinuosity
must be defined. Once sinuosity is defined for each cross section, equations 50 and 55 can be applied to compute
the correction coefficients for any water-surface height desired. Two forms for the sinuosity are applied in
FEQUTL.: sinuosity that is piecewise constant (PWC) over one or more subsections of a cross section, and sinu-
osity that is piecewise linear (PWL) between flow lines. PWC sinuosity is utilized to represent the sinuosity in
cross sections derived from the Hydraulic Engineering Center Water Surface Profiles model, HEC-2, (U.S. Army
Corps of Engineers, 1990a) data files and other sources that provide two or more distances between adjacent cross
sections. These distances are defined as the mean flow distance, for example, on the left overbank, in the main
channel, and on the right overbank. Thus, a flow line is not defined but rather an average distance is defined that
represents the effect of all the flow-line distances between successive parts of adjacent cross sections. PWL sinu-
osity is utilized when specific flow lines are given and it is reasonable to assume that the sinuosity varies linearly
between flow lines in a cross section. For PWC sinuosity, the mean flow lengths are treated as if measured from a
line that is continuous through all cross sections. The computation of sinuosity is the same for both PWC and PWL
variation with this interpretation; only the interpretation of the final values differs. For PWC variation, the sinuos-
ity is the constant value that applies to the part of the cross section containing the mean flow line. For PWL vari-
ation, the sinuosity applies only at the intersection between the flow line and the cross section. Values of sinuosity
for the cross section between flow lines are determined by linear interpolation.

Information is required in FEQUTL on two or more flow lines that pass through the cross sections for which
function tables are being computed. The cumulative distance along each flow line to each cross section is input to
or computed in FEQUTL from data supplied by the user. The cumulative distance along the ith flow line at the jth
cross section is denoted as L,-j. One of the flow lines will be the selected distance axis, which is specified by the
user. The index for the axis is denoted by the subscript a in place of the index i; that is, L,; is the distance to the jth
cross section on the distance axis. For a given flow line, the distance to successive cross sections is considered as
a function of the distance to these same cross sections on the axis. This is the flow-line distance function. The
sinuosity is the first derivative or slope of the flow-line distance function. Therefore, computation of the sinuosity
is equivalent to computation of the first derivative of this function at each cross section. Thus, the sinuosity at the
Jjth cross section on the ith flow line is

6. = —4. (56)

Computation of derivatives from crude numerical data, such as flow-line distances, can result in special
problems. Four options are available in FEQUTL to define the sinuosity and give the user a large measure of
control in the computation. These options are listed below.
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1. A value of sinuosity is input by the user for one or more cross sections.

2. The sinuosity is computed from the first derivative of a cubic spline fitted to the points on the flow-line distance
function in L;; for a given i # a. The sinuosity of the axis flow line is always 1.0. An end condition is needed
for the cubic splme. The user can supply the sinuosity as an end condition, or the end condition will be taken
as a zero value for the rate of change of sinuosity with distance along the flow line. The second derivative of
the flow-line distance function is made zero at that point.

3. The sinuosity is computed by fitting a parabola to three consecutive points on the flow-line distance function
and taking the derivative of this fitted parabola as an estimate of the sinuosity at the central point.

4. The sinuosity is computed by fitting a straight line between adjacent points on the flow-line distance function.
This gives two estimates of sinuosity at each section on the interior of the stream segment considered, that is,
forj=2,..., no — 1 where n_ is the number of cross sections. At these points, the sinuosity is computed as the
arithmetic average of the two sinuosities. Special options also are available to set the sinuosity to be one of
the two values. These options are sometimes needed when the cubic-spline option is utilized to force special
sinuosity values in linear parts of the channel.

The options can be mixed so that, for example, the linear and parabolic options can define the end conditions
for the cubic spline. Standard numerical techniques for the operations outlined are applied to compute the sinuosity
as a derivative of the flow-line distance function. Details of these numerical techniques are not given here. The
methods utilized for the cubic splines are described in the monograph by Ahlberg and others (1967, p. 9-16), and
the definition of the cubic splines in terms of first derivatives is applied because it fits with the goal of computing
the sinuosity.

Once the sinuosities at each flow line and cross-section intersection are computed, the sinuosity function at
each cross section, either PWC or PWL, must be defined. For computation, offsets for the boundaries of the
subsections for the PWC variation and offsets at each flow line for PWL variation are required. These offsets are
specified by the user. Extrapolation is applied if needed to extend the definition of sinuosity to whatever offset is
required in the computations.

Any hydraulic characteristic that involves the distribution of the flow across the section will be affected by
the sinuosity through g(s). This includes the conveyance and the flux-correction coefficients. The following adjust-
ments apply if the sinuosity is PWC. Considering the effects of sinuosity, equations 6, 7, and 8 become

m K.

K=Y —= 57
/= 14/5;

& S a K (58)

IR

Pl

?L

Awq K
-4 (59)
b=zl

where 0; is the sinuousity applicable to the ith subsection in the cross section. The only change in these equations
from equations 6, 7, and 8 is the inclusion of the proper power of the sinuosity to reflect the change in flow-rate
distribution.

3. Approximation of Hydraulic Characteristics of Open Channels 25



The equations for computing the correction factors for curvilinear elements are then

1 m
M, = 1 Y GzAi’ (60)
i=1
and
1 m
MQ =z z O'iKi. 61)

The integrals in the case of PWL sinuosity are more complex, and closed-form expressions are long and
complicated. Therefore, numerical integration is applied in FEQUTL for the integrals involved. The approach is
similar to that used for NEWBETA. In this case, however, the boundary points input by the user are augmented
with the points on the boundary of the cross section wherever a flow line is placed. This augmented list is then
placed in ascending order of offsets with all duplicate points deleted. This process results in a series of distinct
coordinate points on the boundary of the section. Over the interval defined by consecutive points in this series, both
the local water-surface height, A(s), and the sinuosity, o(s), are piecewise linear functions of cross-section offset,
5. With the modification that the subscripts L and R refer to the augmented boundary point series, equations 11, 12,
and 13 give the slope of the boundary, the boundary elevation, and the local water-surface height, respectively, for
any point on any submerged line segment. As previously discussed, the meaning of the subscripts L and R is
extended to include the intersection point for the water surface with the boundary.

The slope of the sinuosity for a submerged line segment, 1, on the cross-section boundary is defined as

0,—0O
b= ——, (62)
R™°L
and
o(s) = 0L+u(s—sL). (63)
In terms of the constant, C, defined in equation 17, the local conveyance is
5/3 5/3
k(s) = Ch(s) =Clhy—-m (s—s;)] (64)
and the local flow rate g(s) is
k
q(s) = (s) »\/§f (65)

Ao (s)

The local velocity V(s) is given by g(s)/h(s).

The functions for the local sinuosity, conveyance, flow rate, and velocity are defined and continuous over
any nonvertical, submerged line segment of the cross-section boundary that faces upward. Cross sections with
converging sides are not permitted in these computations, and any vertical line segments are skipped because their
lengths are not considered in the computed values. Three different functions and three different integrands are
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required in NEWBETA and related options. These functions define the flow rate, the flux of kinetic energy, and
the flux of momentum above each submerged line segment; and, when combined with the derivatives of these
functions with respect to the water-surface elevation, the information required in NEWBETA and related options
is complete. The flows and fluxes as shown here do not contain the friction slope because it is a common factor to
both the denominator and numerator of the final ratios of interest. Thus, the flows and fluxes are directly propor-
tional to the same power of the friction slope with the power depending on the equation involved. The notation is
the same as in equations 16, 24, and 32. The integrands and integrals involved are the following.

1. Flow above the line segment:

Q, = f;zq(s) ds (66)
dQ; 5
73 Js'v () dx (67)

2. Kinetic-energy flux above the line segment:

Fp = f;Rh (s)v (s)3ds (68)
i L
dF
E; 3
& =3 [;‘:v (s)ds. (69)

3. Momentum flux above the line segment:

2
FMi = j‘;’:h (s) v (s)ds (70)
dF
M.
T = Y

The values for each line segment are summed using equations 22, 23, 30, 31, 38, and 39 and the section values are
computed with equations 40 through 43.

The numerical integration is done on the basis of a low-order Gauss rule. The same rule is applied for all the
integrals so that each flux and its derivative are consistent. The correction factors for channel curvilinearity also
are computed from equations 49 and 55 with the same Gauss rule.

If the NEWBETA options and PWL sinuosity are requested, no segmentwide value of sinuosity is available
to adjust the subsection conveyance as required in equation 57. A local-conveyance-weighted mean of 1/J/0 ()
within each subsection is computed and applied to adjust the subsection conveyance for the effect of sinuosity to
make this adjustment consistent with the other values as defined under NEWBETA.
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3.1.4 Interpolation of Cross Sections

Cross-section measurements are not always made where cross-section information is needed. Therefore,
interpolation of cross-section characteristics at points between measured cross sections may be done in FEQUTL
and FEQ. An intermediate cross-section boundary for the FLOWLINE option could be computed in FEQUTL.
This could be done for the boundary shape and size by linearly interpolating along flow lines. However, problems
result in interpolation of the subsections and roughness in each subsection. A smooth variation in hydraulic
characteristics between cross sections is desired. Subsections are discrete units and fractional subsections are not
possible. In order to define a meaningful intermediate cross section by direct interpolation for points on the bound-
ary, some new method for describing the distribution of roughness and subsequent computation of local convey-
ance must be developed because of the limits imposed by the crude methods available for description of the
frictional characteristics of natural open channels. Until such a method is developed, direct interpolation for the
boundary of an intermediate cross section is not reasonable.

A different approach can be utilized for the direct interpolation of the hydraulic characteristics of interme-
diate cross sections. The hydraulic characteristics may be interpolated in the cross-section table and without inter-
polation of the cross-section boundary. This permits the conveyance and other values that depend on the subsection
boundaries to vary smoothly between measured cross sections. In the interpolation of intermediate cross-section
tables in FEQUTL and FEQ the following rules are applied.

1. The elevations along the distance axis (the profile of the minimum elevation in the cross sections) vary linearly
with distance between cross sections.

2. The top width varies linearly with distance between cross sections when the water-surface height is held
constant. This also means that the area and first moment of area vary linearly with distance between cross
sections.

3. The square root of conveyance, the momentum-flux correction coefficient, B, the energy-flux correction coeffi-
cient, o, the critical flow, and the correction coefficients for channel curvilinearity vary linearly with distance
between cross sections when the water-surface height is held constant.

If possible, the locations of measured cross sections should be selected such that these rules of interpolation are

appropriate.

The tabulated water-surface-height values in the interpolated tables consist of the merged series of water-
surface heights in the defining cross-section tables. In this way, no additional approximations are introduced in
the intermediate cross sections. In FEQ simulation, the interpolation is restricted to be within the boundaries of a
single branch, whereas in FEQUTL computation, the interpolation is restricted only to the confines given in the
XSINTERP command (section 5.24) and is not limited to a single branch. Therefore, it is possible to define an
interpolated cross section in FEQUTL computation to serve as the originating or terminating cross section for a
branch in FEQ simulation.

3.2 Channel Expansions and Contractions

The expansions and contractions considered in this section are large enough that critical controls may be
present or are located at a junction among branches. The eddy losses at minor variations in channel shape and size
can be represented within a branch (see section 5.5.3 in the documentation report for the Full Equations model
(Franz and Melching, 1997)). The expansions and contractions considered here may result from both natural and
constructed changes of channel cross-sectional shape.

A 2-D table of type 14 is computed in the EXPCON command (section 5.7) in FEQUTL to approximate the
flow through a transition in channel cross-sectional shape. The transition is defined by an upstream cross section,
a downstream cross section, the respective bottom elevations, the distance between the cross sections, and param-
eters related to the computation of friction and shock losses. Flow through a channel transition is a complex
phenomenon, and evaluation of losses is difficult. The shock losses are approximated in EXPCON by a constant
fraction of the difference in the true velocity heads where the constant differs for contracting and expanding flows.
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This approximation has been frequently used in hydraulic engineering, and most handbooks have recommended

ranges for the loss coefficients. The approximation is crude, but no suitable replacement is readily available.

The principal difficulty with flows in transitions is that the velocity distribution changes from section to
section in a manner only slightly affected by the channel boundary. This is especially true of expanding flows with
possible channel-wall-separation effects and the attendant, inherent instability in the velocity distribution. This
unpredictable variation in velocity distribution makes estimation of the losses difficult. Simplifying assumptions
are made in the EXPCON command so that flow computation is possible. Some of the major assumptions are
given below.

1. The velocity-head (energy-flux) correction factor, @, for both the upstream and downstream sections, is a func-
tion of depth in the section and is computed in the cross-section table commands in FEQUTL. This means the
velocity distribution is determined by the boundary geometry alone. This is only approximately correct and
may be substantially incorrect if the transition is an expansion. However, little other choice is available for
reasonably determining flow through the transition without making each transition a research project.

2. The pressure distribution at both the upstream and downstream cross sections is hydrostatic. This should be
satisfied so long as the sections are away from regions with pronounced vertical or horizontal curvature (or
acceleration).

3. The losses resulting from boundary friction can be estimated by a mean friction slope multiplied by the distance
between the two sections. Several options are available for computing the mean friction slope. The user also
may request that boundary-friction losses be ignored in the computations. Given the uncertainties of the loss
estimation, ignoring the boundary-friction losses is often a reasonable option.

4. Control by critical depth will be located at either the upstream section or the downstream section. The possibility
that the control is at some intermediate point is ignored. Determination of the location of the actual control
point in a transition is difficult, and again the uncertainties inherent in the calculation of flows in transitions
do not justify the additional effort and assumptions required to determine the location of a control at an inter-
mediate point. In any case, it is unlikely that the control would remain at an intermediate point over more than
a narrow range of flows. Thus, although such a control is possible, it is unlikely to practically affect flows at
the level of detail of interest in applications of FEQ.

5. Critical flow is as defined in the cross-section tables computed in FEQUTL. The critical-flow value is affected
by the choice of parameters when the cross-section table is computed. Application of the NEWBETA option
(sections 5.8 and 5.9) will produce results that differ from those produced without its application. A critical-
flow value that reflects the effect of velocity distribution is computed in the NEWBETA option. In all other
cases, critical flow is computed as if the velocity distribution were uniform across the cross section and
o = B = 1. Thus, if the channels under consideration are not compact, then NEWBETA should be applied.
The critical flow in closed conduits with flow transitions must be limited by application of the QCLIMIT
command (section 5.18) before the EXPCON command is invoked.

6. Critical flow is meaningful in a flow transition, and the water-surface curvature introduced may invalidate the
assumption of hydrostatic pressure distribution. However, the transitions often are short and the often-
substantial water-surface curvature resulting from critical flow in the transition may not affect the computa-
tions in FEQUTL. A further problem is that critical flow may result at the downstream section even though
the flow is expanding in a situation where the flow area at the critical section is larger than the flow area
upstream. If the cross-section shapes were the same, then this situation would not be possible. However,
changes in cross-section shape also may be simulated in EXPCON. When the cross-section shape changes
in the transition, critical flow can result at the section with the larger area in FEQUTL computations.

7. Computation of the losses in the transition in channel cross-sectional shape as a fraction of the difference in
velocity heads between upstream and downstream sections applies in the limit as flow becomes critical. The
formula of head loss as a function of velocity-head difference was derived for subcritical flows not close to
critical because most designs of transitions in cross-sectional shape avoid flows near critical.

8. The loss formula can be smoothed to represent losses when the flow areas are nearly the same but the cross-
section shapes are not. The uncorrected formula results in a zero loss at that point. Some losses must result
because the change in shape can be large even though the flow areas are the same. This illustrates a deficiency
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of applying any formula that depends on velocity or velocity head differences alone. Again, little alternative
is available to this approach, and smoothing over this region as outlined in the following section results in
losses that are consistent with the simple loss formula.

3.2.1 Governing Equations for Expansions and Contractions

The principal equation used to estimate the flows in a transition is

2 2 2 2
a,0 o,0 0’ 0" 0,0
Yy tg, + > —y2+zm2+ 2+(-x2 xl)—2+kec 2 2| (72)
284 2g4, 284, 2gA,

where z,, is the elevation of the minimum point, K is the mean conveyance, x is the location of the section along
the channel, and k.. is the loss factor depending on the sense of the transition. The sense of the transition denotes
whether the flow is expanding or contracting. Another convenient and perhaps preferable description is to define
the flow in the transition as either accelerating or decelerating. The flow is accelerating in a contraction and
decelerating otherwise. The subscripts denote the section with section 1 the upstream section and section 2 the
downstream section of the transition.

Equation 72 is applied to critical flow despite the potential problems outlined previously. The need to com-
pute critical flow results primarily from the requirement for a consistent flow in FEQ simulations. Therefore, the
flow relations must include the possibility of critical control even though the user believes such flow will not result.
The purpose of modeling is to understand the behavior of a proposed or real stream system and to make reasoned
estimates for conditions for which no data are available (for example, design conditions and extreme conditions
for planning scenarios). Simulation of these conditions may unintentionally impose flows and depths that result in
critical control at one or more locations where such a control is possible. If FEQ does not include that possibility,
the computations either will fail for some unknown reason or will yield an unreasonable result because the control
present in the structure is not simulated. Furthermore, if such a control appears unavoidable, some change in the
physical structure should be made so that critical flow can be estimated more accurately. If this is not possible, a
physical model must be constructed to define the flow and its characteristics at that location in the stream.

Consistent and reasonable estimates of critical flow, within the bounds of 1-D analysis, are required. For
those cases in which critical flow is difficult to define, assumptions must be made as needed to produce consistent
relations for the flow through the transition. The assumptions applied in FEQUTL computations of flow in transi-
tions have been described in this section.

3.2.2 Expansion-Contraction Losses

The computation of expansion-contraction losses (eddy losses or shock losses) is approximate and uncertain.
In general, the loss fraction for expanding flows commonly is considerably larger than for contracting flows. No
problems result if the sense of the transition never changes. However, when the sense of the transition changes,
patterns of flow may result such that the velocity head change is small, but the flow undergoes a major change in
section shape. A computational point may result in the flow simulation where the velocity heads on each side of
the transition are the same and no energy loss will be estimated with equation 72. The user has the option of
requesting smoothing of the loss formula near this point to provide some loss at this point.

The loss term can be exactly computed as

2 V. + fo,V
284, 2gA2
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where V is the average velocity in the cross section (=Q/A). The function, f,(X), is defined as Xk, when X > 0 and
as —Xkp when X <0, where k, is the loss coefficient for accelerating (contracting) flows, kp, is the loss coefficient
for decelerating (expanding) flows, and X is the difference in the product of the velocity and the energy-flux
correction coefficient from the downstream section to the upstream section (difference in the rescaled velocities).
For equation 73 to be valid for both transition senses, f,.(X) must be greater than or equal to zero. No information
is available on the loss coefficients when the kinetic-energy-flux correction factor is large. In equation 73, it is
assumed that the loss should be proportional to the difference in the true velocity head and not in the nominal
velocity head. The sense of the loss is assumed to change at the zero difference point between the rescaled
velocities, the argument to the function f,.. Smoothing this function when the argument is near zero will result in
a loss when the difference in velocity heads is zero.

A small, positive value of velocity difference, denoted by AV, is specified by the user to define an interval,
[-AV, AV]. Over this interval, a cubic polynomial is fitted such that the value of the function and its derivative is
matched by the polynomial and its derivative at the ends of the interval. Under these conditions, the coefficient on
the cubic term in the polynomial vanishes and a parabolic transition over the interval is obtained, yielding

2
X+AV) _p X+AV D]. (74)
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This smoothing procedure yields a function with a continuous first derivative over the entire range. Without
smoothing, the derivative of f,. is discontinuous at the origin. At the origin, the point of zero loss without
smoothing, the smoothed function yields

k+k
D" "p
AV i

This means that, when the velocity difference is zero, the loss is estimated to be the same as the loss that would
result from a velocity difference of AV and a loss coefficient that is one-half the average of the two loss coefficients.
3.2.3 Mean Conveyance for the Expansion or Contraction

The friction losses defined in equation 72 depend on the method for computing a mean conveyance. The
mean conveyance is defined as a function of an averaging parameter, a, as

(75)

K?+K; 1/a
7 .

K(a) = [

The generalized mean for two values is given by equation 75. The mean values obtained as a varies over its range
are

lim K (a) = max (K, K,) (76)
a-—> oo
k) = %(K1+K2) a7
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lim K (a) = [K K, (78)

a—0
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(-1 XK, (79)
lim K(a) = min(K,K,). (80)
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Equation 77 gives the arithmetic mean, equation 78 gives the geometric mean, and equation 79 gives the harmonic
mean of the two end-point conveyances. No established rules are available regarding which mean value to apply.
The geometric mean is preferred in many cases and may be a reasonable first approximation.

3.2.4 Outline of Solution Process for Expansions and Contractions

The user specifies a series of downstream piezometric heads to define the 2-D table of type 14. The head is
measured from the maximum of the two bottom elevations for the cross sections at each end of the transition. For
each downstream head, the upstream piezometric head resulting in critical flow at either cross section must be com-
puted with the EXPCON command (section 5.7). This defines the smallest critical flow that can result for the given
downstream head. The upstream piezometric head is computed as a function of downstream head and partial free
flow for a series of partial free flows (critical flow is the free flow) until the partial free flow is zero. When the partial
free flow is zero the two heads are equal. Each stage of the computations involves an iterative solution.

A control may result at either cross section and the control may shift as the flow levels change. An extensive
search is made in EXPCON computations for a control at each of the cross sections, if necessary. The validity of
this control is checked in EXPCON computations. For a control to be valid, the flow must be critical at one section
and subcritical at the other section. It may be that no control can be found. Normally, this problem can be solved
by adjustment of the friction losses. In some cases, the addition of a small friction loss allows a control to be found
in the computations. In other cases, the reduction or elimination of friction loss allows a control to be found in the
computations.

Special care must be applied if a closed conduit is present in the flow transition; for example, a stream
directed underground through a long, closed conduit of substantially different cross-sectional area. Critical flow is
undefined when a closed conduit is flowing full. The introduction of a hypothetical slot in the top of the conduit
allows a hypothetical, equivalent free surface to be simulated to account for pressurized flow, but leads to a critical
flow, which commonly is many times larger than any flow that may result in the conduit. This results in unrealistic
upstream heads in the computations. These large heads cause only a small part of the table to be utilized in FEQ
simulations. To avoid this unrealistic outcome, the QCLIMIT command (section 5.18) should be applied to the
closed-conduit cross section or cross sections before EXPCON is invoked for those sections. The critical flows
tabulated in the cross-section table are modified in QCLIMIT so that the maximum value is more realistic,
although arbitrary. For accurate and reliable simulation, the maximum flow assigned to the critical flow when the
closed conduit is full must be somewhat larger than the maximum flow likely to result in the conduit.

3.3 Channel Ratings for Bypass Channels

Flow at a bridge or a culvert often involves multiple flow paths when the water levels are high enough to
overflow the bridge. Water may flow through the structure, over the structure, and (or) around the structure in the
flood plain of the stream. If the flood plain is crossed by an embankment leading to a road crossing of the stream
(culvert of bridge), then this embankment serves as a broad-crested weir. The flow over the road can be included
in the flow table, but if the flow in the flood plain is large, multiple flow paths should be simulated. Studies of
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friction losses for flow through bridges and culverts have shown that an important factor is the degree of contrac-
tion that results for the water flowing through the structure opening. This may be only a small part of the water in
the stream at flood stage. Therefore, careful division of the flow into (1) the flow through and directly over the
structure and (2) the flow around the structure through the flood plain increases the reliability of the estimates of
friction losses resulting at the structure.

The FEQUTL command, EMBANKQ (section 5.6), may be applied to compute the flow over a roadway or
an embankment. This is discussed in section 4.3. In some cases, however, the approaches to the road crossing are
essentially at the same level as the surrounding terrain. This often is true in parks and golf courses. The roadway
then does not form a meaningful weir. In this case, the flow in the flood plain is flow in a wide open channel with
the roadway constituting part of the boundary roughness, and the slope of this channel is typically mild, zero, or
adverse. If the slope of the short bypass channel was steep, then the roadway could be simulated as an embankment
weir. The CHANRAT command (section 5.3) in FEQUTL is designed to compute a flow relation for application
in FEQ in this case. A 2-D table of type 13 is computed in CHANRAT for the flow in a short, prismatic channel
with a mild, zero, or adverse slope. The rating for the flow through the channel, as a function of the upstream water-
surface elevation and the difference in water-surface elevation, is given in this type 13 table. The flow is assumed
to be subcritical at all levels. Furthermore, the table is only computed for one flow direction. If bidirectional flow
might result, then two separate CHANRAT commands are needed to compute the two tables required to represent
the bidirectional flows.

3.3.1 Governing Equation for Channel Ratings

The bottom slope, channel length, and cross-section table number are specified by the user, and the flow and
steady-flow profile through the channel are computed in CHANRAT for each of a series of user-supplied upstream
water-surface elevations for a range of downstream water-surface elevations specified as partial free drops. The
equation governing the steady-flow profiles is

2
dx _ 1-F
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where F is the Froude number and S is the slope of the bottom with a drop in the x-direction taken as positive.

3.3.2 Outline of Solution Process for Channel Ratings

The governing equation is integrated numerically in CHANRAT by utilizing an adaptive Simpson's rule
routine. The integral is computed to a user-supplied error tolerance such that the length of the water-surface profile
between two depths on the profile is accurately determined. The solution process is as follows.

1. The free flow and the drop to free flow are computed for the given upstream head. The free flow is critical flow
at the downstream end of the channel and the drop to free flow is the difference between the water-surface
elevations at the upstream and downstream ends of the channel when the flow is critical at the downstream
end. The secant method is applied to make the computed length of the profile nearly match the length of the
channel, assuming that the flow is critical at the unknown downstream water-surface height.

2. The submerged flow is computed for each of a series of downstream water-surface heights that are greater than
critical depth. In this case, the upstream and downstream heads are fixed and the flow is unknown. The secant
method is applied to determine the flow for which the computed profile length closely matches the length of
the channel.

In these computations of free and submerged flow, flow conditions close to normal depth should not be com-
puted because the derivative, dx/dy, becomes unbounded. The vertical slope at critical depth is substituted for a
vertical slope at normal depth in direct integration. Two input parameters, NDDABS and NDDREL, are used in
CHANRAT to control how close the computations may approach to normal depth. The first parameter is the
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allowable absolute deviation from normal depth and the second is the allowable relative deviation from normal
depth. The parameter value resulting in the closest approach to normal depth is applied in the computations. For
a channel] with mild slope, the stopping water-surface height, y,, for the computation of the profile length in
CHANRAT is computed as

Y = ¥, T min (NDDABS, [1 - NDDREL]y,) , (82)

where y, is the normal depth (water-surface height) for the given flow, and the plus sign is applied if the current
profile is above normal depth, and the minus sign is applied if the current profile is below normal depth.

The flow will be computed as normal flow if the computed profile length between the water-surface height
at the downstream end and the stopping water-surface height when the flow is normal is less than the length of the
channel. This can result for small upstream heads. These complications are not considered if normal depth cannot
result. Thus, the computations proceed more rapidly if the bottom slope is zero or adverse and normal depth cannot
result.
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4. APPROXIMATION OF HYDRAULIC CHARACTERISTICS OF CONTROL STRUCTURES

Function tables that describe the hydraulic characteristics of a variety of control structures are computed in
FEQUTL. The following sections outline the methods used in computing these characteristics.

4.1 Bridges

The Water-Surface Profile Computations (WSPRO) computer model described in Shearman (1990) and
Shearman and others (1986) is applied in FEQUTL to compute a description of the hydraulics of bridges. A set of
commands is provided in FEQUTL to assist the user in creating a 2-D table of type 14 in which the head upstream
from the bridge is a function of the downstream head and partial free flow through the bridge for application in
FEQ simulation. Head is the water-surface elevation less the elevation of the datum for the bridge. This approach
was taken to avoid the extensive effort required to include the WSPRO methods in FEQUTL. WSPRO, FEQUTL,
and FEQ must be applied and preferably well known by the user to simulate flow through bridges. WSPRO soft-
ware is widely distributed and is in use by several organizations.

WSPRO is applied to compute multiple water-surface profiles through the structure to define the range of
flows and downstream and upstream heads expected during unsteady-flow simulation. This means that 100 to
400 profiles may be required to properly define the table of type 14. Three commands are provided in FEQUTL to
make the process of defining these profiles easier.

Application of the WSPROX command (section 5.23) results in extraction of cross-section data from a
WSPRO input file and reorganization of these data into FEQXEXT format (section 5.9) for later computation in
FEQUTL. The user also can request that the cross-section tables be computed in FEQUTL directly without the
intermediate step of placement in the FEQXEXT format. The WSPROX command is used to extract cross sections
from available WSPRO input. The cross sections of interest are those required in both WSPRO and FEQ to repre-
sent the hydraulics of bridges. The approach and exit sections for the bridge are required in both WSPRO and FEQ.
The approach section is usually one bridge-opening width upstream from the bridge. If spur dikes are present, the
approach section is one spur-dike-opening width upstream from the opening of the spur dikes. The exit section
from the bridge is about one bridge-opening width downstream from the bridge and not at the downstream face of
the bridge. Shearman (1990) provided details on the selection of the approach and exit sections. The approach
section will be at the downstream end of the branch upstream from the bridge and the exit section will be at the
upstream end of the branch downstream from the bridge in the stream-network schematization applied in FEQ. In
general applications of FEQUTL, WSPROX may be used to convert all cross-section data from a WSPRO input
file into function tables for use in FEQ simulation.

The cross sections between the approach and exit section required in WSPRO are not used in the FEQ model.
The effects of those cross sections are implicit in the type 14 function table describing the hydraulics of the bridge.
This table must describe the relations among three quantities: the water-surface elevation in the approach section,
the water-surface elevation in the exit section, and the flow between these two cross sections. Flow through bridge
openings, flow through culverts, and flow over the roadway are calculated in WSPRO. Any of these flow paths can
appear in the WSPRO description of the structure. The resulting function table will list the information required in
FEQ to simulate the hydraulics between the approach and exit sections of the bridge.

WSPRO is applied to compute the water-surface elevation in the approach section given a series of flows
and water-surface elevations in the exit section. These water-surface elevations and flows are placed in a 2-D table
of type 14. The water-surface elevation at the approach section for a range of flows must be computed in WSPRO,
for each water-surface elevation in the exit section. The flow range must include all flows expected for each
exit-section water-surface elevation. The range of flows that must be defined depends on the nature of the flows at
the bridge. For example, if the bridge is not subject to backwater effects, the range of flows can be narrow, only
including the possible range of flows at a given elevation resulting from variations in water-surface slope as a flood
wave passes. Conversely, if the bridge is subject to substantial backwater effects, such as resulting from a gated
spillway on a dam, the range of flows must be large. The maximum flow of the range of flows is treated in FEQ
simulation as a free flow (free of backwater effects). This will not be true in general because the free-flow limit for
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the structure cannot be defined in WSPRO computations. This means that the maximum flow in the table for each
exit-section water-surface elevation must be larger than any flow that may be computed for that elevation during
the unsteady-flow simulation. If a larger flow is computed during simulation than is in the table, flow through the
bridge will be simulated as free flow and the water-surface elevations in the table describing the hydraulics of the
bridge will be erroneous. The range of flows needed for each exit-section water-surface elevation must be estab-
lished by the user with careful consideration of these requirements. The user must carefully check the computed
downstream heads and flow rates at bridges to ensure that the maximum flow tabulated for each exit-section water-
surface elevation was not exceeded.

The WSPROQZ command (section 5.21) can be used for setting the range of flows for a series of exit-section
(downstream) water-surface elevations. The user provides the series of downstream water-surface elevations as
well as information that defines the maximum flow rate for each elevation. This information can be a flow value,
a normal-depth rating computed using the exit cross section and a user-supplied friction slope, or a critical-flow
cross section. The user also supplies the smallest partial free flow to compute in the table. By selecting a friction
slope larger than is possible for the bridge location, the user can force the maximum flow to be large. However, if
the maximum flow is too large, the flow in the bridge opening will become supercritical and the computations in
WSPRO may fail. The bridge-opening cross section can be given as the critical-flow cross section, at least when
the opening is flowing part full, to limit the maximum flow defined by a friction slope. Additional details are
provided in section 5.21.

The flow and water-surface-elevation input lines and WSPRO comment and output-specification lines are
prepared when the WSPROQZ command is applied. All other WSPRO information, such as cross-section geom-
etry and flow-resistance and head-loss coefficients, must be prepared by the user in accordance with the formats
given in Sherman (1990). The WSPRO input lines prepared in WSPROQZ are then transferred by the user to the
manually prepared input file for the WSPRO description of the bridge. A series of water-surface profiles is com-
puted with WSPRO as specified in the input lines prepared in WSPROQZ. The output-specification lines prepared
in WSPROQZ result in a WSPRO output format that may be converted to a table of type 14 in FEQUTL. More
than one run of WSPRO may be required because of profile storage limitations of the particular executable version
of WSPRO.

The printer-output file or files computed with WSPRO are accessed and a 2-D function table is prepared with
the WSPROT 14 command (section 5.22). The partial free flows from a value of 1.0 to the minimum given by the
user plus a value at a partial free flow of 0.0 are placed in the table. The user must ensure that the flow range is
adequate and that linear interpolation between tabulated values is acceptably accurate.

4.2 Culverts

The flows through culverts are computed in FEQUTL by using peak-flow estimation methods developed by
the USGS as outlined in Bodhaine (1968). The principles given by Bodhaine for the routing technique are applied
in the CULVERT command (section 5.5) to compute 2-D tables of type 13 for a culvert with or without flow over
the roadway. The cross-section locations used in the routing analysis are shown in figure 3. The approach section,
section 1 in figure 3, is at least one culvert-opening width upstream from the entrance to the culvert. Section 2 is
the cross section of the culvert barrel at the culvert-barrel entrance. Section 3 is the cross section of the culvert
barrel at the culvert-barrel exit. The departure section, section 4, is usually located where the distribution of veloc-
ity in the stream has essentially returned to the distribution resulting if the culvert were not present. This location
shifts with changes in flow and is a complex function of poorly understood factors. Therefore, in practical terms,
the section represents the shape of the stream one opening width or more downstream from the culvert-barrel exit.
In FEQ simulation, section 1 is the cross section at the downstream end of the branch upstream from the culvert,
and section 4 is the cross section at the upstream end of the branch downstream from the culvert. Thus, the flow
through the culvert is computed in the CULVERT command in FEQUTL for a range of water-surface elevations
at section 1 and section 4. The other sections are applied only in FEQUTL computations and are not applied in
FEQ simulation. In FEQUTL applications, the length of stream between sections 1 and 2 is called the approach
reach and the length of stream between sections 3 and 4 is called the departure reach.
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submerged) may result for ( z  —z.;)/D as small as 1.2 depending on the geometry, barrel characteristics, and
approach condition. Chow statels that for preliminary analysis (ZWI —Z.;)/D < 1.5 may be used because computa-
tions have shown that, where submergence was uncertain, greater accuracy can be obtained by assuming that the
entrance is not submerged (low-head flow). However, for routing of unsteady flow through the culvert, a more
explicit consideration of the transition region is necessary. As a specific example, Bodhaine (1968, p. 47) noted
that, for a range of approach water-surface elevations, the designation of the flow as low head (flow type 1) or high
head (flow type 5) is unstable. Laboratory data indicate that the unstable condition begins at (zwl -z0))D=12,
where the flow is usually low head, and ends at (sz —z0;)ID =1.5, where the flow usually becomes high head.
Bodhaine (1968) recommended that the culvert discharge rating in this range of approach water-surface elevations
between flow types 1 and 5 be represented by a straight line between the discharge computed with low-head
methods at a ratio of 1.2 and the discharge computed with high-head methods at a ratio of 1.5.

Tables of type 13 are computed with FEQUTL to represent the flow through culverts and to be applied
as internal boundary conditions in the unsteady-flow simulation in FEQ. Tables of type 13 contain flow rate as a
function of upstream and downstream water-surface elevations. These tables are computed as follows. Initially the
upstream and downstream water-surface elevations are identical and no flow results. Then the downstream water-
surface elevation is lowered (as per a user-specified series of partial free drops) and at the same time the flow rate
is increased from the initial zero flow so that the upstream water-surface elevation is maintained. As the down-
streamn water-surface elevation continues to lower, the flow increases to maintain the upstream water-surface
elevation. This computational procedure precludes the use of the method recommended by Bodhaine (1968)
because in his method the flow rates for (ZWI —Z¢;)/D equal to 1.5 and 1.2 are computed for a fixed downstream
water-surface elevation. Then the linear interpolation is applied on the flow rate for the actual value of
(zwl — 2 )/D, whereas flow rates are computed for fixed, upstream water-surface elevation and variable,
downstream water-surface elevation in FEQUTL. Thus, special additional flow types [relative to the six flow
types identified by Bodhaine (1968)] must be defined and used in FEQUTL to simulate flow in the range of
upstream water-surface elevations between flow types 1 and 5.

The need for special additional flow types to simulate the flow between low-head and high-head flow
types 1 and 5 results from physical oscillations for a range of upstream water-surface elevations. Other special
additional flow types are needed to approximate flow in the vicinity of changes between high-head flow types, low-
head and high-head flow types, and submerged flow (type 4) and low-head or high-head flow. These special flow
types do not necessarily result in a real stream system, but rather these flow types may be needed to circumvent
computational problems at transitions between flow types in FEQ simulation of unsteady flow. For example, as
flows in culverts change between free-surface and pressurized conditions, a discontinuity in the flow results. The
numerical methods applied in FEQ to route unsteady flows through the stream system may not be capable of
obtaining a solution for flows or water-surface heights at an internal boundary condition if a large discontinuity in
the flow rating is present. Therefore, special flow types are included in FEQUTL to circumvent discontinuities in
the internal boundary conditions at culverts. The flow conditions described with the additional flow types may be
present only for short periods as a flood wave passes through the culvert or backwater extends from downstream
locations. As detailed in later sections, not all transitions between flow types involve substantial flow discontinui-
ties; thus, not all changes between flow types are considered in FEQUTL. The actual transition between flow types
as upstream and downstream water-surface elevations change during unsteady flow are simulated in FEQ by
look-up among the tables of type 13 representing the various upstream and downstream water-surface elevations.
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Special additional flow types also are needed because simulation of unsteady flow in streams requires
flow to be defined for a wide range of flows, from small to large, and not just the large design flows considered by
Bodhaine (1968).

The additional flow types defined in FEQUTL to describe a wider range of flow conditions than included
in the six flow types defined by Bodhaine (1968) are designated flow types 0, 31, 41, 42, 51, 52, 61,62, and 7.
These are described in table 3 and illustrated in figures 4-11. The designations of entrance and exit in table 3 refer
to the direction water is flowing, not the direction that is the predominant or expected direction. The nature of flow
in the culvert is described as free or submerged in table 3. Submerged indicates that no critical control is present
in the structure because it is drowned by backwater effects. For example, flow type 4, defined by Bodhaine (1968),
is obviously submerged because both ends of the culvert are underwater. Flow type 3, defined by Bodhaine (1968),
also is submerged because the downstream water-surface elevation is greater than the elevation of critical depth in
the culvert. Each of the other flow types defined by Bodhaine (1968) is free flow. This designation is less explicit
than Bodhaine’s (1968) designation of flow in culverts as critical, subcritical, supercritical, and full barrel or
critical, tranquil, rapid, and full barrel because some of the special additional flow types are intermediate conditions
between subcritical and supercritical flows and may be either type of flow, depending on hydraulic and geometric
conditions of the culvert. For the computations in FEQUTL, a more precise definition of flow regime is not neces-
sary. Further, this designation is consistent with that for free and submerged weir and orifice flow for underflow
gates (section 4.8).

At large flows, culverts almost always cause a contraction of the flow at the entrance and an expansion of
flow at the exit. This is the standard assumption for analysis of culverts. However, at low to moderate flows,
culverts can provide an expansion of flow at the entrance and a contraction of flow at the exit. Such conditions are
considered in flow types 0 and 7. In flow type O, the control is the approach section. At a given upstream water-
surface elevation (upstream head), the capacity of the culvert is such that critical flow is present at the approach
section. In flow type 7, the control is at the departure section so that critical control is present such as may result
from a riffle in the stream channel downstream from the culvert during low flow. Flow type 31 results when flow
types 1 or 2 in long culverts are submerged. In this case the exit can be submerged but the entrance has a free
surface.

A flow of type 6 results in a piezometric surface at the culvert exit that is below the soffit (the highest point
in the culvert at a given location) of the culvert at that point. When the piezometric surface in the departure reach
for flow type 6 is drowned but the soffit is under free-flow conditions (that is, not submerged) the flow is designated
as type 42 in FEQUTL. This could result from submergence of the control for flow types 6 or 62. Flow type 61
only results for flow against an adverse slope. For this flow type, the culvert is flowing full at the inlet but is flowing
partially full at critical depth at the outlet. Submergence of flow type 61 can result in flow type 41. Flow type 41
also is a transition between flow types 3 and 4. Flow type 62 is transitional and is used to smooth the transition
between the low-head flow types 1 and 2 and the high-head flow type 6. Flow type 62 also is used as a transitional
flow type between flow types 61 and 6. Flow types 51 and 52 provide transitions between flow types 1 and 5 and
flow types 2 and 5, respectively. Typical flow profiles for the additional flow types are shown in figures 4-11.

4.2.2 General Routing Methodology for Culvert Flow

The routing methodology defined by Bodhaine (1968) starts at a control point or at a known water-surface
elevation, and a steady-flow energy-conservation equation from that point is applied to define the unknown flow
and elevation values. The equations that result fall into three groups: flow type 1, flow types 2 and 3, and flow
types 4 and 6.

For culvert-flow type 1, the control is at the culvert entrance (section 2). The coefficient of discharge, Cj, in
this case does not represent appreciable energy losses because the flow is contracting into the culvert entrance. The
loss of energy is caused by subsequent expansion in the culvert barrel that results downstream from section 2.
Therefore, the coefficient of discharge may be determined by applying
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Table 3. Culvert flow types in the Full EQuations UTiLities mode!

[--, not applicable}]

Intermediate Culvert Cuivert Cuivert
Fiow Flow Control at between fiow entrance fiow exit soffit Nature of
type regime section types condition condition underwater? flow in culvert
0 -- Approach - Part full Part full No Free
1 Low head Culvert entrance - Part full Part full No Free
2 Low head Culvert exit - Part full Part full No Free
3 Low head -- -- Part full Part full No Submerged
31 -- - 1,2,or3 and 4 Part full Full Yes Submerged
4 Submerged culvert -- - Full Full Yes Submerged
41 -- -- 3and4; 61 and 4 Full Part full No Submerged
42 - - 6 and 4; 62 and 4 Full Full No Submerged
5 High head Culvert entrance - Full Part full No Free
51 - Culvert entrance land 5 Full Part full No --
52 - Culvert entrance 2and S Full Part full No -
6 High head Culvert exit -- Full Full No Free
61 Adverse slope Culvert exit - Full Part full No Free
62 - Culvert exit lor2and6 Full Full No --
7 -- Departure - -- -- - -
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Figure 4. Typical flow profile for culvert-flow type 0 considered in the Full EQuations UTiLities model
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Figure 5. Typical flow profile for culvert-flow type 31 considered in the Full EQuations UTiLities model

computations of two-dimensional culvert-rating tables.
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Figure 8. Typical flow profile for culvert-flow type 61 considered in the Full EQuations UTiLities model computations
of two-dimensional culvert-rating tables.

APPROACH DEPARTURE

SECTION SECTION
CULVERT CULVERT
ENTRANCE EXIT

\— LEVEL AT
SOURCE-TYPE
LIMIT
[/

I
I
—dp——mem——— o

5 PIEZOMETRIC
! LEVEL

| DEFINED BY
5 SOURCE TYPE
]
]
1

J77777777777777777777777777777777777777777777777777

® ® ® @

Figure 9. Typical flow profile for culvert-flow type 62 considered in the Full EQuations UTiLities model computations
of two-dimensional culvert-rating tables.
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of two-dimensional culvert-rating tables.
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1
the critical flow at section 2

2
= Q_B+ZW +(L_IJQ_B
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284,

is the kinetic-energy flux correction coefficient at section 1
(the approach section);

is the flow in the culvert barrel;

is the flow over the roadway;

is acceleration due to gravity;

is the flow area at section i;

is the water-surface elevation at section i;

is the distance between sections 1 and 2;

is the conveyance at section i; and

is given by QB = A, lg (A,/T)) .

The flow rate at section 2 is critical with the water-surface elevation at section 2, zw2 , being the water-surface
elevation at critical flow. This equation is solved iteratively starting with an initial estimate of the critical depth at
section 2. The iteration continues until the known elevation at section 1, 2, > is matched to an acceptable tolerance
criterion.

For culvert-flow types 2 and 3 the energy equation is

2 2 2 2
(Qp+0)) 0 Q 0p(0p+0) Q
a__B_r_+z =—L+Z + _1__1 _B+Ax ___B;_B—r_'_ _B-, (84)
1 2 1 2 Swy C2 2 12 K.K 23K2
28A] 2gA3 7 )2845 12 23

where Axys is the length of the culvert and K., is the average value of conveyance for the culvert that gives the
correct barrel-friction loss computed in the steady-flow profile computations. The barrel friction loss and the
conditions at section 2 are estimated by computing a steady-flow water-surface profile in the culvert barrel. The
entrance losses, ( 1/ C(Zl - IJQZ/ 2gA§ , are assigned to the barrel so that the estimated water-surface elevation at
section 2 reflects the expansion losses that take place in the barrel downstream from the entrance. These losses may
not be fully realized if the barrel is short. This refinement is not included in the CULVERT command because the
factors involved are not well defined. Therefore, a warning message is given if the culvert is clearly too short,
usually defined as a length less than six times the maximum inside the vertical dimension, D.

For culvert-flow type 2, the flow at the outlet of the conduit (section 3) is critical, but for culvert-flow
type 3, the flow is subcritical throughout the conduit. Equation 84 is solved iteratively for the water-surface
elevation at section 1 given either that the flow at section 2 is critical or given a water-surface elevation at the
culvert exit (section 3), zw3 .

For culvert-flow types 4 and 6, the energy equation is
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where z3, is the elevation of the piezometric surface at section 3 and the fin subscripts denotes the full-flow value
for the culvert barrel. This equation must be solved iteratively for culvert-flow type 6 because the piezometric level
at section 3 is a function of the flow in the culvert barrel as shown in figure 18 in Bodhaine (1968). For culvert-
flow type 4, equation 85 may be solved directly for the flow because in this case the piezometric level at section 3
is given. This direct solution is only possible if no flow over the road results. If flow over the road results, iteration
is required.

The flow over the road is defined by the water-surface elevation at section 1, the upstream water level for
weir flow over the road. The downstream water-surface elevation for the flow over the road is taken at section 43
(fig. 3). The downstream water-surface elevation for flow through the culvert also is defined at section 43. Under
submerged flow conditions (flow type 4) the piezometric levels at sections 3 and 43 are identical. The flow over
the road is computed using the same methods as for embankments and other weirs (section 4.3). The effect of
approach velocity head on the flow over a weir is included on a local basis. The approach conditions for the flow
at a point on the weir crest are estimated upstream from that point and not for the approach of the entire cross
section. This is done because flows over a road commonly take place during floods, and the approach conditions
to the road are usually on the flood plain of the stream. The velocity head on the flood plain can be substantially
different from the velocity head in the stream channel at the culvert or bridge. Flow over the road directly above
the culvert is normally a small part of the total flow over the road. Often, guard rails or other obstructions to flow
above the culvert further reduce the effectiveness of the flow path directly above the culvert. Furthermore, no
laboratory or field data are available on the nature of the interaction between flow through the culvert opening and
flow over the road directly above the culvert. Consequently, in the CULVERT command the velocity head induced
at section 1 by the flow through the culvert is assumed to have a negligible effect on the flow over the road. There-
fore, the flow over the road, for free-flow conditions, is computed from the water-surface elevation at section 1,
independently of the flow through the culvert.

Transitional-flow profiles are computed with variations on equations 83-85. For example, culvert-flow type
61 is computed with an equation like that for culvert-flow type 2 (equation 84), except that the entrance flows full,
the culvert barrel is full along part of its length, and the coefficient of discharge differs from that for type 2. The
Preissmann (1961) slot technique is applied in the CULVERT command to represent pressurized flows as free-
surface flows. Water-surface profiles in the barrel that are a combination of full flow and part-full flow are
computed by allowing the section to flow full with the water level in the slot giving the piezometric level in the
full-flow part of the barrel. The other nonstandard flow types (41, 51, 52, and 62) are computed in a similar manner.

4.2.3 Routing Methodology for Culvert-Flow Type 5

The representation for flow type 5 in Bodhaine (1968) does not permit the application of a routing method-
ology. This cannot be applied in the CULVERT command. All culvert-flow types can be submerged given
sufficient downstream water-surface elevations. Therefore, culvert-flow type 5 must be computed so that it can
be merged with the other culvert-flow types.

Type 5 flow is analogous to free flow under a sluice gate. The entrance to the culvert is flowing full, but the
water surface becomes free of the culvert soffit and an air space is present above the water surface from the entrance
to the exit. The nature of the rounding and beveling of the culvert has a marked effect on type S flow. The flow in
the culvert barrel contracts to a minimum area (vena contracta) at about three vertical diameters from the entrance
(Portland Cement Association, 1964, p. 111). Downstream from the vena contracta, flow expansion takes place
with losses similar to those for full-barrel flow for the same entrance condition. The discharge coefficients for
culvert-flow type S relate primarily to the reduction in area and not the loss of energy. The loss of energy, as in
culvert-flow type 1, takes place downstream from the vena contracta. The flow at the vena contracta is supercritical.
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The depth downstream from the vena contracta may increase or decrease, depending on the slope and roughness
of the barrel.

Submergence of type 5 flow cannot be separated from the transition to full-barrel flow. For the part-full flow
to persist during flow transitions, an adequate flow of air into the space above the water surface must be present.
The high velocities normally present in culvert-flow type 5 are quite effective in moving and entraining air. If the
barrel is long enough and the water level or velocity is high enough, the air stream entering the culvert along the
soffit will encounter enough resistance to reduce the pressure in the space above the water surface close to the inlet,
resulting in full flow at the culvert entrance. Once initiated, the full-flow region will rapidly fill the remainder of
the culvert. The flow rate immediately increases, and this increase may lead to air entrainment through vortices at
the culvert inlet. Part-full flow may then result because of the entrained air. The flow will oscillate between part-
full and full flow until the water level at the entrance rises too high for sufficient air to be entrained by the vortices.

The ventilation of the culvert barrel can also be reduced by a rising tail-water level that results in a hydraulic
jump in the barrel exit. Eventually, the face of the jump will come close enough to the exit soffit to restrict the air
flow sufficiently to result in full flow. This full-flow value is assumed to be a submerged flow value in FEQUTL.
It may be possible that submergence of a culvert-flow type 5 may result in a culvert-flow type 6 that is unsub-
merged. Insufficient data are available to determine under what conditions an unsubmerged culvert-flow type 6
could result from submergence of culvert-flow type 5.

A hydraulic jump commonly will start in the culvert barrel and end at some point in the departure reach. A
sketch of the location of the jump and the sections is shown in figure 12. As the water-surface elevation at the
departure section and the section at the end of the jump (sections 4 and 44) increases, the jump moves farther into
the barrel. To estimate the water-surface elevation at sections 4 and 44 that results in full flow in the barrel, a mod-
ified, simple momentum balance is utilized. The hydrostatic, piezometric level at section 43 is sought. The pressure
distribution at section 43 is not hydrostatic because parts of section 43 are in a hydraulic jump. However, the pres-
sure on the downstream face of a hypothetical head wall at the culvert outlet would be approximately hydrostatic.
Thus, the full-flow-inducing depth is defined in terms of hydrostatic, piezometric head because it is not possible to
compute any other level by applying simple equations. The modified momentum balance equation for the departure
reach is

? (Qp+0)°

Op .
By *+8[12 0 +J43(zw43—zb43)—J3(zw43—zb3)] M, = Bt el O (86)

where M, is the momentum flux over the roadway and the subscript b denotes the invert elevation at the given
section, and J(Xp) indicates that the first moment of area with respect to the water surface is a function of Xr. The
flow at section 3 is supercritical, so the depth and flow there are known from the computations of culvert-flow
type 5.

The downstream water-surface elevation resulting in full flow for culvert-flow type 5 and that resulting in
submergence of culvert-flow type 5 are taken to be identical. Thus, the submergence can be defined if the flow and
depth at section 3 can be estimated. The discharge equation for culvert-flow type 5, given in Bodhaine (1968), is

Op = Cd“‘zf.pg(zwl - sz) . (87)

The velocity head of approach is assumed to be negligible in equation 87. This may be reasonable because
culvert-flow type 5 under high-head conditions is not efficient. Friction losses in the approach reach are also not
considered in equation 87. The details of the location and size of the vena contracta are implicit in equation 87. An
energy equation between section 1 and the vena contracta can be written as
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Figure 12. Plan and elevation views for culvert-departure reach with a hydraulic jump in the culvert-barrel exit.
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where
C. is the contraction coefficient on the full barrel area giving the flow area at the vena contracta;
fA(C.) is the piezometric depth ratio to the maximum vertical dimension as a function of the
contraction coefficient; and
z,  isthe invert elevation at the vena contracta.

ve
A simple way to define the function £, is to assume that the piezometric depth is the same as the depth to vertical
diameter ratio that defines the contracted area. This function is then determined once the barrel cross-sectional
shape is defined. For example, if C, is 0.5, then for a circular culvert, the depth ratio is also the same. In a box
culvert, the partial-depth ratio and the partial-area ratio are the same. The partial-depth ratio and partial-area ratio
deviate from each other for other shapes. The assumption that this applies to the piezometric depth is only approx-
imate. The contraction at the entrance is predominantly from the soffit, but there also are contractions from the
sides of the culvert entrance. The effective flow area at the vena contracta is probably less than the area of water
at the vena contracta. The simple assumption applied in FEQUTL is that the effective flow area and the area
containing water are the same.

The contraction coefficient is defined by requiring that the flow in equations 87 and 88 be the same. These
two equations define a contraction coefficient for a given water-surface elevation at section 1 and a given discharge
coefficient for culvert-flow type 5. A contraction coefficient for culvert-flow type 5 is determined in the CULVERT
command whenever required. Once the contraction coefficient is defined, it is applied in an equation without the
assumptions made for equation 87. The equation for culvert-flow type 5 then becomes

2 2
(Qp+ Q) Q Qp(Qp+ Q)
o0 —2—"—+z, = ———— 4D, f(C) +z, +Ax,——t—T, (89)
2gA] ' 2g(CA, v 172f

where D, is the maximum inside vertical dimension of a culvert barrel at the vena contracta. This equation yields
slightly different results than the defining equation (equation 87), but the differences are small when both equations
are applicable.

Most of the expansion losses in part-full flow take place close to the vena contracta. These losses are
assumed to be the same as for culvert-flow type 6 at the same flow rate but at full flow. It is further assumed that
the losses are realized over a distance of three culvert diameters downstream from the vena contracta, which is
located three culvert diameters downstream from the culvert entrance. Experience with FEQUTL has indicated that
application of the full culvert-flow type 6 losses sometimes result in failure of supercritical-profile computations
when no physical reason for failure is present. In these cases, the estimated losses are reduced iteratively by 0.95
until the losses are small enough to permit computation of the supercritical profile.

During computation of a 2-D culvert-rating table in FEQUTL, a procedure must be specified to determine
which high-head culvert-flow type, 5 or 6, is present. The slope, length, roughness, and entrance condition of the
culvert are all factors that affect the presence of culvert-flow type 5 or 6. Bodhaine (1968) prepared two figures to
aid in the determination of whether high-head culvert-flow is type 5 or type 6. Bodhaine’s figure for pipe or box
culverts with a smooth surface (concrete or similar material) is presented in figure 13, and his figure for pipe
culverts with rough barrels is presented in figure 14. The first estimate of the culvert-flow type for high-head flow
is given in these figures. If the culvert-flow type selected is type 6, computations for culvert-flow type 6 proceed.
However, if the culvert-flow type selected is type 5, further checking of flow conditions is done in FEQUTL.
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Figure 13. Criterion for classifying culvert-flow types 5 and 6 in box and pipe culvert with concrete barrels
and square, rounded, or beveled entrances, either with or without wingwalls.
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Culvert flow type 5 must be verified and a full-flow-inducing depth must be assigned at the culvert exit.
Verification is important because the classification of culvert-flow types in figures 13 and 14 is only approximate
and many culverts fall outside the range of the figures. The tables in FEQUTL that represent these figures have
been extended to accommodate a larger range of culverts. However, this extension is an extrapolation and does not
involve any new data or computations. Furthermore, culverts have a tendency to flow full, as discussed in Portland
Cement Association (1964, p. 98-99). Therefore, the decision rules programmed in FEQUTL result in culvert-flow
type 6 more often than culvert-flow type 5.

The following steps are completed in FEQUTL to verify culvert-flow type 5.

1. Starting at the vena contracta, a supercritical flow profile is computed to the culvert exit. If the culvert is shorter
than three culvert diameters, then the vena contracta is treated as if it is at the entrance. This profile may not
extend to the exit because a hydraulic jump forms at some point in the barrel.

2. A subcritical profile is computed from the culvert exit to the vena contracta starting at critical depth for culvert-
flow type 5. This profile may not result, may result part way, or may extend to the vena contracta.

3. A simple momentum balance is applied between the subcritical and supercritical profiles to locate any hydraulic
jump. If no jump is present and supercritical flow is present throughout the culvert, then culvert-flow type 5
is applied. If subcritical flow is present throughout the culvert, then culvert-flow type S is rejected.

4. If a jump is present, culvert-flow type 5 is rejected if the estimated depth of flow on the downstream side of the
jump is more than 0.8 D. Hydraulic jumps in these cases would probably have substantial waves on the
subcritical side. Thus, any close approach to the barrel soffit would effectively seal the air space and culvert-
flow type 5 would not result.

A full-flow-inducing depth value at the exit of the culvert barrel is assigned in FEQUTL as follows. This
value is computed to determine what flow conditions must be present to establish a transition from culvert-flow
type S to type 6. The goal of completing the following eight steps is to define a full-flow-inducing depth that is
consistent with the culvert-flow type 5. If this is not done, the results will be in error or the computations that follow
might fail.

1. The value of rounding/beveling necessary so that the culvert would be on the boundary between flow types in
figures 13 and 14 is computed. If the rounding or beveling is already at or above the maximum value given
in those figures, a user-assigned parameter defining the ratio of the full-flow-inducing depth at the exit to D
at the exit, TY5SBF, is applied. The default value of TYSSBF determined from engineering judgment is 0.75.

2. The discharge coefficient corresponding to the enhanced rounding/beveling, determined in step 1, is determined
from table 6 in Bodhaine (1968), which is included in the TYPES.TAB input file for FEQUTL. Utilizing this
discharge coefficient the type 5 flow for the enhanced rounding/beveling is computed.

3. The computations for verification of the culvert-flow type 5, outlined above, are done to define the nature of the
water-surface profile resulting for the flow computed for the enhanced rounding/beveling.

4. If the prevailing profile at the flow computed for the enhanced rounding/beveling is subcritical or includes a
hydraulic jump that has a downstream depth greater than 0.8 D, the enhanced rounding/beveling is reduced
and the value for flow computed for the new enhanced rounding/beveling is reduced. This is done in steps of
one-eighth of the difference between the enhanced rounding/beveling and the actual rounding/beveling value
in FEQUTL. If no meaningful flow profile corresponding to the enhanced rounding/beveling can be found in
this process, type 5 flow is rejected. An acceptable enhanced profile must have a rounding/beveling value
greater than the actual rounding/beveling value and must result in supercritical flow or a hydraulic jump in
the culvert with a downstream depth less than 0.8 D.

5. If both the actual profile and the profile corresponding to the flow computed for the enhanced rounding/beveling
are supercritical and extend through the length of the culvert, then the end depth from the enhanced profile is
taken as the full-flow-inducing depth.

6. If the actual profile includes a hydraulic jump and the profile corresponding to the flow computed for the
enhanced rounding/beveling is supercritical, then the end depth of the supercritical profile is taken as the full-
flow-inducing depth if it is larger than the end depth of the actual profile. If the enhanced profile end depth is
not larger, then TY5SBF is applied to define the full-flow-inducing depth.
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7. If the profile corresponding to the flow computed for the enhanced rounding/beveling includes a hydraulic jump,
and the actual profile includes a hydraulic jump, and the actual jump is higher than the other jump, then type 5
flow is rejected.

8. If the profile corresponding to the flow computed for the enhanced rounding/beveling includes a hydraulic jump
and the actual profile does not include a hydraulic jump or includes a hydraulic jump too small to cause type 5
flow to be rejected in step 7, the exit depth of the actual profile is varied above critical depth until a hydraulic
jump results, or the calculated hydraulic jump is increased, to match the downstream depth of the jump in the
profile corresponding to the flow computed for the enhanced rounding/beveling.

This process extracts the maximum amount of information, perhaps more information than is available, from
figures 13 and 14. The basis for these figures is not revealed in Bodhaine (1968) or Carter (1957). Figures 13 and
14 are primarily based on laboratory experiments done at the Georgia Institute of Technology by Jack Davidian.
In the laboratory, the transition between flow types 5 and 6, and between flow types 1,2, or 3 and 5 or 6 could be
accurately determined. Thus, the figures and table available in Bodhaine (1968) should be reasonably reliable in
defining the boundaries between flow types (Lamar Sanders, U.S. Geological Survey, written commun., 1995).

4.2.4 Transitions Between Flow Types

The development of tables of type 13 involves computation of 100 or more distinct flow profiles. Some of
these profiles will likely fall into a transition region between culvert-flow types. As the water level at section 1
increases, the free flow will pass from one culvert-flow type to another with some transition between them. Some-
times the transition is smooth, and sometimes it is not. For example, a pipe culvert at small, upstream head levels
could be in culvert-flow type 2. As the upstream head increases, the culvert-flow could become type 1. As the
upstream head continues to increase, the culvert-flow type could shift back to type 2 because the converging side
walls cause the critical flow to increase rapidly. Eventually, the culvert-flow type could become type 5 or type 6,
or both, depending on the slope, length, and roughness of the culvert barrel. Some of the computational transitions
between flow types are reasonably smooth because of the equations utilized. For example, the transition between
types 1 and 2 is computationally smooth because of the nature of the governing equations. Thus, no special treat-
ment is implemented for this transition. In the following discussion the concern is with the computed flows and
not the actual flows in the transition. The actual flow may be quite unstable and oscillatory in some transitions, and
an approach must be developed in which these features of the actual flow are ignored but for which accurate routing
of flows through the culvert is obtained.

The approach taken for defining equations for the transitions is as follows.
1. Limits for the various culvert-flow types are computed. The limit is the water-surface elevation (upstream head)

at section 1 at which the equation for a given culvert-flow type no longer applies or is no longer permitted to
apply. For example, the limit for culvert-flow type 2 is defined as the flow with a water level at section 2,
computed ignoring flow-contraction effects at the entrance but including the expansion losses downstream
from section 2, just in contact with the soffit of the culvert at the entrance. The water-surface elevation at
section 1 for this condition is then the type 2 flow limit. If the water-surface elevation at section 1 is above
this limit, the flow is no longer type 2. The limits are summarized in table 4. A natural limit for culvert-flow
type 1 results from the geometry of box culverts that is in a reasonable range. However, the converging side
walls in culverts of other shapes cause critical flow to increase without bound as flow depth approaches the
culvert soffit. Consequently, a limit on culvert-flow type 1 controlled by the depth at section 2 may result in
a water-surface elevation at section 1 that is above the value observed to normally induce full flow at the
entrance to the culvert. The default value of the maximum water-surface height at section 2 for culvert-flow
type 1, Yomax 18 0.95D),, and the default value of the maximum water-surface elevation at section 1 for

culvert-flow type 1, z, ,is z;, + 1.4D, in FEQUTL computations. These defaults can be overridden by
IMAX 2
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optional user input in the CULVERT command. The input parameters are TY1YTD and TY1HTD. Complete
input details for these parameters are provided in section 5.5. The upper limits for culvert-flow types 1 and 2

are set lower than the lower limits for culvert-flow types 5 and 6 to allow transitional flow to be computed.

Table 4. Free-flow limits for the culvert-flow types simulated
in the Full EQuations UTiLities model

[Sp, the slope of the culvert invert with a decline in elevation in the downstream direction
taken as positive; S, the critical slope in the culvert barrel; y;, the water-surface height at
section i; D;, maximum inside vertical dimension of the culvert barrel at section i; z b, invert
elevation at section ; ¥3,,4,, the maximum water-surface height at section 2 allowed for

type 1 flow; zwl , water-surface elevation at section 1; and leMAX , the maximum
water-surface elevation permitted at section 1 for type 1 flow; < less than or equal to;

max (a, b), a function that selects the maximum value between the arguments a and b;
section 1 is the culvert approach section one culvert-opening width upstream;

section 2 is the culvert entrance; section 3 is the culvert exit)

Flow
type Limit Conditions defining the limit
1 Lower Minimum y, at S, = S,
U =S.and y, < d <
, Upper So Dc an de Yomad z, Sz,
T = an <
ppe y2=4 Zw, = T ax
61 Lower Same as type 2 upper limit
61 Upper 2=, +D3 - %,
5 Lower Max(1.5D, + z, ,1.5D3+z, )
2 3
Lower Max(1.5D+ z;, ,1.5D3+ z, )
2 3

2. The transitional flow types are utilized between the upper limits of the low-head culvert-flow types (1 and 2)

and the lower limits of the high-head culvert-flow types (5 and 6). The equation for the high-head flow type
is forced to match the flow and downstream water-surface-elevation limit of the low-head flow type. This is
accomplished by computing a discharge coefficient for culvert-flow type 6 or a contraction coefficient for
culvert-flow type 5 that will match the flow for the corresponding low-head culvert-flow. If this is not possi-
ble, no transition is computed and the user must adjust the resulting function table of type 13 manually if one
or more transitions are too abrupt. The downstream water-surface-elevation limit is the tail-water elevation
at which free flow ends and submerged flow begins. For example, for culvert-flow type 2, the downstream
water-surface-elevation limit is critical depth in the culvert barrel.

3. For any water-surface elevation at section 1 in a transition region, the downstream condition and the discharge
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or contraction coefficient are varied linearly with elevation at section 1 between the values at the lower and
upper limits of the transition region. For example, the upper limit for a culvert flow of type 2 in a given culvert
might be 8.4 ft with a critical depth at the culvert exit (section 3) of 4.5 ft and a discharge coefficient of 0.95.
For this same culvert, the lower limit for a culvert-flow of type 6 might be 10.5 ft with a piezometric level at
the culvert exit of 4.8 ft and a discharge coefficient of 0.84. Assuming that the discharge, upstream water-
surface elevation, and downstream (section 3) piezometric level corresponding to the upper limit for culvert-
flow type 2 are applied in equation 85 describing culvert-flow type 6, the discharge coefficient for culvert-
flow type 6 would be 0.78. For an upstream water-surface elevation of 9.45 ft, at the middle of the transition
region, the discharge coefficient for culvert-flow type 6 would be 0.81 and the piezometric level at the culvert
exit would be 4.65 ft. Physical realism is sacrificed for transitional smoothness in this approximation. Both
the piezometric level at the culvert exit and the discharge coefficient may be physically unrealistic or
unattainable in any real flow. Such unrealistic conditions are not important in model simulation; the transi-
tional flow that results in the physical system cannot be computed because it is physically unstable. All that
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is required for computational accuracy is that the transitional flows be in a reasonable range. Flow types 51,
52, and 62 are the corresponding transitional types.

4. Culvert flow type 61 is transitional and may be stable. At its upper limit, the discharge coefficient is taken as if
the culvert-flow were type 6. Its lower limit is the upper limit of culvert-flow type 2. Critical flow results at
the culvert exit for both culvert-flow types 2 and 61. Thus, only the discharge coefficient is varied between
the lower limit and upper limit of culvert-flow type 61. The transition between culvert-flow types 61 and 6 is
treated the same as in item 3 with culvert-flow type 61 defining the conditions that the equation describing
culvert-flow type 6 (equation 85) must match.

Transitions between free-flow types and submerged flow types as well as between submerged flow types
must be considered. Some transitions, such as between culvert-flow types 6 and 4 are smooth, as long as culvert-
flow type 42 is recognized. The transition between culvert-flow types 3 and 4 can be abrupt. However, considerable
uncertainty results regarding the details of the transition from part-full flow to full flow for the culvert. Thus, the
transition from culvert-flow type 3 to culvert-flow type 4 is usually accomplished through culvert-flow type 41.
The conditions that cause the barrel to flow full are not explicitly determined. Whether the barrel is flowing full is
determined by the water level at section 43. The transition from culvert-flow type 3 to type 4 is smoothed with
culvert-flow type 41 without an explicit identification of the transition.

The transition from free-flow, culvert-flow type 5 to full-pipe flow is not smooth. Culvert-flow type 5 is
unstable in that adequate ventilation of the free space above the water in the barrel must be available. When this
ventilation is restricted by the friction of the air flow in the barrel or by a hydraulic jump in the barrel or at the exit
of the barrel, the barrel will abruptly switch from part-full flow to full flow. This transition is marked by an increase
in the flow as the barrel is used more efficiently. This change in discharge can be 30 percent or more. This transition
is unstable because the increase in discharge may induce air entrainment at the entrance through one or more
vortices. The entrainment of this air may allow the flow to momentarily be part full. Thus, the flow surges and oscil-
lates until the upstream water-surface elevation rises enough to prevent substantial entrainment of air at the culvert
entrance. During this time, the value for flow in the culvert is probably between the culvert-flow type S value and
the value when the barrel is flowing full throughout (culvert-flow type 4). Therefore, a special discharge coefficient
for the equation describing culvert-flow type S is computed in the CULVERT command such that the culvert-flow
type 4 matches the culvert-flow type S at its limit. This coefficient is then varied linearly between the culvert-flow
type 5 submergence (full-flow inducing) level and the current downstream water-surface elevation. This interpo-
lation continues until the current downstream water-surface elevation is at or above the exit soffit. Then the culvert-
flow becomes type 4. The transitional culvert flow is denoted 42 because it is full flow and the piezometric level
at the culvert exit is below the culvert soffit.

4.2.5 Departure-Reach Losses

Bodhaine (1968) took the departure reach losses to equal complete loss of the velocity-head difference
between the culvert exit and the departure section. In general, this loss is too large. The cumulative effect of using
this simple loss on a sequence of culverts along a stream in an urban area could substantially bias the computed
water-surface elevations. Therefore, a simple momentum balance in the departure reach is applied in FEQUTL
following Henderson (1966, p. 208-210). This approach or variations have been applied and described by
Schneider and others (1977).

In Bodhaine (1968), the losses at the exit of the culvert are estimated using the complete loss of velocity-
head difference between the exit of the culvert, section 3, and the departure reach, section 4. This would seem to
imply that this loss method must be used for consistency in the selection and application of discharge coefficients.
However, this implication is incorrect as described in the following discussion.

Culvert-flow types 3 and 4 in Bodhaine (1968) are the only flow types that can be affected by exit losses.
The other culvert-flow types are free of tail-water effects by definition and, therefore, the discharge coefficients
are independent of any assumptions made about the losses in the departure reach. The only effect of exit-loss
assumptions on culvert-flow types 1, 2, 5, and 6 involve the conditions that must be present at section 4 for these
flow types to be valid.
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The discharge coefficients for culvert-flow types 4 and 6 are identical in Bodhaine (1968). These culvert-
flow types only differ in the conditions in the departure reach, with the exit of the culvert submerged in type 4 flow
so that tail water affects the flow. Bodhaine (1968) points out that the piezometric level at section 3 is below the
soffit of the culvert, but no statement is given on submergence-level effects below the soffit. In FEQUTL, addi-
tional culvert-flow types have been included in the CULVERT command to represent submergence of type 6 flow
when the tail water is above the exit piezometric level but below the soffit. The deviation of the discharge
coefficient from the ideal value of unity for these flow types is a reflection of the energy losses incurred at the
contraction and expansion of the flow near the culvert entrance. These contraction and expansion effects are
identical in both culvert-flow types 4 and 6. Consequently, the assumptions regarding the exit losses cannot have
a significant effect on the model experiments that yielded the discharge coefficients for culvert-flow type 4.
Otherwise, the computed discharge coefficients would have differed significantly from those found for culvert-
flow type 6. Therefore, in both culvert-flow types 6 and 4, the piezometric level at the exit is the proper value for
computing the flows with the discharge coefficients. The only difference is that for culvert-flow types 6 and 4, the
piezometric level is below the water surface and at the water surface, respectively.

Culvert-flow type 3 is similar to culvert-flow types 1 and 2 except that tail water affects the type 3 flow.
However, Bodhaine (1968) gives the discharge coefficients for all three flow types using the same relation.
Bodhaine (1968) gives the base discharge coefficient for pipe culverts in figures 20 and 25 and the discharge
coefficient for box culverts in figure 23. Culvert-flow types 1 and 2 are independent of the treatment of losses in
the departure reach. Again, if the culvert-flow type 3 discharge coefficients in the model experiments were greatly
affected by the treatment of the departure reach losses, it seems unreasonable to expect that the discharge coeffi-
cients would follow the same relation. Therefore, the proper value of the water-surface elevation for culvert-flow
type 3 is the water-surface elevation at section 3.

The unpublished details and raw results of the laboratory model study utilized to develop Bodhaine (1968)
have been lost since the experiments were completed about 40 years ago. Therefore, the sizes of the model
approach section and departure section relative to the model culvert barrel is unknown. Nevertheless, considering
the goal of the study, peak-flow estimation, and the need to reduce computational effort, it seems logical that the
model would have a departure reach much larger in flow area than the area of the culvert barrel. In this case, the
water-surface elevation at section 3 approaches that at section 4 as shown by a simple momentum balance. The
equivalence of water-surface elevations in sections 3 and 4 is a close approximation of the conditions most likely
to be found in the field in natural channels at flood stage. If the departure-reach flow area is large enough relative
to culvert flow area, then the assumption of an exit loss given by the difference in velocity heads is valid. It is
reasonable to assume that the model departure reach was sized so that this was the case. This avoids the tedious
calculations of the momentum balance in the departure reach before the common availability of digital computers.

In summary, the application of the momentum balance for the departure reach losses is consistent with the
discharge coefficients in Bodhaine (1968), and it results in more reasonable losses for culvert-departure conditions
that violate the assumptions implicit in application of the difference in velocity heads as the estimate of the energy
loss in the departure reach. Assumption of complete loss of the difference in velocity heads in the culvert departure
reach often results in an overestimation of the losses and, in some cases, a gross overestimation of the losses. The
simple momentum balance provides a reasonable alternative that maintains basic validity to the limit of a departure
reach with the same width as the culvert exit. In that limit, the simple momentum balance gives results for a
submerged hydraulic jump in a rectangular channel. Assuming complete loss of the velocity-head difference can
lead to an underestimate of the culvert discharge when the departure reach has a flow area only a few times larger
than the culvert exit. This underestimation is corrected by using a simple momentum balance to estimate the
conditions at section 3 from the conditions at section 4.

In applying a simple momentum balance, it is assumed that the departure reach is horizontal, prismatic, and
frictionless. The simple momentum balance is calculated for sections 3, 43, 44, and 4 shown in figure 3. Section
43, the cross section of the stream channel a short distance downstream from the culvert exit, represents the
upstream end of the control volume for the simple momentum balance. Section 44 represents the downstream end
of the control volume for the simple momentum balance. The distance between these two sections is not considered
in the computations because friction and bottom slope are ignored. The geometry of section 44 is always the same
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as section 43 because a prismatic channel is assumed in the simple momentum balance. Different designations are
applied because the water-surface elevation and water-surface height in these sections will differ. If the departure
reach is prismatic and horizontal, the geometry of section 4 will be the same as sections 44 and 43 with the same
water-surface elevation as section 44.

If the departure reach is not horizontal or prismatic, then the geometry of section 4 will differ from section
43. However, section 44 will still be the same as section 43, defining a horizontal and prismatic subreach in the
departure reach. This is needed for the simple momentum balance. A simple momentum balance is used to estimate
the losses in this case because the application of the momentum balance to a nonhorizontal or nonprismatic control
volume requires knowledge of the water-surface profile in the control volume. Simple assumptions regarding this
profile may introduce errors so large that the results become useless. This is analogous to the representation of a
hydraulic jump. A simple momentum balance produces a close match to measurements if the jump is in a prismatic,
nearly horizontal channel. If the channel is nonprismatic or nonhorizontal, simple estimation of the gravity force
or of the downstream component of the pressure forces on the sides of the channel fails to produce good results,
and laboratory measurements must be made. No such measurements are available for the departure reaches of cul-
verts, and only a limited number of measurements are available for hydraulic jumps.

The simple energy balance between sections 44 and 4 is

ok, 0’

z, +O,—— =2z +0,— (90)
w 44 2 w 4 2’
“ 28A,, (¥, 284,00
where Q44 = 04 = Op + O,. The water-surface elevation at section 4 is transferred to section 44 by applying equa-
tion 90 and assuming no energy losses. The assumption of no energy loss resulting from friction is reasonable
because of the short distance between sections 44 and 4. The simple momentum balance becomes

0, 0,
3 44
M,+B3W+gj43 (43) = B44W+3J44 (V4s) - 1)

Equations 90 and 91 give the relations for the departure reach once the culvert and roadway flows and momentum
fluxes are known.

4.2.6 Outline of Solution Process for Culvert Flow

The solution process for culvert-flow proceeds in the following major steps for each upstream head given by
the user. The datum for head is the maximum value of the elevations of the minimum points at sections 1-4.
1.The free flow over the roadway, if any, is determined. The drop to free flow for the flow over the roadway (that
is, the difference in elevation between the water surface at sections 1 and 43 at incipient submergence of the
free flow) also is computed in this step.

2. The free flow and the flow type for the culvert are determined. All free-flow type transitions are included in this
step as is the computation of the free-flow limits.

3. The departure reach for the free flow is computed. The conditions at section 3 and section 43 are known. The
flow and momentum flux for the roadway are known. Equation 91 is solved for the water-surface height and,
therefore, the elevation at section 44. Equation 90 is then solved for the water-surface height at section 4. The
drop to free flow for the 2-D table is then given by the difference in water-surface elevations between sections
1 and 4. A case may result where no solution is possible. This indicates the control is at section 4, and the
free-flow type is type 7. Free drop and the free flow must be computed at a later step (see step 9).

4. The drop between the water-surface elevation at section 1 and the piezometric level at section 3 corresponding
to the free flow determined in step 2 is computed. A series of tail-water elevations at section 43 is computed
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covering the range from the minimum, the free-flow piezometric level, to the maximum, the water-surface
elevation at section 1. The distribution of partial drops specified by the user defines the series of downstream
water-surface elevations to be evaluated in the CULVERT command. The drop from section 1 to section 43
must be distinguished from the drop from section 1 to section 4.

5. The flow in the culvert and the flow over the roadway are computed for each downstream water-surface

elevation determined in step 4 above the minimum elevation for free flow. The flow in the culvert will be
submerged. The water-surface elevations at sections 1 and 43 are known, so the only unknown is the flow in
the culvert. The flow over the roadway is computed first because it can affect the flow in the culvert through
the velocity head at section 1. The square root of the drop in water-surface elevation from section 1 to section
43 is then computed.

6. A function relating the sequence of culvert-flows and the associated square root of drop is determined. A

variation-limited cubic spline is fitted to these values with flow taken as a function of square root of drop. The
points defining the fit are called knots. Thus, the knots in this case are the values of square root of drop at
which the culvert-flow was computed. An interior knot is any knot that is not at the beginning or end of the
sequence of knots. A cubic spline is a piecewise cubic polynomial with the function value, first derivative,
and second derivative being continuous at each interior knot. A variation-limited cubic spline is a cubic spline
in which the variation of the spline between adjacent knots is monotonic; that is, the first derivative always
has the same sign. The purpose of requiring that the first derivative be monotonic is to prevent introducing
new extreme values by interpolation between knots. If this is not done, the fit of the cubic spline or other non-
linear function could result in new extremes that are invalid. Because the spline is variation limited, extreme
values not already present at the knots will not be produced by interpolation. In some cases, the spline is not
variation limited. The computed first derivatives at the knots are then adjusted in FEQUTL to force the piece-
wise cubic polynomial to have monotonic variation. This no longer results in a cubic spline because the
adjustment of the first derivative causes the second derivative at the adjusted knot to be discontinuous.
However, the simulated model fit to the data may still be excellent. Once the function is defined, it is stored
in a function table for later use.

7. A function that gives the flow-defining area at the culvert exit as a function of the water-surface elevation at

section 43 is determined. The culvert can be flowing full or part full. The function will have a unique value
for each water-surface elevation at section 43 for a given upstream water-surface elevation. A piecewise
linear function is adequate to define the water-surface elevation at the culvert exit. This function is stored in
a function table of type 2 for later use. If the water-surface elevation at the culvert exit is known, the flow area
can be computed for the culvert exit. If the flow area and the flow are known, the momentum flux for the flow
at the culvert exit can be computed.

8. The flow and the momentum flux over the road are easily computed as needed, so special tables are not used.

These values are always computed from basic definitions. This is efficient because submergence of flows over
embankment-shaped weirs is affected by downstream water-surface elevation only when that elevation is
higher than about 70 percent or more of the approach head. Usually, the flows computed for the last few
downstream water-surface elevations as the upstream water-surface elevation is approached deviate from the
free-flow values.

9.1f the freeflow corresponds to culvert-flow type 7, the free flow and the drop to free flow are calculated. Culvert-
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flow type 7 is a submerged flow in the culvert because the control at section 4 drowns all other controls. The
following steps are applied to calculate the free flow and drop to free flow.
9.1. A water-surface height at section 43, y43, is selected. This water-surface height defines the flow in the
culvert with the associated momentum flux by using the special tables developed in steps 6 and 7.
The flow and momentum flux over the roadway are computed. The water-surface height, y43, defines
all cross-sectional characteristics needed at section 43.
9.2. The flows are now known, so critical water-surface height at section 4 may be computed. This defines
all other values at section 4. Equation 90 is solved for the flow and water-surface height at section 44.
This defines all cross-sectional characteristics needed at section 44.

Full Equations Utilities (FEQUTL) Model for the Approximation of Hydraulic Characteristics of Channel Systems



9.3. Flow and water-surface-height values at section 43 and section 44 are defined. These values are applied
in equation 91 to compute the left-hand side and the right-hand side of the equation. If the two sides
are in close agreement, the solution for free flow is found. If not, a new depth is selected at section
43 that will improve the agreement and steps 9.1-9.3 are repeated.

10. The partial free drops between sections 1 and 4 are computed. These are not the same as the drops between
sections 1 and 43. From these drops the corresponding water-surface elevations at section 4 are computed,
starting at the minimum elevation at free flow and ending at an elevation equal to the elevation at section 1.

11. For each elevation computed in item 10, the submerged flow is determined utilizing the departure-reach equa-
tions, 90 and 91. The process is as follows.

11.1. A water-surface height at section 43, yy43, is selected. This water-surface height defines the flow in the
culvert with the associated momentum flux by utilizing the special tables developed in steps 6 and 7.
The flow and momentum flux over the roadway are computed. The water-surface height, y,3, defines
all cross-sectional characteristics needed at section 43.

11.2. The flows are now known, so flow and water-surface-height values at section 4 are known. Equation 90
is solved for the flow and water-surface-height values at section 44. This defines all cross-sectional
characteristics needed at section 44.

11.3. Flow and water-surface height-values at section 43 and section 44 are defined. These values are applied
in equation 91. If the two sides of equation 91 are in close agreement, the solution for flow and water-
surface height is found. If not, a new water-surface height is selected at section 43 that will improve
the agreement and steps 11.1-11.3 are repeated.

4.2.7 Momentum Flux for Flow Over the Roadway

The momentum flux over the roadway enters into the simple momentum balance for the departure reach. It
is assumed that the horizontal momentum flux over the roadway enters the channel unaffected by gravitational
acceleration or flow resistance down the roadway embankment. When the flow over the roadway becomes a large
part of the total flow, the momentum flux must be considered. For moderate depths of flow over a roadway, the
depth is approximately critical depth when the flow is free of downstream effects. Assuming that the flow over the
roadway is critical results in the depth as

( Ci, . HBJ 1/3
y= , 92)

8

where C,,, is the weir coefficient and H is the head on the roadway (depth of flow relative to the minimum point
on the roadway embankment) utilized to compute the weir flow. The estimated momentum flux per unit width of
roadway, q,2/y, becomes

2
q, 173 .5/3
F =8 G, ©3)

where g, is the flow per unit width of roadway. The weir coefficient includes the effects of friction losses in the
approach and other factors. The flux per unit width is integrated along the roadway crest as the flow per unit width.
Additional details are provided in section 4.3.

When the flow over the roadway is submerged, equations 92 and 93 are not valid. The flow is no longer
approximately critical, and the flow is reduced from that given by the unit-width weir equation (equation 93). The
crest depth for submerged flow is estimated in FEQUTL assuming that the loss of energy from section 1 to the
roadway crest will be in the same proportion to the loss of energy from section 1 to section 43 as for incipient
submergence. In equation form this assumption becomes
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where
AE;; is the energy loss from section 1 to the roadway crest when the flow over the roadway is
submerged;
AE 43, is the energy loss from section 1 and 43 when the flow over the roadway is submerged;
AEy is the energy loss from section 1 to the roadway crest when the flow over the roadway is
free; and
AE 43; is the energy loss from section 1 to section 43 at incipient submergence of the free flow.
The loss ratio at incipient submergence is assumed to remain the same for submerged conditions in FEQUTL
computations. The specific energy at the roadway crest for submerged flow is computed and inverted to find the
crest depth for submerged flow. This crest depth is then used to estimate the momentum flux for submerged flow.
Assuming critical flow on the crest, the energy loss from section 1 to the roadway crest at free flow is

AE,,

= H-1.5y. 95)
Assuming that the roadway embankment height, P,, above the approach reach is about the same as its height above
the departure reach, the loss from section 1 to section 4 at incipient submergence is estimated from

2
—H-—r 96)

AE -
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where h; is the piezometric downstream head at incipient submergence measured from the roadway crest. The
energy loss from section 1 to section 43, AE143,, is given by equation 96 with kj, the downstream head at incipient
submergence, replaced by 4,, the downstream head causing submergence.

Several checks on the results for the submerged crest depth are performed in FEQUTL computations. The
loss ratio is given a minimum value of 0.005. Also, the crest depth computed for submerged flow is not permitted
to be less than the crest depth for free flow at the given upstream head.

The momentum flux over the roadway crest may not be a good estimate of the effective flux that enters the
control volume of the departure reach for the simple momentum balance. The pathway of flow over the roadway
entering the departure reach should be considered. Many rural and suburban roads do not have curbs and gutters.
Ditches adjacent to the roadway serve as drainage channels. A portion of the water flowing over a roadway at a
culvert crossing may be intercepted by the ditch on the downstream side of the road. This water is then delivered
to the departure reach of the culvert. This water enters the departure reach at approximately a right angle. There-
fore, the effective momentum flux in the downstream direction from the flow over the roadway is much smaller
than the momentum flux computed for the flow over the roadway. A fixed factor is included in FEQUTL as a
multiplier on the estimated momentum flux over the roadway to better estimate the effective flux for the simple
momentum balance used in the departure reach.

4.2.8 Special Losses

Culverts commonly are placed in a stream in a manner that departs markedly from the placement assumed
in the laboratory tests on which the loss estimates are based. For example, for reasons of simplicity, economy, or
physical restrictions, culverts commonly are placed so that the stream approaches the culvert perpendicular to the
barrel and makes a sharp right-angled bend immediately upstream from the culvert entrance. An input value,
APPLOS, is included in FEQUTL and is taken as a factor on the approach velocity head to represent additional
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losses. When the flow entering the culvert undergoes an expansion, the loss coefficients determined in laboratory
tests do not apply. The input value, APPEXP, is then applied as a factor on the velocity-head difference between
sections 1 and 2.

4.2,9 Summary of the CULVERT Command

This discussion of the CULVERT command contains a simplified outline of the steps in the solution process.
Many special conditions must be detected and addressed. One of the more difficult problems is convergence failure
at some point in the solution process. The process has many iterative solutions: steady-flow profiles, critical depth,
normal depth, inversion of specific energy, inversion of specific force, and others. A failure to converge could arise
from a user error, a program error, or an incorrectly selected path. Tests are included in the program code to distin-
guish these causes of convergence failure, but sometimes these causes cannot be determined in the tests. Only a
subset of all possible culverts can be computed with the CULVERT command.

Two common cases result in computational failure in the CULVERT command. One case where problems
arise is in computation of culvert-flow type 0. This flow type only should result at low flows when the culvert barrel
has a greater capacity than does the low-flow channel in the approach section. No transitions for type 0 flow are
provided in FEQUTL. If type O flow results for moderate to high flows, it is likely that the approach section is
invalid.

A related condition arises with flow over the road. All the flow in the culvert and over the roadway must pass
through the approach section. If the length of overflow for the roadway is too wide, culvert-flow type 0 will result.
Critical control at section 1 is assumed in culvert-flow type 0. For computation of flow over the roadway it is
assumed that critical control cannot result at section 1. These two assumptions conflict, and computational failure
or problems will result. The flow over the roadway is computed, if possible, as long as the flow is less than or equal
to the critical flow in section 1. This is done only to provide a result that can be interpreted. Flow over the road and
culvert-flow type 0 are not compatible. If culvert-flow type O results at moderate to high flows or with flow over
the road, then the representation of the culvert must be changed. Two alternative representations of the culvert are
possible.

The flow over the road can be computed separately from the flow in the culvert by applying the EMBANKQ
command (section 5.6). Calculation of the flow over the road with the CULVERT command is suppressed by spec-
ifying a high value for the elevation of the roadway crest. Two flow tables will be computed in FEQUTL: one for
flow over the road and the other for flow through the culvert barrel. These flow tables are then used in parallel in
FEQ to represent the culvert. Some of the interaction between the two flow paths is lost. However, this may be
applied if the flow over the road is at a distance from the culvert or if the flow over the road is large relative to the
flow through the culvert.

The other alternative for computing flow over the road and through the culvert is introduction of an explicit
expansion upstream from the culvert applying the EXPCON command (section 5.7). The approach section, which
is smaller than the culvert opening, is utilized as the upstream cross section for the expansion. A new approach
section, made large enough that the flow always contracts as it enters the culvert, is then utilized for the approach
section for the culvert and as the downstream section for the expansion. In the FEQ model, the expansion is
connected to the culvert with a short branch, usually only 1 or 2 ft long, with the new approach section of the culvert
defining the cross section for the branch.

Neither of these alternatives account for the lack of knowledge of the physics of flows expanding at a culvert.
However, these alternatives account for the problem of computational failure. Only a careful field check of the
cross sections can reveal if they are properly measured. Unless the culvert opening is partially blocked, a cross
section must be available that is larger than the culvert opening. If the culvert opening is partially blocked, then the
barrel cross section utilized is incorrect.
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4.3 Embankments and Weirs

Flow over embankment-shaped weirs as well as weirs of other shapes is computed in the FEQUTL command
EMBANKQ (section 5.6). The computations follow the principles developed and outlined in Hulsing (1967,

p. 26-27). The principles described in Hulsing are based on research reported by Kindsvater (1964). The procedure
applied in FEQUTL divides embankment-shaped weirs into two classes: weirs with paved surfaces and weirs with
gravel surfaces. The variation of the weir coefficient with flow conditions in each of these classes is further
subdivided into high-head and low-head cases. The boundary between high-head and low-head cases was set at
0.15 of the crest width of the embankment. The high-head weir coefficients vary with the ratio of piezometric
head to crest width, whereas the low-head weir coefficients vary with the piezometric head. In both cases, the
piezometric head is used in the weir equation. The work by Kindsvater (1964) indicated that the effect of embank-
ment height was rendered negligible if the piezometric head was used in the weir equation. Submergence-reduction
factors for both paved- and gravel-surface weirs are applied in FEQUTL. These factors are applied as functions of
the ratio of the piezometric tail-water head to the piezometric head on the crest.

Six tables, which may be electronically retrieved with FEQUTL as described in section 1.1, are included in
a file named EMBWEIR.TAB to represent embankment-shaped weirs. These tables contain the weir coefficients
for high-head and low-head flow and the submergence-reduction factors for weirs with paved surfaces and with
gravel surfaces. The values included in these tables were derived from the information in Hulsing (1967) and
Kindsvater (1964). The physical dimensions of the embankment-shaped weir are input by the user, and the appro-
priate coefficient tables are accessed to compute 2-D tables of types 6 and 13 for a user-specified range of upstream
heads and partial free drops.

The six tables described are listed as default table numbers in the input description for the EMBANKQ
command (section 5.6). If 2-D tables for other types of weirs (sharp crested, broad crested, or ogee shaped) are to
be computed, the user must input tables containing the weir coefficients for high-head and low-head flow and the
submergence-reduction factor using the FTABIN command (section 5.13). These tables are referenced in the
EMBANKQ command (section 5.6).

The weir crest is assumed to be level in the typical weir equation. This is rarely true for the profile of a road-
way crest as illustrated in figure 18 (in section 5.6). Integration of the unit-width weir equation is applied in
EMBANKAQ to account for the possibility that the weir crest is not horizontal. Horton (1907, p. 57), in his summary
of weir formulas and coefficients, recommended this procedure. Brater and King (1976, p. 5-16) showed that the
equation resulting from the integration of the unit-width weir equation gives a close approximation to the flow for
a triangular, sharp-crested weir (V-notch weir). A single equation represents a wide range of experiments and
angles of notch within 5 percent. Therefore, integration along an embankment crest much less sharply inclined than
a V-notch weir should produce useful results.

The user must specify the elevation of the crest, the width of the crest in the direction of flow, the elevation
of the approach surface to the weir, and the nature of the crest surface (PAVED or GRAVEL) for each of a series
of locations along the weir crest perpendicular to the flow as shown in figure 18 and described in detail in sections
5.5 and 5.6. These values are then a function of the offset distance, s, along the weir crest measured from some
convenient reference point. The elevation of the approach surface is needed to define the height of the weir crest
to compute the velocity head of approach.

The unit-width discharge over a weir, g,,, is computed in the EMBANKQ command as

,(5)
4, () = feylh, (s)/W(s)1H(s) f[ )] o7)

for the high-head range, and

10
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for the low-head range,
where
W(s) is the crest width represented at the local offset s;
fcr is the function that gives the weir discharge coefficient for low-head flow;
fcrQ is the function that gives the weir discharge coefficient for high-head flow;
H is the piezometric head on the weir;
h,, is the piezometric head on the weir;
h, is the downstream head causing flow submergence at a weir; and
£50 is the submergence function.
The total flow at a given upstream water-surface elevation, Q,,(z,,), is

2 (2)

0, () = [} 4y (9ds. ©9)

where s; and sg give the limits of integration that depend on the water-surface elevation, z,,. Equation 99 does

not include the case of two or more separate paths for flow over the roadway, but the generalization to that case

is straightforward. Equation 99 can be applied to each path and the results summed to obtain the total flow.

Hulsing (1967) indicated that the width to use for defining flow over the roadway is difficult to define and recom-

mended that five-sixths of the maximum piezometric head be used to define the level that establishes the limits of

flow. This approximation is not applied in the EMBANKQ command. Instead, the water-surface elevation is
projected to the weir crest to define the limits of integration. This approach produces good results for V-notch weirs
up to a central angle of 120 degrees. No data are available to check the results for smaller slopes. It is clear that the
wetted width of the roadway will be narrower than the width obtained by projecting the upstream water-surface
elevation to the crest. However, it is not clear what the limits of integration should be. Careful measurements on
large-scale inclined weirs are needed to draw conclusions on this matter. The typical slopes along roads are small.

Although the difference in integration widths obtained from the two assumptions may be substantial, the differ-

ences in flow may not be substaintial. The piezometric head on the weir crest in the region where the integration

limits differ will be relatively small. Thus, the total contribution of flow from these regions of the crest to total flow
will be small.

The integral in equation 99 is approximated on the basis of Simpson’s Rule. Simpson’s Rule is applied to
each line segment defined by the successive points along the weir crest. The weir crest is assumed to vary linearly
between adjacent points. Thus, for each line segment, the flow per unit width is computed at three points: at each
end and at the midpoint. The velocity head of approach is computed for each point and results from the unit width
of flow over the weir at that point alone. This deviates from the typical practice for flow over weirs wherein a global
velocity head is used. This means that the velocity head is not a constant along the weir crest and may vary from
point to point. This gives a more realistic representation of the flow field approaching the weir when flow over the
flood plain is present than the constant-velocity-head approximation. If a crest segment is very long with a large
change in elevation between the two ends, it may be necessary to subdivide this segment for computational
accuracy in Simpson’s Rule.

The free flow and a range of submerged flows are computed for a series of upstream maximum piezometric
heads defined by the user. The maximum piezometric head is computed from the water-surface elevation to the
point of minimum crest elevation. Given these values and the six function tables defining the weir characteristics,
the following steps are applied to compute the values.

1. The upstream water-surface elevation is computed for the current maximum piezometric head.

2. The line segments that compose the weir crest are scanned.

3. For each line segment completely submerged, the unit-width flow rate is computed as defined above for the
particular head range and surface class for each end and for the midpoint of the segment. If culvert computa-
tions are involved, the various flux terms also are computed applying the same rule for integration.

4. For each partly submerged line segment, the intersection point with the water surface is located, and the flux
terms defined in step 3 are computed for the truncated line segment.
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5. Simpson’s Rule is applied to approximate the integral in equation 99 over the line segment.

6. The line-segment values are summed to obtain the free-flow values at the given upstream water-surface
elevation.

7. The drop to the downstream water-surface elevation at the free-flow limit is computed if the submergence func-
tions have been given. If not, the free-flow result is placed in a function table of type 2, and the next maximum
upstream piezometric head given by the user is evaluated.

8. For each of a series of partial free drops defined by user-input values, the submerged flows over the weir are
computed in a manner analogous to that for free flow.

9. The results are placed in a 2-D table of type 13, and the next maximum upstream piezometric head given by the
user is evaluated.

4.4 Closed Conduits

Closed conduits for large storm sewers or culverts that are too long to simulate with the CULVERT
command must be simulated in FEQ. The equations governing the flow change when the free surface in the
conduit disappears as the conduit flows full. To circumvent this problem, a hypothetical slot is introduced at the
top of the closed conduit in FEQ simulation, as in many other unsteady-flow modeling systems. This is called the
Preissmann (1961) slot. Pressurized flow may then be represented by a hypothetical free-surface flow in the slotted
pipe. The cross section then resembles a thermometer bulb with the stem of the thermometer being very narrow
relative to the size of the bulb. The slot is made as high as needed to prevent water from flowing out of the slot.

A free surface is maintained at all times in this hypothetical slot. Consequently, the governing equations for
unsteady flow can remain the same as for flow in a branch. Furthermore, the small width of the slot causes the wave
celerity to increase to a large value. For rigorous analysis the slot could be sized to approximate the speed of an
abrupt pressure wave in the conduit. However, this is rarely needed; in any case, the estimation of the speed of a
water-hammer wave in a storm sewer is difficult. The width should be made small so that the area of flow is not
greatly increased for the expected surcharge levels. High levels of surcharge in small conduits should be avoided.
The approximations inherent in this approach to flow in closed conduits are not meant for the pressures encoun-
tered in a typical water-distribution network. However, substantial levels of surcharge can probably be represented
for large storm sewers.

Details of the hydraulic characteristics of a closed conduit are not directly utilized in FEQ simulation
because only cross-section function tables are required in FEQ simulation. Therefore, three commands for
computing cross-section function tables representing closed conduits are provided in FEQUTL. In the simplest
command, SEWER (section 5.19), a cross-section function table is computed for a single circular pipe. In the next
most simple command, MULPIPES (section 5.17), a cross-section function table is computed for one or more
circular conduits. Finally, in the most general command, MULCON (section 5.16), a cross-section function table
is computed for one or more circular, elliptical, pipe-arch, or box-shaped conduits. For two or more conduits, the
hydraulic characteristics at a given water-surface elevation are aggregated in MULPIPES and MULCON.

In the commands for computing cross-section function tables for closed conduits, the basic definition of the
shape is utilized to compute a polygonal approximation to that shape. In the SEWER and MULPIPES commands,
the user specifies the number of sides utilized in the polygon. The number of sides in the polygonal approximations
in MULCON is fixed in FEQUTL. The polygon is computed such that the full flow area of the shape is matched.
The polygonal description then becomes the same in form as that used in the commands FEQX or FEQXEXT
described in section 3. The internally generated description is then processed in the same way as a polygonal
description given by the user. A polygon of 20 or more sides approximates the shape of the conduit more precisely
than the manufacturing tolerances allowed for the shape. Therefore, the use of a polygonal approximation intro-
duces no additional errors.

The combination of conduits or culvert barrels of different shapes and sizes into a single cross-section
function table should be done with care. If the sizes differ too much or if the invert elevations are significantly
different, then the conduits should not be combined into one function table. Two or more flow paths should be
utilized to represent the flow in such a conduit system. Each flow path would then consist of a set of conduits
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comparable in size and invert elevation. If this is not done, a major distortion of the flow in the conduit system may
result.

The commands for computing cross-section function tables for closed conduits are applied to compute the
descriptions of culvert barrels as well as for storm sewers. Relatively large amounts of sediment may accumulate
in the bottom of a culvert barrel. In some cases, this sediment remains even during floodflows. Therefore, an
optional specification of a mud line in a conduit is provided in FEQUTL. This mud line can have a roughness value
that differs from the wall of the conduit. A wetted-perimeter averaged roughness is computed for each conduit. For
multiple conduits, the conveyance for each conduit is computed separately and then the total conveyance corre-
sponding to a given water-surface elevation is summed for all conduits.

4.5 Generalized Ritter Dam-Break Solution

A generalization of the Ritter (1892) solution for the peak outflow following the instantaneous failure of a
dam is computed with the GRITTER command (section 5.14). The reservoir cross section is assumed to be
prismatic, horizontal, and frictionless. Furthermore, there can be an initial flow in the reservoir, and the cross
section of the failure site need not match the cross section of the reservoir. Although restrictive, the assumptions
for the generalized solution allow reasonable estimates to be made of the peak flows that are physically possible
as a result of a variety of failures. These estimates can be used to assess the reasonableness of the results obtained
through solution of the dam-break problem using the options available in FEQ.

The generalization to a nonrectangular channel cross section involves the introduction of the Escoffier stage
variable, m, defined as

o) = fi- <§1>dy1’ (100)

where

(1) is the flood-wave celerity at height y,, /gA OP/THy s

A(y;) 1s the flow area at height y;; and

T(y;) 1s the top width of the water surface at height y,.
The Escoffier stage variable transforms the characteristic form of the governing equations into a convenient form
for solution. The details of this transformation and a derivation of the solution are presented in Franz (1977). The
solution for the relation between the water-surface height and velocity at the dam site after the failure is

o (101)

Vp+o = VD1 + 0

where
Vp is the velocity at the dam site after the failure;
o is the Escoffier stage variable at the dam site after the failure; and
the subscript 1 denotes the corresponding values at the dam site before the failure.

Equation 101 contains two unknowns: water-surface height and water velocity at the dam site after the failure. If
the dam fails completely and the cross section at the dam is identical to the cross section in the reservoir, the Ritter
solution indicates that the flow at the dam site is critical. Thus, it is reasonable, as confirmed by test results, to
assume that the flow at the dam site will be critical for a partial failure with perhaps some allowance made for the
associated contraction losses. The critical-flow relation at the dam site for the dam breach provides another equa-
tion relating the velocity to water-surface height at the dam site in the reservoir cross section. Thus, a function,
fpB(»), is defined that yields the flow through the breach for each water-surface height in the reservoir. The water-
surface height in the reservoir is not the same as the water-surface height in the breach if the breach is partial.
Therefore, fpp(y) gives the critical flow in the breach for the corresponding water-surface heights in the reservoir.
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In these calculations, it is assumed that the distance between the breach and the upstream point in the reservoir is
a small part of the length of the reservoir and that the application of a steady-flow relation will not appreciably
affect the results.

The depth and velocity in the reservoir at the dam site must be the same for both equation 101 and for fpg(y).
Therefore, fpp(y)/A(y) is substituted for Vp, in equation 101 to yield the governing equation for the generalized
Ritter solution as

fDB »
A

+o(y) = VD1+0)1. (102)

A modified false-position technique is applied to solve equation 102.

The command CRITQ (section 5.4) is designed to compute the function fpg(y), consistent with
equations 100-102. The Escoffier stage variable is internally computed and interpolated in GRITTER by applying
the following approximation to the integral in equation 100 over each tabulation interval in the cross-section table
for the approach section

2g(b,-a))
8 i i
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where g; and b; represent the limits of a tabulation interval in the cross-section table. This approximation is exact

for rectangular, triangular, and parabolic cross sections as well as for any cross section that has a linear variation
of hydraulic depth (A/T) with the maximum depth in the cross section.

4.6 Critical-Flow Function

A critical-flow function is computed for the GRITTER command (section 5.14) or for a critical-flow
boundary in FEQ with the CRITQ (section 5.4) command. The critical-flow function needed for the GRITTER
command must be computed assuming that the velocity distribution in a cross section is uniform to be consistent
with the governing equations applied in the generalized Ritter solution to the dam-break problem. This is obtained
by using cross-section tables with no critical-flow tabulations. If critical flow is tabulated in the table, the tabulated
critical flow will be utilized in CRITQ. However, in most cases, the tabulated critical flow in the table will include
the effect of nonuniform velocity distribution. This is inconsistent with the governing equation applied in the
generalized Ritter dam-break solution.

Two cross sections are given for the computation of the critical-flow function. One is the cross section of the
stream channel upstream from a constricted cross section. This section is called the approach section. The con-
stricted cross section, the second cross section included in CRITQ, must have a bottom elevation that is equal to
or greater than the bottom elevation of the approach cross section. Also, the constricted section must be no larger
than the approach cross section at any point. The water-surface height in the approach cross section corresponding
to critical flow in the constricted cross section is computed for each tabulated water-surface height in the con-
stricted cross section. The user assigns a discharge coefficient as an estimate of the contraction losses that may
result in the flow through the constriction.

The flow and head in the critical-flow table are computed as follows. For each nonzero water-surface height
in the cross-section table for the constricted section, the critical-flow rate is selected from the table if tabulated, or
is computed if not tabulated applying
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where
Q. is the critical-flow rate at critical depth, y,;
A, is the flow area at critical depth; and
T, is the top width of the water surface at critical depth.
Given the critical-flow rate at each water-surface height in the constricted section, the water-surface height
in the approach cross section required to produce this flow is computed by applying an energy balance between the
approach section and the constricted section, and the following equation is solved for y, as
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where z, and z, are the bottom elevations of the approach and constricted section, respectively. The coefficient
a

of discharge, Cy., ;s 1.0 if no losses result. A coefficient of discharge less than 1.0 implies a loss ( 1/ C¢21 e l)of
the velocity head in the constriction. Values of C,. close to 1.0 are reasonable because the losses in contracting
flows are generally small. The approaching flow must be subcritical for a meaningful solution to result. A subcrit-
ical solution is sought and an error is reported in FEQUTL if a subcritical solution cannot be calculated. A subcrit-
ical solution will result if the constricted section is restrictive at all depths. The tabulation interval in the constricted
cross-section table should be small, especially at small depths, if accurate interpolation is to be obtained in the
resulting critical-flow table. The DZLIM (section 5.1) value in FEQUTL can be used to force a small interval for
this table.

The maximum water-surface elevation in the approach cross-section table must be higher than the maximum
water-surface elevation in the constricted cross-section table. The water-surface elevation and the corresponding
water-surface height in the approach section are computed for assumed critical flow at each nonzero water-surface
height tabulated in the cross-section table for the constricted section. Because the flow is contracting, the water-
surface elevation in the approach section will always be equal to or greater than the water-surface elevation in the
constricted section.

4.7 Floodway Delineation

Determining the boundaries of a regulatory floodway is difficult because, although the floodway definition
is simple, the floodway may be established in many ways. The floodway is that portion of the available flow cross
section that cannot be obstructed without causing an increase in the water-surface elevations resulting from a flood
with a 100-year average return period of more than a given amount. The Federal Emergency Management Agency
(1995, p. 5-3) establishes the amount to be 1.0 ft, but States can require a smaller amount of increase and, as an
example, the State of Illinois requires that the increase be 0.1 ft or less. This definition allows great freedom in the
establishment of the actual boundaries of the floodway.

Various auxiliary requirements have been imposed in FEQUTL to more closely define the floodway. The
main flow channel, if such can be defined, is generally required to be in the floodway. Thus, the hypothetical
obstruction must not affect the lower flows in the stream. Furthermore, the obstruction usually is allocated between
the left and right banks of the flood plain so as to reduce the hydraulic capacity of each by about the same amount.
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Cases can result where only one streambank includes a flood plain, and then all the obstruction must be placed on

only one side of the main channel. In other cases, the total capacity of one side of the flood plain may be inadequate

for the planned reduction in capacity, and the other side must then have a greater reduction. A mixture of hydraulics
and regulatory convenience combine to provide the tools and rules for establishing the boundaries of a regulatory
floodway.

The loss of capacity for flow is computed in terms of conveyance, but a hydraulic problem is immediately
encountered. Conveyance is an aggregate quantity that can only be computed meaningfully for complete channels
or subdivisions of a channel with a shape such that the hydraulic radius properly reflects the frictional characteris-
tics of the channel boundary. Thus, for the typical natural channel with a flood plain on the right and left, three
subchannels are present: left overbank, main channel, and right overbank. A value of conveyance may be com-
puted for each subchannel, and then the three subchannel conveyances are added to estimate the conveyance of the
entire cross section. The manner in which the subchannels are defined is subject to some uncertainty, as is the best
way to treat the interactions across the hypothetical boundaries between the main channel and the flood-plain
channels. The hypothetical boundaries are assumed to be vertical and frictionless in most steady-flow and
unsteady-flow models. Thus, no interaction is computed between the flow in the main channel and the flood-plain
channels. Flow interaction does happen in nature, but the approximation is simple and no convenient, well-
established alternative is available. More complex assumptions have been developed from laboratory studies, but
too few field studies have been completed to make conclusions concerning the validity of the assumptions.

To compute a trial floodway, a rule of equal reduction of conveyance on the left and right of the channel is
applied in FEQUTL by using the following steps.

1. For the water-surface elevation corresponding to the 100-year flood, the conveyance in the current cross section
is computed. This is the reference conveyance.

2. A target conveyance for the cross section is computed for the placement of the right-hand encroachment. For
example, if the total reduction in conveyance is set at 10 percent, then 5 percent of the conveyance will be
removed on the right-hand side of the cross section. This means that 95 percent of the reference capacity will
be available after the right-hand encroachment is in place when the water surface is at the 100-year flood
elevation.

3. A vertical frictional wall is placed on the right-hand flood plain such that the target capacity of the remaining
channel is obtained. The Manning’s n of the boundary of the cross section where the wall is located is assigned
to the wall. In the present example, this wall would be placed so that the conveyance in the cross section, when
encroached only from the right, would be 95 percent of the reference conveyance.

4. A vertical frictional wall is placed on the left-hand flood plain such that the cross section has the desired target
capacity. In the present example, the conveyance of the cross section, as encroached upon from both left and
right flood plains, is 90 percent of the reference conveyance.

In some cases, the introduction of the vertical wall may lead to a slight increase in the conveyance because,
for the shallow flows on the flood plain, it is possible to reduce the wetted perimeter more rapidly than the area,
resulting in an increase in the conveyance. However, as the wall encroaches more and more of the cross section,
the conveyance will be reduced. Also, the conveyance of the parts of the channel that have been cut off by the
encroaching wall will not be the same on each side of the channel, nor will they be exactly the desired value. This
problem cannot be remedied because conveyance is really an aggregate quantity, and estimates of the conveyance
of a small part of the cross section are only rough approximations.

Another type of problem in the determination of a floodway is that the concept of a floodway, at least as
implemented in practice, is unequivocally a steady-flow concept. A floodway is defined in terms of the reduction
in flow capacity only, and any changes in storage are ignored. This greatly simplifies the analysis and may be
adequate in many cases. The true efficacy of this simplification is unknown because no detailed study of the effects
of storage change has been completed. The steady-flow concept is simple because a unique meaning can be
assigned to the average 100-year return-period flow, and all that is required for a steady-flow analysis is a flow rate.
However, for unsteady-flow analysis, further requirements include one or more hydrographs to determine the
water-surface elevation that will be exceeded on the average only once in 100 years. In principle, no single hydro-
graph can be utilized to determine the 100-year water-surface elevations everywhere in the watershed. The
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assumption made in the steady-flow analysis is that the flows used represent all possible flow interactions; there-
fore, a simple analysis can be made. The problem in unsteady-flow analysis is that it is unlikely that an observed
hydrograph is available for which the peak or volume approaches a reasonable range for the 100-year flood level.

The logistical aspects of applying FEQUTL and FEQ to define a floodway are now considered. The shape
of the cross section is not considered in FEQ. The shape and size of the cross section are only considered in
FEQUTL. Only a table of the cross-sectional characteristics for the entire section as a function of the maximum
depth in the section is considered in FEQ simulation. Thus, an encroachment into the channel can only be defined
with any precision in FEQUTL. Two sets of function tables must be input to FEQ: one set for the stream channel
without a floodway and another set for the stream channel with a floodway. Furthermore, FEQUTL must be run
for each change in the floodway. Therefore, the user should develop a structure of files that will simplify these
operations.

All function tables that do not represent cross sections should be placed in one or more files distinct from the
cross-section tables. Also, all the bridge and culvert definitions and the associated cross sections should be in
distinct files so they can be run separately. Finally, the remaining cross sections not related to bridges should be in
a distinct file. Any closed-conduit sections should also be in distinct files because these will not be involved in
floodway changes. Thus, five or six files of input to FEQUTL and the same number of output files containing the
function tables for use as input to FEQ may be needed. A well-thought-out naming convention should be estab-
lished to keep track of the various files. Directory structure also is important for keeping track of the files.

The floodway specification, described in section 5.12, was designed to eliminate the need for making
changes to the cross-section descriptions. Thus, the floodway specification consists of a table, with one line in the
table used for each cross section to be modified, giving (1) a description of the method to apply in defining the
floodway and (2) key items of information required to implement that method. The table number of the cross-
section description is utilized to associate the floodway information with the cross-section description. If no flood-
way information is given in the floodway table for a cross section that appears in the subsequent input, then the
cross-section table is computed unchanged. Conversely, floodway information given in the floodway table for a
cross section not in the subsequent input is read in FEQUTL but not used. Thus, only those tables for which flood-
way information is given and that also appear in the subsequent input are changed. However, the complete input
should always be processed to simplify the bookkeeping for files because the time taken in FEQUTL computations
of the function tables is minimal.

The floodway table is stored in a distinct file and is referenced with the FLOODWAY command. In this way,
only one copy of the floodway table is needed for a stream system. This reduces errors and helps maintain consis-
tency. Only two lines must be added to the input files for FEQUTL to invoke the floodway option. Details for the
floodway table and the FLOODWAY command are given in section 5.12.

Once the modified set of cross-section tables has been computed and the input to FEQ modified to reference
the file containing the modified tables, FEQ can be run with the flood hydrograph or hydrographs selected for defin-
ing the floodway. It is unlikely that the first trial to determine floodway limits will be successful. The maximum
values for water-surface elevation from FEQ simulation need to be reviewed, and adjustments should be made in
the floodway table accordingly. A revised set of modified cross-section tables are then computed and the process
is repeated. The process is usually started with a floodway defined in steady-flow analysis. This gives an immediate
indication of the significance of the loss in flood-plain storage because steady-flow analysis does not include
storage effects, whereas the initial unsteady-flow simulation includes storage effects.

If the cross sections close to bridges and culverts are extensively modified, the flow tables for these structures
may need to be recomputed. This complication results because in FEQ simulation the hydraulic characteristics of
certain structures must be precomputed to avoid the time and the potential for computational failure of computing
them “on the fly” together with the flow computations in the branches. The large number of culverts and bridges
in streams in urban areas requires that they be represented carefully to develop a meaningful and useful model of
the stream system. The effect of these structures and their mutual interaction on the floodway may be more impor-
tant than the representation of the branches.
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4.8 Underflow Gates

The flows through a sluice gate or a tainter gate are approximated in FEQUTL by computing a series of 2 D
tables: one table for each of a series of gate openings. When the gate opening is fixed, the flow is defined for given
upstream and downstream water-surface elevations. The 2-D tables are of type 13. This requires that a drop is
present from the upstream water surface to the downstream water surface. This should be applicable in most cases.
These tables are computed in the UFGATE command (section 5.20). A 1-D table of type 15 is used to store the
gate openings and the corresponding table numbers for the 2-D tables. Thus, a 3-D table look-up is done in FEQ
simulation to define the hydraulics of a sluice or tainter gate.

A sketch of the cross sections used to define the gate and its approach and departure channels is shown in
figure 15. A sketch of the various flow conditions that may result for an underflow gate at a fixed gate opening is
shown in figure 16. The flow through the gate is zero when the piezometric head at section 1 is the same as the
piezometric head at section 4. The flow is grouped into four classes or conditions as identified in Fisk (1988):
free and submerged orifice and weir flows. Free-orifice flow (FO) results when flow in contact with the gate lip is
unaffected by downstream water level. Free-weir flow (FW) results whenever the gate lip is free of the water
surface and the flow is unaffected by downstream water levels. The transition between the two flow conditions
results when the upstream piezometric head at section 1 exceeds the gate-lip elevation enough to raise the water at
section 2 to the gate lip. The boundary between these two flow conditions is shown as a vertical dashed line in
figure 16. If the piezometric head at section 1 is held at a fixed value and the downstream water-surface elevation
at section 4 is increased enough, the flow through the gate will be submerged. If the gate lip is in contact with the
water, the flow condition is denoted as submerged orifice (SO). If the gate lip is free and subcritical flow is present
at the weir, the flow condition is denoted as submerged weir (SW). The regions for these flow conditions are shown
in figure 16 with the boundaries between regions represented by dashed lines. The assumptions made in the anal-
ysis applied in FEQUTL result in the transitions as shown in figure 16. The boundaries between the four regions
meet at a single point.

The key assumptions, not including the 1-D flow assumption, made in the analysis of underflow gates are as
follows.

1. The departure channel, from section 3 to section 4 in figure 15, is assumed to be horizontal and prismatic so that
a simple momentum balance can be used to estimate the submergence of the flow through the gate openings.
This assumption has been used with reasonable success by Henry (1950) and Rao and Rajaratnam (1963).

2. Atleast a small contraction in the flow area between the approach section (section 1) and the gate openings is
always present. Generally, the appurtenances needed for the mounting and movement of the gates make this
necessary. This means that the flow is contracting as it moves from section 1 to section 2 even if the gates are
raised to the maximum position and are not in contact with the water.

3. The floor of the departure reach is at or below the floor of the approach reach. If a step is present, it is as shown
in figure 15.

4. Submergence of the flow through the gate begins as soon as the estimated depth at the point of minimum con-
traction of the emerging jet is exceeded by the water-surface elevation at section 3. Sections 2 and 3 are taken
at essentially the same point with section 2 describing the emerging jet and section 3 describing the conditions
at the upstream end of the departure reach.

5. The size of the emerging jet is approximately the same in both free-flow and submerged-flow conditions. For
cases of orifice flow, the jet size is given by C,h,, Where C, is a contraction coefficient and h, is the gate
opening. This is not always true, but utilization of this assumption for underflow gates by Henry (1950),
Toch (1955), and Elevatorski (1958) produced good results.

6. FW flow is computed assuming that critical flow results in the gate opening. This avoids the need for estimating
a weir coefficient for this condition.

7. The submergence of the flow for both FO and FW conditions is computed based on a simple momentum
balance. Smooth transitions between different flow conditions may be obtained with a simple momentum
balance.

8. The coefficient of contraction for sluice gates is a function of the ratio of the gate opening to the approach
piezometric head, called the gate-opening ratio. The coefficient of contraction for tainter (radial) gates is
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taken to be a function of the angle that the upstream face of the gate lip makes with the horizontal plane
(Toch, 1955).
9. Transitions between the flow classes are smoothed by varying the contraction coefficient from the value of 1.0

at the weir-flow (FW or SW) limit when the water just touches the gate lip to the contraction-coefficient value
for orifice flow (FO or SO). The smoothing takes place over the interval ks, to kg + Ryghy = hygon,

where hyg,,, gives the upper limit for piezometric head at section 1 for FW flow; k) gives the lower limit
of FO flow with a standard coefficient of contraction; and Ry, is the fraction of the gate opening width over
which the transition in contraction coefficient is applied. The variation is taken to be linear as a function of
the head at section 1. In addition, C_, is 1.0 for the small region of SO flow that is above the SW flow region
between hp = hgand hPl = hyfyy in figure 16. The user controls the abruptness of the transition by selection

1
of the value of Ry,.

4.8.1 Free-Orifice Flow

Utilizing a simple energy relation between sections 1 and 2 and allowing for some loss of energy with a
discharge coefficient, Cyy,, yields the governing equation for FO flow

2 2
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where B, is the width of the gate opening; and z; is the elevation of the channel bottom at a section j. The arguments
for area, contraction coefficient, and other factors have been omitted to simplify the notation. Solution of equation
106 for the flow gives
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as the definition of FO flow.

4.8.2 Free-Weir Flow

In order to maintain a smooth transition between FO flow and FW flow, an equation similar to equation 106
is applied with the assumption of critical flow at section 2 to define FW flow as

2 2
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and
Q = y,B,,/8y,, (109)
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where Cgg, is the discharge coefficient for FW flow. Substituting for flow in equation 108 with that from
equation 109 gives

332
0.5 Y2 g _
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as the nonlinear equation in the unknown water-surface height at section 2. Equation 110 is solved iteratively for
¥, and then the flow through the sluice opening is defined by equation 109.

4.8.3 Submerged-Orifice Flow

Two equations are required to define SO flow: an energy equation analogous to equation 106 and a simple
momentum balance. The energy equation is

2 2
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where Cyq, is the discharge coefficient for SO flow. The water-surface height at section 3 replaces the piezometric
level for the emerging jet, but the velocity head is given by the velocity of the jet, assuming it is close to the value
that would have resulted had the jet not been submerged. The simple momentum balance is

2 2
_Q . Q
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where the arguments of the first moment of area about the water surface, J, have been shown explicitly. This equa-
tion is applied for two purposes. In the first application, the drop between sections 1 and 4 at the free-flow limit for
FO flow is defined. In this application, there is only one unknown, y,. The flow is defined in the FO equation for

the given upstream water-surface elevation at section 1. In the second application, equations 111 and 112 are solved
simultaneously to define the flow and the submergence level, y3, when the flows for partial free drops are computed
for a given value of y;.

4.8.4 Submerged-Weir Flow

The energy equation for SW flow is

2 2
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where Az is z, — 2z, , and Cyq,, is the discharge coefficient for SW flow. The corresponding momentum equation is
3742 dsw g ponding
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Equation 114 also is applied for the same two purposes as equation 112 in the case of SO flow.

4.8.5 Outline of Solution Process for Underflow Gates

For each of a given series of gate openings, the free and submerged flows must be computed for user-
specified series of upstream water-surface elevations and partial free drops (that specify the downstream water-
surface elevations). For a given gate opening, the following steps summarize the solution process.

1. The limiting upstream water-surface height for FW flow, y4,, is determined for the gate opening. The FW flow
is assumed to just touch the gate lip, that is, y, = he. The upstream water level required to produce the FW
flow is computed from equation 108. The right-hand side (RHS) of equation 108 is known if y, = hg. Thus,
the specific energy on the left-hand side may be used to compute the subcritical value of upstream water-
surface height, yy5,. This water-surface height at section 1 defines A y,,,;. The lower limit for FO flow, Az,
is computed from hyp,,; and k. If all gate openings have been evaluated, the computations are complete.

2. The free flow for the current upstream water-surface height, y, is determined if any upstream water-surface
heights must still be evaluated. If y; <y, fivs the FW flow is computed for that level. If not, the FO flow is
computed for the current upstream water-surface height. The free weir or orifice flow is denoted as Oy If no
upstream water levels remain to be evaluated, the procedure returns to step 1.

2.1. If the upstream water-surface elevation exceeds the elevation of the gate lip (y; + 21 > hg + 25), SW flow
will transition to SO flow. At the limiting downstream water-surface-height level for SW flow, yy;,,»
the water just touches the gate lip from downstream. The flow rate for this condition is computed with
equation 113 with y3=hgy + z,-z;.

2.2. The limiting downstream water-surface height for SW flow, yy,,, is calculated by solving equation 114
for the tail-water level, applying the value of y; and flow determined in step 2.1.

3. The downstream water-surface height at the free-flow limit, 4 is determined. If the flow is FW, then
equation 114 is applied to find y,r when the flow is Qrand the water-surface elevation at section 3 matches
the water-surface elevation at critical flow at section 2. Otherwise, y4ris computed with equation 112 under
the same conditions of matching water levels at sections 2 and 3.

4. The next downstream water-surface height, y,, for submerged flow is computed. This is done on the basis of
distributing the partial free drops according to parameters supplied by the user. The downstream water-
surface height varies from the free-flow limit to equality with the water-surface elevation at section 1.

5. If the flow is FO, the solution procedure moves to step 7; otherwise, this step is done. For FW flow, the
submerged flow may be SW but may transition to SO if the current upstream water-surface elevation is above
the gate opening. If y; + z; > hg + 25, then steps 5.1 and 5.2 are done; otherwise, step 6 is done.

5.1 Ifys > y44,» the submerged flow is SO. The SO flow is computed applying equations 111 and 112.
C,, 1s interpolated as needed to make the transition at the boundary smooth.

5.2 If yq < yu4,, the submerged flow is SW. The SW flow is computed applying equations 113 and 114.
The procedure returns to step 4 for the next downstream water-surface height and the computations
continue.

6. For this case, the FW flow can only transition to SW flow for a constant upstream water-surface elevation. The
SW flow is computed applying equations 113 and 114. The procedure returns to step 4 for the next down-
stream water-surface height and the computations continue.

7. FO flow can only transition to SO flow for a constant upstream water-surface elevation. The SO flow is com-
puted applying equations 111 and 112. The procedure returns to step 4 for the next downstream water-surface
height and the computations continue.

This outline of the solution process suppresses the details of storing the flows and the proper water-surface
elevations in the 2-D tables. The computations are extensive, and many of the equations must be solved using an
iterative process such as Newton’s method or the method of false position. If 5 gate openings and 15 upstream
water-surface elevations are considered, and 15 flows are computed for each upstream water-surface elevation,
then 1,125 values of flow must be computed with the UFGATE command (section 5.20).

Precise definitions of the point of transition between the flow regions in figure 16 are used in the solution
procedure. These transitions are not precise when observed in the field. The level of submergence of the emerging
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jet required to affect the flow during FO flow is unclear. The pressure distribution at small levels of submergence
of the jet is not hydrostatic. If accurate field measurements are available to define this transition, then the procedure
can be modified to more accurately define the point of transition. It also is assumed in the transitions from weir
flow that the critical depth, as computed from 1-D flow theory, defines the contact with the gate lip. This probably
is not true. Streamline curvature as the water approaches the gate opening will cause the pressure distribution in
the flow to deviate from hydrostatic. The water surface will be strongly curved, and detailed knowledge of the gate
arrangement is needed to define the actual point of contact. It also is possible that the point of transition from FW
to FO may differ from the point of transition from FO to FW. The point of transition may depend on the direction
of movement of the water surface. Only careful measurements in the laboratory or field can refine the assumptions
applied here.

4.8.6 Interpolation for Flows at Nontabulated Gate Openings

Interpolation between tables of type 13 must be done to define the flows at gate openings that fall between
the gate openings selected for the 2-D tables placed in the table of type 15. Straightforward linear interpolation on
the gate opening results in large errors when the flow class changes within the interval of interpolation. As an
example, if tables of type 13 have been computed at gate openings of 2 and 3 ft, it is possible that interpolation at
an opening of 2.5 ft would indicate FO flow in the table for the 2-ft opening and FW flow in the table for the 3-ft
opening. A means to develop, conceptually at least, an intermediate table complete with flow boundaries, com-
puted from the tables below it and above it in gate-opening sequence, is needed.

The approach for this interpolation is developed from a special case of the governing equations. In this
special case the bottom elevation at all the key sections is the same (z; = zp = z3 = z4). Further, it is assumed that
the approach and departure sections are rectangular, that the contraction coefficient is at most a function of the
piezometric head at section 1 relative to the gate opening, and that o; = B4 = 1. The gate-opening Froude number
for orifice flow, Fy, is approximated as

2
F = Q3 - (115)
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Applying this Froude number to describe the flow transforms the governing equation for FO flow to
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where itl =h b / hg , I§1 =B,/ Bg ,and Bj is the channel width at section 1. In this form, the gate-opening Froude
1
number is constant if the gate-relative head at section 1 is a constant.

The conservation of energy equation for SO flow then becomes

~ F2 - F2
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and the conservation of momentum equation becomes
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The symbols with the tilde are taken relative to the corresponding dimension of the gate opening. These equations
indicate that the gate-opening Froude number is a constant if the gate-opening relative heads at sections 1 and 4
are held fixed.

If all sluice gates were accurately described with the simplifying assumptions, then only one table of type 13
would be needed to represent the flows for all nonzero gate openings. This also implies that the boundaries between
different flow classes, expressed relative to the gate opening, would be constant. Most sluice gates only approxi-
mately satisfy these simplifying assumptions. The approach and departure sections are only approximately
rectangular. Also, the bottom elevations are frequently not all the same. A gate sill may be used to raise the gate
opening above the bottom of the approach channel. Furthermore, it is often true that the bottom of the departure
channel may be below the gate opening to help stabilize the hydraulic jump. These deviations from the simplifying
assumptions cause (1) the gate-opening Froude number to vary slightly even when the gate-opening relative heads
are held constant, and (2) the boundaries between the flow regions to vary with gate opening. The simplifying
assumptions are even less appropriate for tainter gates because, in addition to the problems at sluice gates of vary-
ing bottom elevations for the approach and departure sections and nonrectangular approach and departure sections,
the flow contraction coefficient varies with the lip angle for tainter gates.

Because the simplifying assumptions previously described only approximately apply to sluice gates and
tainter gates, linear interpolation is used on gate-opening relative values to approximate the variations with gate
opening in FEQ and FEQUTL. In addition to the 2-D table number for each gate opening, type 15 tables contain
three values that define key points on the boundaries between the flow classes. These are the head at section 1 at
the upper limit of FW flow, the head at section 4 at the upper limit of FW flow, and the head at section 4 on the
boundary between SW and SO flow midway between heads at section 1 of kg and hyp,,;. These heads are all
expressed relative to the gate opening.

The look-up procedure is as follows.

1. The interval in the type 15 table that contains the current gate opening, h,, is determined. The table with a gate
opening less than hg, h,;, is the left-hand table, and the table with a gate opening greater than or equal to A,
hgr is the right-hand table.

2. The three key points on the boundaries between flow regions are interpolated with respect to gate opening. The
interpolated gate-opening ratios are then multiplied by h,, to obtain the actual values of Ay, hafy,,» and
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3.Ifh . and A b are in the weir-flow region, defined in figure 16, the weir-flow values from the right-hand table
1 4

are applied. Otherwise, the procedure continues to step 4.
4. If this step is applied, the flow is orifice flow. The heads used for interpolation in the tables are computed. The
heads at sections 1 and 4 for the left-hand table are hp =h h /h andh_. =h ,h_/ hg , respectively.
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The heads for the right-hand table are computed in a similar manner for the right-hand gate opening.

5. The flow rate is determined from each table, and the gate-opening Froude number is computed for the left- and
right-hand tables. The gate width is taken as 1.0 for this purpose. The actual width is not important.

6. Linear interpolation on gate opening is applied to compute the gate-opening Froude number for 4,. The flow for
the gate opening is then computed.

This approach for interpolating flow values for nontabulated gate openings is more complex than simple
linear interpolation on gate opening, but errors resulting from simple linear interpolation across the weir-flow and
orifice-flow boundary are avoided with few exceptions. The exceptions result because linear interpolation for the
boundary-point ratios are not exact. Some mixed interpolations for orifice flow also may result where one of the
tables indicates SO flow and the other indicates FO flow. This results close to the boundary and is caused by the
inexactness of linear interpolation in the tables. However, the effect of these exceptions should be small if the flows
of interest are away from the boundaries between flow classes.
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Each command must begin in column 1 of a line. The first eight columns of the command line are reserved
for the command, but the remainder of the line may contain a comment. The input associated with a command
begins on the line following the command line. The lines of input are numbered from the first line of input and
not the command line in the descriptions given in this section. The null command, consisting of all blanks in the
first eight columns of a line, may be used to add comments and blank lines to the input. Comments entered with
the null command cannot appear within the input for any command. These comment lines can only appear between
the end of the input for a command and the subsequent command. Blank lines may be inserted anywhere in the
FEQUTL input. Comments that can appear anywhere in the input are lines that begin with either a semicolon (;)
or an asterisk (*). If the line begins with a semicolon, the line is not read in FEQUTL. However, if the line begins
with an asterisk, the line is read and placed in the output file for FEQUTL.

Three standard files are used in FEQUTL operation. The first standard file is the input file containing the
standard header block and the command blocks prepared by the user. The contents of this file are described in this
section. The second standard file is called the output file. This file contains information read from the input file with
annotations, error and warning messages to the user, and summaries of results from some of the commands. The
third standard file, called the function table file, or just the table file, contains the function tables computed in
FEQUTL in a format suitable for access in FEQ.

5.1 Standard Header Block

The standard header block must always appear first in the input to FEQUTL. It defines the command names
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