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PREFACE

Selected Papers in the Hydrologic Sciences is a new journal-type publication 
aimed at meeting widespread public and professional interests of the hydrologic 
community for timely results on hydrologic studies derived from the Federal 
research program, and the Federal-State cooperative program of the U.S. Geo­ 
logical Survey. Also included will be results of some studies done on behalf of 
other Federal agencies.

This second volume of the Selected Papers series, comprising nine topical 
papers, addresses an array of topics including model simulation of ground- and 
surface-water systems, hydrogeochemistry, biochemistry of aquatic environ­ 
ments, and selected physical and chemical techniques on hydrologic studies.

Dialogue between readers and authors is encouraged, and a discussion section 
for reader's comments and author's replies will be included. Such dialogue, 
which will relate to papers published in the first volume (July 1984) and this 
volume, will be open for discussion until September 1985. Address comments to 
Editor, Selected Papers in the Hydrologic Sciences, U.S. Geological Survey, 423 
National Center, Reston, Virginia 22092.

Seymour Subitzky 
Editor
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SI and Inch-Pound Unit Equivalents

International System of Units (SI), a modernized metric system of measurement. All values have been rounded to four significant digits. 
Use of hectare (ha) as an alternative name for square hectometer (hm2) is restricted to measurement of land or water areas. Use of liter (L) 
as a special name for cubic decimeter (dm3) is restricted to the measurement of liquids and gases.

Multiply SI units

micrometer (um) 
millimeter (mm) 
centimeter (cm) 
meter (m)

kilometer (km)

By To obtain inch-pound units Multiply SI units By To obtain inch-pound units
length

0.000 039 37
0.039 37
0.393 7
3.281
1.094
0.6214

inch (in) 
inch (in) 
inch (in) 
foot (ft) 
yard (yd) 
mile (mi)

Area

centimeter2 (cm2 )
meter2 (m2 )

hectometer2 (hm2 )
kilometer2 (km2 )

0.1550
10.76

1.196
0.000 247 1
2.471
0.386 1

inch2 (in2)
foot2 (ft 2 )
yard2 (yd2 )
acre
acre
mile2 (mi2 )

Volume

centimeter3 (cm 3 )
milliliter (mL)
liter (L)

meter3 (m3)

kilometer3 (km3)

0.061 02

61.02
1.057
0.2642
0.03531

33.82
2.113
1.057
0.264 2

35.31
1.308

264.2
0.0008107

0.239 9

inch3 (in3 )

inch 5 (in 3 )
quart (qt)
gallon (gal)
foot3 (ft 3)
ounce, fluid (oz)
pint (pt)
quart (qt)
gallon (gal)
foot3 (ft 3 )
yard3 (yd3 )
gallon (gal)
acre-foot

(acre-ft)
mile3 (mi3 )

Volume per unit time (includes flow)

gram per minute (g/min) 0.03527 

milliliter per minute (mlVmin) 0.033 82 

liter per second (Us) 0.035 31 

15.85

ounce (avoirdupois) per minute
(oz/min) 

ounce (fluid) per minute
(oz/min) 

foot3 per second
(ftVs) 

gallon per minute
(gal/min)

Volume per unit time (includes flow) Continued

meter per second (m/s)
meter per day (m/d)
meter2 per day (mVd)
meter3 per second (m3/s)

3.281
3.281

10.76
35.31
15.850

foot per second (ft/s)
foot per day (ft/d)
foot2 per day (fWd)
foot3 per second (ftVs)
gallon per minute

(gal/min)

Mass

microgram (ng) 
gram (g)

kilogram

0.000001543
0.035 27

0.002 205

grain (gr)
ounce, avoirdupois

(oz avdp) 
pound, avoirdupois

(Ib avdp)

Mass per unit volume

microgram per liter

milligram per liter 
(mg/L)

0.00005841

0.05841

grain per gallon
(gr/gal) 

grain per gallon
(gr/gal)

Temperature

degree Celsius (°C) Temp °F= 1.8 temp °C + 32 degree Fahrenheit (°F)

Specific conductance

microsiemens per centimeter
at 25 degrees Celsius
(nS/cmat25°C)
millisiemens per meter
at 25 degrees Celsius
(mS/mat25°C)

1 .000 micromho per centimeter
at 2 5 degrees Celsius
(umho/cm at 25°C)

1 .000 millimho per meter
at 25 degrees Celsius
(mmho/mat25°C)

Heat

Joule per meter day
degree Celsius

(J/md°C)
Joule per cubic meter

degree Celsius
(J/m 3 °C)

0.000 1 59 1 British thermal unit per
foot day degree

Fahrenheit Btu/ftd°F
0.000 0 1 4 92 British thermal unit per

cubic foot degree
Fahrenheit Btu/ft3 °F

Any use of trade names and trademarks in this publication is for descriptive purposes only and does not constitute endorsement by 
the U.S. Geological Survey.
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Preliminary Modeling of an Aquifer Thermal-Energy 
Storage System
By Robert!. Miller

Abstract

The University of Minnesota, the Minnesota 
Geological Survey, and the U.S. Geological Survey are 
studying the feasibility of storing water at a temperature of 
150 degrees Celsius in the Franconia-lronton-Galesville 
aquifer. The Aquifer Thermal-Energy Storage project has a 
doublet-well design with a well spacing of approximately 
250 meters. One well will be used for cool-water supply, 
and, the other, for hot-water injection.

The U.S. Geological Survey is constructing a model 
of ground-water flow and thermal-energy transport to aid 
in determining the efficiency of the Aquifer Thermal- 
Energy Storage system. A preliminary model of radial flow 
and thermal-energy transport was constructed, based on 
hydraulic and thermal properties of the Franconia- 
lronton-Galesville aquifer determined in previous studies. 
The model was used to investigate the sensitivity of model 
results to various hydraulic and thermal properties and to 
study the potential for buoyancy flow within the aquifer 
and the effect of various cyclic injection-withdrawal 
schemes on the relative thermal efficiency of the aquifer.

Sensitivity analysis was performed assuming 8 days 
of injection of 150-degree-Celsius water at 18.9 liters per 
second, 8 days of storage, and 8 days of withdrawal of hot 
water at 18.9 liters per second. The analysis indicates that, 
for practical ranges of hydraulic and thermal properties, 
rock-heat capacity is the least important property and 
thermal dispersivity is the most important property used 
to compute temperature and aquifer thermal efficiency.

The amount of buoyancy flow was examined for 
several values of hydraulic conductivity and ratios of 
horizontal to vertical hydraulic conductivities. For the 
assumed base values of hydraulic and thermal properties, 
buoyancy flow was negligible. The greatest simulated 
buoyancy flow resulted from simulations in which 
horizontal hydraulic conductivity was increased to 10 
times the base value, and the vertical hydraulic 
conductivity was set equal to the horizontal hydraulic 
conductivity.

The effects of various injection-withdrawal rates and 
durations on computed values of aquifer relative thermal 
efficiency and final well-bore temperature were studied 
for five 1-year hypothetical test cycles of injection and 
withdrawal. The least efficient scheme was 8 months 
injection of 150-degree-Celsius water and 4 months of 
withdrawal of hot water at 18.9 liters per second. The

most efficient scheme was obtained with 6 months of 
injection of 150-degree-Celsius water at 18.9 liters per 
second and 6 months of withdrawal of hot water at 37.8 
liters per second. The hypothetical simulations indicate 
that the subsequent calibrated model of the doublet-well 
system will be a valuable tool in determining the most 
efficient system operation.

INTRODUCTION

In May 1980, the University of Minnesota, the 
Minnesota Geological Survey, and the U.S. 
Geological Survey began a cooperative study to 
evaluate the feasibility of storing water heated to 
150°C in the deep (180-240 m) Franconia-lronton- 
Galesville aquifer and later recovering it for space 
heating. High-temperature water from the cooling 
system for the University's electrical-generation 
facilities would supply heat for injection. The 
Aquifer Thermal-Energy Storage (ATES) site and 
doublet-well system design are shown 
diagrammatically in figure 1. The injection- 
withdrawal wells are approximately 250 m apart. 
Water is pumped from one of the wells through a 
heat exchanger where heat is added or removed. 
Water then is injected back to the aquifer through the 
other well. The experiment planned for testing the 
ATES system includes a series of hot-water injection, 
storage, and withdrawal cycles. Each cycle will be 24 
days long, and the length of each injection, storage, 
and withdrawal step of the cycle will be 8 days.

The U.S. Geological Survey is constructing a 
ground-water-flow and thermal-energy-transport 
model for evaluating the efficiency of the ATES 
system. This paper describes sensitivity analyses for 
individual preliminary model-input properties, the 
potential for buoyancy-flow effects, and hypothetical 
simulations of aquifer relative thermal efficiency.

HYDRAULIC AND THERMAL PROPERTIES

The Franconia-lronton-Galesville aquifer is a 
consolidated sandstone, approximately 60 m thick;

Preliminary Modeling of an Aquifer Thermal-Energy Storage System 1
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Figure 1. Location and block diagram of the Aquifer Thermal-Energy Storage site.

the top is approximately 180 m below land surface. It 
is confined above by the St. Lawrence Formation, 
which is an 8-m-thick dolomitic sandstone, and be­

low by the Eau Claire Formation, which is a 30-m- 
thick shale (fig. 1). Initial hydraulic testing with in­ 
flatable packers indicates that the aquifer has four

2 Selected Papers in the Hydrologic Sciences



hydraulic zones with distinctly different values of hy­ 
draulic conductivity. The thickness and location of 
each zone were determined by correlating data from 
bore-hole geophysical logs, core samples, and the in­ 
flatable-packer tests. The stratigraphic relations of 
the hydraulic zones, their thicknesses, and horizontal 
hydraulic conductivities determined from these data 
are shown in table 1.

Table 1. Hydraulic zonation, thickness, and horizontal hy­ 
draulic conductivity determined from bore-hole geophys­ 
ical logs, core samples, and inflatable-packer test data

Hydraulic zone

Franconia Formation:

pper

Ironton Sandstone --------

Thickness 

(m)

25
15 

6

Horizontal

hydraulic 

conductivity 
(m/d)

0.6

.03
1. 2 

.3

The average porosity for the Franconia-Iron- 
ton-Galesville aquifer is approximately 25 percent 
(Norvitch and others, 1973), and the average storage 
coefficient is 3.6 x 10'5 (Miller, 1983).

Values of rock thermal conductivity and rock- 
heat capacity are given in table 2 and represent aver­ 
ages from values given by Clark (1966) for different 
sandstones and shales that are similar in composition 
to the Franconia-Ironton-Galesville aquifer and the 
confining beds^ St. Lawrence and Eau Claire Forma­ 
tions. Thermal dispersivity was estimated from the 
results of heat-storage testing by Sauty and others 
(1979).

Table 2. Summary of relevant system thermal properties

Rock thermal conductivity
(aquifer and confining beds) = 2.20xl05

Thermal dispersivity = 3
Rock-heat capacity = 1.81x10'

joules per meter per day
per degree Celsius

meters
joules per cubic meter
per degree Celsius

NUMERICAL MODEL AND MATHEMATICAL 
FORMULATION

Early in the study, a preliminary two-dimen­ 
sional, radial-flow, anisotropic, nonisothermal, 
ground-water-flow and thermal-energy-transport 
model was constructed. Sensitivity analyses were 
made for a range of selected hydraulic and thermal 
properties that are known or assumed to be charac­

teristic of the aquifer. The preliminary model also 
was used for examining the relative efficiency of the 
aquifer for thermal-energy storage for different injec­ 
tion and withdrawal rates and duration.

The numerical model code was developed for 
the U.S. Geological Survey for calculating the effects 
of liquid waste disposal in deep saline aquifers (In- 
tercomp, 1976). The model uses finite-difference 
techniques to solve simultaneously the equations of 
fluid and energy transport. The mathematical formu­ 
lation of the model for radial flow is summarized 
below.

The equation of ground- water flow (continuity 
equation) for a fluid of variable density and viscosity, 
such as water at varying pressure and temperature, 
can be expressed as

(1)- PgVz) - q' =

where p is pressure, k is intrinsic permeability, p is 
density, u is viscosity, g is gravitational acceleration, 
n is porosity, q' is mass rate of flow per unit volume 
from sources or sinks (the injection rate for this ex­ 
periment), z is the spatial dimension in the direction 
of g, and / is the time dimension. The V operator for 
an axially symmetric cylindrical coordinate system is 
(\lr)(dldr) + (d/dz), where r is the radial dimension. 

The equation describing the transport of ther­ 
mal energy in ground-water system is

p - H(Vp - pgVz) + V   K   
u q L

(2)

- q'H = [npU + (1 - n) (pCp )R T],

where H is enthalpy, K is hydrodynamic thermal dis­ 
persivity (thermal conductivity plus hydrodynamic 
dispersivity), Tis temperature, qL is rate of heat loss 
across boundaries, Uis internal energy, and (pCp)R is 
the heat capactiy of the aquifer matrix (a product of 
its density and specific heat); all other terms are as 
defined in equation 1 . Boundary conditions for this 
equation are (1) specified flux of heat at the well 
radius, associated with the source-sink term q', (2) 
heat convection at the model lateral boundary, and 
(3) heat conduction across the confining beds 
(Papadopulos and Larson, 1978).

The radial-flow model simulates the St. Law­ 
rence, Franconia, Ironton, Galesville, and the Eau 
Claire Formations. It consists of 1 6 variable-width 
node spacings in the vertical direction and 2 1 loga­ 
rithmically increasing-width node spacings in the ra­ 
dial direction. The vertical spacings range from ap­ 
proximately 5 to 10m. The smallest radial spacing is 
0. 1 8 m, and the largest is 26.8 m. The lateral model 
boundary represents one-half of the distance between

Preliminary Modeling of an Aquifer Thermal-Energy Storage System 3



production wells A and B (125 m) and is simulated as 
a constant head.

Injection and withdrawal of heated water is 
through 12 vertical nodes, which, when combined 
represent the Franconia-Ironton-Galesville aquifer. 
Radially, the nodes represent the diameter of the well 
bore (0.18 m). Injection and withdrawal at the well 
bore into and out of each horizontal layer is based 
upon the layer mobility alone. Mobility is propor­ 
tional to the relative layer permeability-thickness 
product divided by the total well-bore interval per­ 
meability thickness (Intercomp, 1976).

The confining beds, the St. Lawrence and Eau 
Claire Formations, are simulated by two nodes each. 
Energy transport is by convection and conduction at 
the respective inner boundaries of these confining 
beds with the Franconia-Ironton-Galesville aquifer 
and by conduction at their respective boundaries op­ 
posite the aquifer. Energy transport at the model's 
lateral boundary is by conduction and convection.

The regional gradient within the study area for 
the Franconia-Ironton-Galesville aquifer is estimated 
to be approximately 0.0002 with a natural pore ve­ 
locity of 0.005 m/d (Roman Kanivetsky, Minnesota 
Geological Survey, written commun., 1980). This low 
regional flow rate will not impact seriously results of 
the sensitivity analyses because of the short term of 
the simulations or modeling of the hypothetical long- 
term relative efficiency because storage periods are 
not simulated. Therefore, the natural flow system is 
not simulated by the model.

As described above, the ATES system will oper­ 
ate with a doublet-well system. The steady-state 
flowfield for a doublet-well system with well spacing 
equal to that of the ATES system (250 m) is shown in 
figure 2. The equipotential lines indicate that the pre- 
liminay model assumption of radial flow is less exact 
with increasing distance from the center of either 
well bore. The interpretation of the preliminary mod­ 
el results, in terms of representing the ATES doublet- 
well system, will be related to the radial distance that 
heat will move away from the well for the period of 
simulation; that is, the farther the heat moves away 
from the well, the less exact the assumption of radial 
flow. For the preliminary model simulations de­ 
scribed in this report, all the heat was maintained 
within the boxed area around the injection well 
shown in figure 2. Figure 2 also shows the location of 
the preliminary model lateral boundary in relation to 
the doublet-well flowfield.

SENSITIVITY ANALYSIS

Sensitivity analyses were made on the prelimi­ 
nary model for the hydraulic properties of hydraulic

conductivity, porosity, and vertical anisotropy and 
on the thermal properties of rock thermal conductivi­ 
ty, rock-heat capacity, and thermal dispersivity. A 
radial-flow base model was constructed with data ob­ 
tained from bore-hole geophysical logs, analysis of 
core samples, and inflatable-packer tests and from 
previous studies and laboratory values reported in 
text books. Base-model hydraulic and thermal char­ 
acteristics are described in tables 1 and 2, 
respectively.

The purpose of the sensitivity analysis was to 
determine the relative importance of individual hy­ 
draulic and thermal characteristics in the computa­ 
tion of temperatures and aquifer thermal efficiency 
in relation to the preliminary radial-flow model. This 
information then could be used to guide data collec­ 
tion and the adjustment of model-input properties 
during calibration of subsequent models with data 
from the 24-day test cycles. Therefore, the simulation 
used in sensitivity analysis consisted of 8 days of 
injection of water at a rate of 18.9 L/s and a tempera­ 
ture of 150°C, 8 days of storage, and 8 days of with­ 
drawal at a rate of 18.9 L/s comprising the 24-day 
test cycle.

The majority of injected heat calculated by the 
preliminary model during sensitivity-analysis simula­ 
tions was concentrated within a radial distance of 
approximately 14 m from the injection well. None of 
the sensitivity-analysis simulations calculated move­ 
ment of injected heat beyond approximately 17m. 
The 17- and 14-m radial distances from the well are 
shown in figure 3, which is an enlargement of the 
boxed area shown in figure 2. Comparison of the 
equipotential lines for the doublet-well system and 
the 17-m model-computed radial extent of heat 
movement indicates that the preliminary model radi­ 
al-flow assumption is fairly accurate for the sensitivi­ 
ty-analysis simulations. However, as indicated in the 
discussion of "Buoyancy Flow," the sensitivity of cer­ 
tain properties may change with longer term cycles 
(greater than 60 days).

To determine the relative sensitivity of the 
model simulation to different values of selected 
properties, temperature versus time plots were con­ 
structed from model results and compared with simi­ 
lar plots for the base-model simulation. The tempera­ 
tures represent a point within the Ironton-Galesville 
Formation at a radial distance of approximately 6.5 
m from the production well. Aquifer thermal effi­ 
ciency was calculated as a percentage by dividing the 
total heat produced during recovery by the total heat 
injected. The aquifer thermal efficiency of the base 
simulation is 51.0 percent. The following discussion 
of individual properties is ordered from least to most 
sensitive in the model simulation.

4 Selected Papers in the Hydrologic Sciences
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Figure 2. Flowfield showing a doublet-well system similar to the Aquifer Thermal-Energy Storage.

500

Hydraulic and Thermal Properties

Ratio of Horizontal to Vertical Hydraulic Conductivity

In the radial-flow model, horizontal hydraulic 
conductivity (KH) is equal in all horizontal directions. 
Therefore, the only anisotropy that can be simulated 
is the ratio of horizontal to vertical hydraulic conduc­ 
tivity (Kv).

The ratio of KH to Kv was varied from an iso- 
tropic condition (KH/KV = 1) to KH/KV equal to 100. 
The base value of KH/KV is assumed to be 10

(Norvitch and others, 1973). Figure 4 shows that sim­ 
ulation of different values of KH/KV had negligible 
effect on model-computed temperatures. The calcu­ 
lated aquifer efficiencies are 50.7 percent for KH/KV 
equal to 1 and 50.9 percent for KH/KV equal to 100. 
Model insensitivity to KH/KV is probably due to the 
relatively low values of hydraulic conductivity. The 
ratio of KH to Kv will be shown to be more important 
in the simulation of heat convection at the thermal 
front due to density differences between the warm 
injection water and the cooler ground water. The re­ 
lation between KH/KV and water-density differences 
is described in the section "Buoyancy Flow."

Preliminary Modeling of an Aquifer Thermal-Energy Storage System 5
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Figure 3. Flowfield showing an area near the injection well of a doublet-well system similar to the Aquifer Thermal- 
Efficiency Storage system.

Rock Thermal Conductivity

The values of rock thermal conductivity were 
varied in the model according to the approximate 
values given in Clark (1966) for sandstones compara­ 
ble in composition to those in the Franconia-Ironton- 
Galesville aquifer. The reduction of rock thermal 
conductivity with temperature increase, as reported 
by Birch and Clark (1940), Sommerton and others 
(1965), and Clark (1966), is not accounted for in the 
computer code. This should not be a problem be­ 
cause the reduction of rock thermal conductivity de­ 
scribed by these authors is small for the injection 
temperature (150°C), is within the range described 
for sandstone aquifers (Clark, 1966), and is used in

the sensitivity analysis. Figure 5 shows the computed 
temperatures for different values of rock thermal 
conductivity. The plots indicate a small divergence in 
the computed temperatures during storage, which is 
reflected in their aquifer thermal efficiencies of 51.8 
and 50.3 percent for rock thermal conductivities of 
1.25 x 10-5 and 3.14 x 10'5 J/md°C, respectively. This 
divergence probably is due to the effects of the rock 
thermal conductivity which are small in comparison 
to the effects of heat convection in the moving 
ground water during injection. Therefore, the simu­ 
lated effects of thermal conductivity are not observed 
until the storage period and remain constant through 
withdrawal.

6 Selected Papers in the Hydrologic Sciences
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Figure 4. Model-computed temperatures for different values of the ratio of KH/KV .
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Figure 5. Model-computed temperatures for different values of rock thermal conductivity times 10 s .
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Horizontal Hydraulic Conductivity

Values of horizontal hydraulic conductivity 
(fig. 6) that are an order of magnitude greater than 
and less than the assumed base values (table 1) were 
simulated in the model; the ratio of KH to Kv was set 
equal to 10. The order of magnitude less than the 
value resulted in computed temperatures and an aq­ 
uifer thermal efficiency that differed only slightly 
from the base simulation. The order of magnitude 
more than the value of hydraulic conductivity result­ 
ed in lower computed temperatures during storage 
and a calculated aquifer thermal efficiency of 49.5 
percent (base value equals 51.0 percent). This proba­ 
bly is due to vertical convection resulting from the 
temperature-induced density differences between the 
natural and injected ground water. This effect is dis­ 
cussed in more detail in the section "Buoyancy 
Flow." In brief, the density differences between the 
warmer injected water and the cooler water in the 
aquifer causes hot water to move to the top of the 
aquifer where heat can be lost to the upper confining 
layer or to move laterally away from the production 
well.

Porosity

A range of porosity values was selected from 
published data (Clark, 1966; Norvitch and others,

150

1973); the laboratory analysis of core samples; natu­ 
ral gamma, gamma-gamma, and neutron borehole ge­ 
ophysical data; and analyses of cores of the Franco- 
nia and Ironton and Galesville Formations in 
southern Minnesota (Minnesota Gas Co., oral com- 
mun., 1980). The values ranged from 0.10 to 0.40. 
The median value, 0.25, was assumed to be the base 
value. Differences in model-calculated temperature 
(fig. 7) for the values of simulated porosity were 
greatest during the injection period. This probably is 
due to the inverse proportionality of porosity to 
ground-water velocity. During injection-withdrawal, 
convection of heat by the moving ground water is the 
major mechanism of energy transport near the well 
where, for this analysis, the observation point is lo­ 
cated. The greater the porosity the slower the heat 
front will move and, thus, the lower the temperature 
calculated at the observation point. Model-calculated 
aquifer efficiencies for the porosities of 0.10 and 0.40 
were 51.5 and 50.1 percent, respectively.

Rock-Heat Capacity

Rock-heat capacity is the product of rock densi­ 
ty and rock specific heat and is the ability of the rock 
to store heat. Ranges of heat capacity were obtained 
from Sommerton and others (1965) and were calcu­ 
lated by using data from Sommerton and others 
(1965), Clark (1966), Hellgeson and others (1978),

o - BASE/ 1Q A"~-"BASE~X~ib

10 12 14

TIME, IN DAYS 

Figure 6. Model-computed temperatures for different values of horizontal hydraulic conductivity.
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Figure 7. Model-computed temperatures for different values of aquifer porosity.
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and Robie and others (1978) and from methods de­ 
scribed by Martin and Dew (1965). The base value 
for rock-heat capacity represents a sandstone with a 
composition similar to sandstones in the Franconia- 
Ironton-Galesville aquifer. The low value of rock- 
heat capacity represents a quartz-rich sandstone, and 
the high value represents a clay-rich sandstone. The 
denser the rock, or the higher the specific heat, the 
greater the energy required to heat the rock. This is 
reflected in the model-computed temperatures in fig­ 
ure 8 for different values of rock-heat capacity. Low­ 
er temperatures are calculated for higher values of 
rock-heat capacity because of the amount of energy 
required to heat the rock. Calculated aquifer thermal 
efficiencies for rock heat capacities of 1.00 x 10"6 and 
2.68 x 10-6J/m3 °C are 51.7 and 50.3 percent, 
respectively.

Thermal Dispersivity

The model was most sensitive to thermal dis- 
persivity which, unfortunately, is the most difficult 
property to measure in the ground-water-flow sys­ 
tem. Although the body of data is not large, Sauty 
and others (1979) concluded from heat-injection 
tracer tests and model studies that thermal dispersiv- 
ity is probably of the same order of magnitude as 
dispersivities measured by means of chemical trac­

ers. Sauty and others (1979) also described thermal 
dispersivity as a function of scale, suggesting a value 
of 0.1 m for a heat-storage radius of 10 m in iso- 
trophic aquifers. A base value of 3 m was assumed 
for sensitivity analysis.

In general, thermal dispersivity may be visual­ 
ized as the dispersion of the thermal front, which is 
due to the length of the path a particle might take in 
going from one point in the aquifer to another point 
in the aquifer, and as a function of the properties of 
the aquifer. The thermal front, defined for this re­ 
port, is the transition zone between the warm inject­ 
ed water and the cooler water in the aquifer. Figure 9 
shows a plan view of a hypothetical thermal front. It 
is important to note that the relative width of the 
thermal front can vary from point to point within the 
aquifer. Where the particle path is more direct, the 
thermal dispersivity is smaller, the thermal front is 
thinner, and hotter water moves past a relative point 
faster. Where the path is longer, the dispersivity is 
larger, the thermal front is wider, and hotter water 
moves past a relative point slower. This is apparent 
in the very high temperature computed by the model 
early in the injection period, shown in figure 10, for a 
thermal dispersivity of 0.0 m and in the much lower 
temperature computed for a thermal dispersivity of 
6.0m.

Preliminary Modeling of an Aquifer Thermal-Energy Storage System 9
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Figure 8. Model-computed temperatures for different values of rock-heat capacity.

Thermal dispersivity also has the greatest effect 
on the model-computed aquifer thermal efficiencies. 
A dispersivity of 0.0 m results in an efficiency of 66.8 
percent, and a dispersivity of 6.0 m results in an 
efficiency of 43.4 percent.

Buoyancy Flow

Hellstrom and others (1979) described the ef­ 
fects of thermal convection, or buoyancy flow, which 
were due to the differences in density of the injected 
hot water and the cooler water in the aquifer. Their 
work was related to heat storage in shallow glacioal- 
luvial aquifers, which generally have permeabilities
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Figure 9. Plan view of hypothetical thermal front.

higher than values reported for the Franconia-Iron- 
ton-Galesville aquifer. Figure 11 illustrates the ef­ 
fects of buoyancy flow. During early injection, the 
thermal front (transition zone between the hotter in­ 
jected water and colder aquifer water) is approxi­ 
mately vertical. The thermal front is unstable because 
the hotter, lower density water tends to rise convec- 
tively above the more dense cold water, resulting in 
thermal stratification in the aquifer and tilting of the 
thermal front. Heat losses from the aquifer to the 
confining units is roughly proportional to the areas of 
the upper and lower surfaces of the warm water re­ 
gion (fig. 11) (Hellstrom and others, 1979). Because 
buoyancy flow tends to increase in this region, it also 
increases the potential for heat loss. Excessive buoy­ 
ancy flow may reduce seriously the efficiency of aqui­ 
fer thermal storage.

To examine the potential for buoyancy flow 
and its possible effect on the thermal efficiency of the 
Franconia-Ironton-Galesville aquifer, the prelimina­ 
ry nonisothermal, radial-flow, energy-transport mod­ 
el was used to simulate the 24-day test cycle from 
which temperature versus depth plots were construct­ 
ed for selected values of KH and KH/KV . As in previ­ 
ous simulations, the observation point for model- 
computed temperatures is 6.5 m radially from the 
injection well. The 24-day test cycle was simulated in 
the same way as in the sensitivity analysis with 8
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Figure 10. Model-computed temperatures for different values of thermal dispersivity.

days of injection of water at 18.9 L/s of 150°C water 
and followed by 8 days of storage and 8 days of 
withdrawal at 18.9 L/s. To examine the effect of 
buoyancy flow due to natural convection and due to 
forced convection during injection and withdrawal, 
vertical temperature profiles were constructed for the 
end of simulated injection, storage, and withdrawal 
periods.

Figure 12 illustrates the temperature profile at a 
radial distance of 6.5 m from the injection well for 
the base conditions (tables 1, 2) used in the sensitivi­ 
ty analysis and with KH/KV equal to 10. At the end of 
the simulated injection, little evidence of buoyancy 
flow remains. The temperature profile illustrates ver­ 
tical heat losses to the upper and lower confining

Injection of - ». 
warm water

Cobier "aquifer; 'w at:er;';.

Figure 11. Horizontal injection of warmer water in an 
aquifer with excessive thermal stratification illustrating 
tilting of the thermal front, or buoyancy flow (Hellstrom 
and others, 1979).

layers and to the lower part of the Franconia Forma­ 
tion. The vertical and horizontal heat losses are ap­ 
parent after the storage period, but tilting of the ther­ 
mal front is small. At the end of withdrawal, thermal 
tilting is not apparent. It should be noted that some 
vertical convection can be observed by comparing 
the model-computed temperatures within the confin­ 
ing layers. At the end of the withdrawal period, the 
temperature in the upper confining layer, the St. 
Lawrence Formation, is warmer than the tempera­ 
ture in the lower confining layer, the Eau Claire For­ 
mation, even though the temperature in the Ironton- 
Galesville Formation is hotter than the temperature 
in the upper part of the Franconia Formation. It also 
should be noted that temperatures in the lower part 
of the Franconia Formation continued to increase 
during withdrawal, indicating that heat conduction 
from above and below is greater than forced convec­ 
tion from pumping into or out of this part of the 
formation. If heat injected or conducted to the lower 
part of the Franconia Formation is not recoverable, 
then the efficiency of the aquifer thermal-storage sys­ 
tem could be reduced significantly.

Figure 13 illustrates the model-computed tem­ 
perature profile for conditions similar to those in 
figure 10 except that horizontal and vertical hydrau­ 
lic conductivities are equal. The computed tempera-

Preliminary Modeling of an Aquifer Thermal-Energy Storage System 11
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ture profiles in figure 13 are similar to figure 10 ex­ 
cept for a slightly larger tilt in the thermal front after 
the storage period and slightly higher temperatures in 
the upper confining layer (St. Lawrence Formation) 
and the lowermost point (lower Franconia Forma­ 
tion). This is because simulation of a larger vertical 
hydraulic conductivity allowed for easier vertical 
heat conduction, which resulted in greater thermal 
stratification and buoyancy flow. The small amount 
of heat lost due to greater buoyancy was reflected in a 
calculated aquifer thermal efficiency that was 0.2 
percent lower than the aquifer thermal efficiency cal­ 
culated for base conditions.

To further examine the effects of buoyency flow 
within the possible range of hydraulic conductivity 
for the aquifer, hydraulic conductivity was simulated 
as 10 times the base value with KH/KV equal to 10 
(fig. 14). The computed temperature profiles at the 
end of the storage period are similar to those in 
figures 12 and 13 except in the Ironton-Galesville 
aquifer, where the thermal front is moderately tilted. 
Also, computed temperatures are higher in the upper 
part of the Ironton-Galesville aquifer during the 
withdrawal period than in the previous simulation. 
This resulted in greater heat loss to the lower part of 
the Franconia Formation and an aquifer thermal effi­

ciency that was 1.3 percent lower than in the base 
simulation.

Figure 15 illustrates model-computed tempera­ 
ture profiles for hydraulic conductivities 10 times the 
base values and Kv equal to KH . The buoyancy flow is 
evident in the thermal tilting produced in the upper 
part of the Franconia and the Ironton and Galesville 
Formations at the end of the storage and withdrawal 
periods. The greater buoyancy flow resulted in an 
aquifer thermal efficiency that was 2.9 percent lower 
than in the base simulation.

It is important to note that the temperature in 
the lower Franconia Formation continued to increase 
throughout the simulated test cycle for each of the 
assumed conditions. As stated earlier, losses to the 
lower part of the Franconia Formation may result in 
a significantly lower thermal efficiency of the forma­ 
tion. A method for possible reduction of heat loss to 
this part of the aquifer may be screening only the 
permeable parts of the upper part of the Franconia 
and the Ironton and Galesville Formations and, thus, 
not injecting hot water directly into the lower part of 
the Franconia Formation.

Finally, it must be noted that in simulations 
used to investigate buoyancy flow and tilting of the 
thermal front, only horizontal and vertical hydraulic

St.Lawrence 
Formation

Upper part 
of Franconia 
Formation

Lower part 
of Franconia 
Formation

Eau Claire 
Formation

- END OF 8 DAYS INJECTION
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A - END OF 8 DAYS WITHDRAWAL

16060 110

TEMPERATURE, IN DEGREES CELSIUS
Figure 14. Model-computed temperature profiles at the end of simulated injection, storage, and withdrawal for hydraulic 
conductivities equal to 10 times the base value.
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conductivity were varied while other hydraulic and 
thermal properties were not. It is possible that for 
other values of porosity, thermal dispersivity, rock- 
heat capacity, and thermal conductivity different re­ 
sults may be obtained for simulations of buoyancy 
flow.

AQUIFER THERMAL EFFICIENCY

The feasibility and success of an ATES system 
are determined by the amount of thermal energy that 
can be stored in and recovered from the aquifer. Aq­ 
uifer thermal efficiency, expressed as a percentage, 
was calculated as the total energy withdrawn divided 
by the total energy injected. For base values of hy­ 
draulic and thermal properties, the flow and energy- 
transport model calculated a thermal efficiency of 51 
percent for simulation of short-term test cycles. Al­ 
though the model is sensitive to values of certain 
hydraulic and thermal characteristics in terms of cal­ 
culated temperature, simulation of different values of 
the properties resulted in only small differences in 
calculated thermal efficiency. Generally, these differ­ 
ences were less than 2 percent, except for thermal 
dispersivity where values were approximately 7 per­ 
cent. In terms of estimating aquifer thermal efficien­

cy, the model sensitivity analysis only indicates the 
possible range of thermal efficiency based on the pos­ 
sible range of values of hydraulic and thermal proper­ 
ties. Better definition of these properties will im­ 
prove model estimates of efficiency.

The sensitivity analysis indicates the properties 
that need to be defined more precisely to make the 
model estimate as accurate as possible. However, in 
addition to the physcial properties of the aquifer sys­ 
tem, operational factors also will affect the thermal 
efficiency of the ATES system. These factors include 
temperature of injected water, rate of injection and 
withdrawal, and duration of injection, storage, and 
withdrawal. To test the effects of these factors on 
thermal efficiency, a series of model simulations were 
performed in which these factors were varied, and 
the results were compared. Base values of hydraulic 
and thermal properties were used in all these 
simulations.

As described above, the ability of the prelimi­ 
nary radial-flow model to simulate the ATES doub­ 
let-well system is related to the radial distance that 
heat will move away from the well for the period of 
simulation. Model computed temperatures for the 
short-term cycle simulations (fig. 1 6) indicate that 
injected heat was contained within a radial distance
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of approximately 20 m. This radial distance is shown 
in figure 3. Comparison of the equipotential lines for 
the doublet-well system and the 20-m, model-com­ 
puted radial extent of heat indicates that the short- 
term cycle simulations are fairly representative of the 
doublet-well system.

Longer term simulations indicate that heat will 
be contained within an 85-m radial distance for the 
6-month injection periods and a 90-m radial distance 
for the 8-month injection periods (figs. 17-20). These 
two radial distances are plotted on figure 3. A com­ 
parison of the 85- and 90-m radial distances with the 
equipotential lines for the doublet-well system indi­ 
cates that the preliminary model radial-flow assump­ 
tion may not represent adequately the doublet-well 
system for the longer term cycles. However, the use­ 
fulness of the results of the preliminary model long- 
term simulations is not affected because the purpose 
of the simulations is to describe how the operational 
factors of injection and withdrawal rates and dura­ 
tion can affect the aquifer efficiency. The aquifer effi­ 
ciencies obtained from the long-term simulations are 
termed relative. Although they may not exactly rep­ 
resent efficiencies that would be obtained from the 
working ATES doublet-well system, they are compa­ 
rable to each other and, thus, serve the intended 
purpose.

For purposes of this study, short-term testing 
cycles were defined as 8 days of injection at 18.9 L/s 
of 150° C water, 8 days of storage, and 8 days of 
withdrawal at 18.9 L/s for a total of 24 days. Figure 
16 shows a plot of model-computed well-bore tem­ 
peratures as a function of time for five sequential 24- 
day cycles as simulated by the base radial-flow mod­ 
el. Also indicated at the end of each 24-day cycle is 
the aquifer thermal efficiency. The plot indicates 
that, for the short-term uniform cycles, the aquifer 
thermal efficiency tends to increase with successive 
cycles. This is because injected water must heat up 
the aquifer from its initial ambient temperature of 
approximately 10°C. At the beginning of subsequent 
injections, the aquifer is warmer due to residual heat 
that was not completely recovered from the previous 
cycle. The graph also indicates that the aquifer ther­ 
mal efficiency will approach a maximum value after 
several cycles. For the simulation depicted in figure 
16, the maximum aquifer efficiency probably will be 
between 60 and 65 percent.

A working ATES system would not operate on 
the short-term (24-day) test cycles but rather on year­ 
ly cycles based on seasonal thermal-energy surplus 
and demand. Figure 17 shows model-computed well- 
bore temperatures and relative thermal efficiencies 
for five continuous 1-year cycles of 8 months of injec-

Five numbers represent aquifer thermal efficiency, in percent

Figure 16
cycles.

8 16 24 32 40 48 56 64 72 80 88 96 104 112 120

TIME, IN YEARS

Model-computed well-bore temperatures and aquifer thermal efficiencies for five sequential 24-day test
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tion at 18.9 L/s of 150°C water and 4 months of 
withdrawal at 18.9 L/s. The model conditions are 
similar to those previously described for five 24-day 
cycles. Relative thermal efficiencies of the aquifer 
range from 34 to 39 percent, and well-bore tempera­ 
tures at the end of withdrawal range from approxi­ 
mately 80° to 105°C.

Figure 18 shows model-computed well-bore 
temperatures and relative thermal efficiencies of the 
aquifer for conditions similar to those shown in fig­ 
ure 17 except that the withdrawal rate is 37.7 L/s. 
The relative thermal efficiency of the aquifer ranges 
from 52 to 61 percent, and the well-bore temperature 
at the end of each cycle ranges from approximately 
45°to75°C.

Figure 19 shows model-computed well-bore 
temperatures and aquifer relative efficiencies calcu­ 
lated for five continuous 1 -year cycles each consisting 
of 6 months of injection at 18.9 L/s of 150° C water 
and 6 months of withdrawal at 18.9 L/s. Relative 
thermal efficiency of the aquifer at the end of each 
cycle ranges from 51 to 59 percent, and the well-bore 
temperature at the end of each cycle ranges from 
approximately 45° to 70 °C.

Figure 20 shows model-computed well-bore 
temperatures and relative thermal efficiencies of the

aquifer calculated for conditions similar to figure 19 
except that the withdrawal rate is 37.8 L/s, or twice 
that used for the calculations in figure 19. Aquifer 
relative thermal efficiencies are the highest of any of 
the simulations and range from 73 to 84 percent. 
This simulation also produces the lowest well-bore 
temperatures at the end of each cycle ranging from 
approximately 25° to 35°C.

To summarize, figures 17 through 20 illustrate 
aquifer relative thermal efficiencies and well-bore 
temperatures based on 1-year cycles with hypotheti­ 
cal injection-withdrawal rates and periods. It is obvi­ 
ous, from a comparison of the graphs, that operation­ 
al methods which increase aquifer thermal efficiency 
also lower well-bore temperatures at the completion 
of each cycle. Thus, for a working ATES system, a 
required minimum well-bore temperature also may 
limit the aquifer thermal efficiency. The simulations 
shown in figures 16 through 20 also demonstrate one 
method for developing an optimization scheme for a 
working ATES system by use of a calibrated ground- 
water-flow and thermal-energy-transport model.

Finally, a similarity between the relative ther­ 
mal efficiencies of the aquifer in figures 16 and 19 
should be noted. Each curve represents a different 
hypothetical cyclic scheme in terms of time and rate.
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The only common factor between them is the injec­ 
tion temperature and the total volume of water in­ 
jected and withdrawn. Relative thermal efficiencies 
for the simulation depicted in figure 16, however, are 
calculated at a significantly reduced time scale (by a 
factor of approximately 15), which suggests that it 
may be possible to obtain adequate estimates of aqui­ 
fer thermal efficiency and well-bore temperatures 
with reduced time-scale simulations.

SUMMARY

In May 1980, the University of Minnesota be­ 
gan an ATES study on the St. Paul campus. The 
ATES system uses a doublet-well design with an in­ 
jection-withdrawal well spacing of approximately 250 
m. Hot water (150°C) will be injected into the deep 
(180-240 m) Franconia-Ironton-Galesville aquifer, a 
consolidated sandstone. The aquifer is confined 
above by the St. Lawrence Formation, a dolomitic 
sandstone, and below by the Eau Claire Formation, a 
shale. Short-term testing will consist of 8 days of 
injection at 18.9 L/s of 150°C water, 8 days of stor­ 
age, and 8 days of withdrawal of heated water at 18.9 
L/s.

The U.S. Geological Survey is constructing a 
ground-water-flow and thermal-energy-transport

model to aid in evaluation of the ATES concept. A 
preliminary radial-flow model for ground-water flow 
and thermal-energy transport was constructed with a 
code developed for the U.S. Geological Survey for 
calculating the effects of liquid waste disposal in deep 
saline aquifers. Vertically, the model consists of 16 
layers ranging in thickness from approximately 5 to 
10 m, which simulates the aquifer and the confining 
layers. The radial spacings range from 0.18 to 26.8 m. 
The smallest radial spacing represents the well bore, 
and the largest radial spacing is one-half of the dis­ 
tance between the doublet wells, or a radius of 125 m. 

Sensitivity analysis was made on the prelimina­ 
ry radial-flow and thermal-energy-transport model 
for hydraulic conductivity, porosity, KH/KV, rock 
thermal conductivity, rock-heat capacity, and ther­ 
mal dispersivity. Each simulation consisted of 8 days 
injection at 18.9 L/s of 150° C water, 8 days of stor­ 
age, and 8 days of withdrawal at 18.9 L/s for one 
complete 24-day cycle. Individual model properties 
were varied for the assumed base values and plots of 
model-computed temperature versus time were con­ 
structed for a radial distance of 6.5 m from the well 
bore. Resulting curves then were compared with each 
other and with curves for other model properties to 
determine model sensitivity in terms of calculated 
temperature and aquifer thermal efficiency. Model

18 Selected Papers in the Hydrologic Sciences



results indicate that hydraulic and thermal properties 
may be ranked in terms of increasing model sensitivi­ 
ty as follows: KH/KV , rock thermal conductivity, hy­ 
draulic conductivity, porosity, rock-heat capacity, 
and thermal dispersivity.

The preliminary radial-flow and thermal-ener­ 
gy-transport model also was used to study the poten­ 
tial effects of thermal convection, or buoyancy flow, 
due to density differences between the cooler natural- 
temperature ground water and the heated injection 
water. The preliminary model simulated 8 days of 
injection of 150° C water at 18.9 L/s, 8 days of stor­ 
age, and 8 days of withdrawal at 18.9 L/s. Values of 
KH and KH/KV were varied individually by an order 
of magnitude. Vertical profile plots of temperature 
were constructed at the end of injection, storage, and 
withdrawal at a radial distance of 6.5 m. Tilting of 
the thermal front caused by buoyancy flow was not 
apparent in the temperature profile plots at the end 
of injection, storage, or withdrawal for the assumed 
base values of hydraulic and thermal properties. 
Simulating horizontal KH at 10 times the base value 
and Kv equal to KH resulted in significant tilting of 
the thermal front at the end of storage and withdraw­ 
al, indicating the importance of accurate data collec­ 
tion and analyses for these two hydraulic properties.

The preliminary radial-flow and thermal-ener­ 
gy-transport model also was used to examine the ef­ 
fects on aquifer thermal efficiency of hypothetical 
test cycles consisting of various periods of injection 
and withdrawal of hot water and varying withdrawal 
rates. Simulations consisted of five injection-with­ 
drawal cycles of 1 year each representing a total of 5 
years of system operation. In all simulations, injec­ 
tion was 18.9 L/s of 150°C water. Aquifer thermal 
efficiency was calculated as total energy withdrawn 
divided by total energy injected. The least efficient 
cycle simulated consisted of 8 months of injection at 
18.9 L/s and 4 months of withdrawal at 18.9 L/s. The 
aquifer efficiency computed at the end of the fifth 
cycle was 39 percent, and the final well-bore tempera­ 
ture was 130°C. The most efficient simulation con­ 
sists of 6 months of injection at 18.9 L/s and 6 
months of withdrawal at 37.8 L/s. The computed effi­ 
ciency after five cycles was 84 percent, and the final 
well-bore temperature was 46 °C.
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Low-Level Radioactive Ground-Water Contamination 
From a Cold-Scrap Recovery Operation, Wood River 
Junction, Rhode Island
By Barbara]. Ryan and Kenneth L. Kipp, Jr.

Abstract

In 1981, the U.S. Geological Survey began a 3-year 
study of ground-water contamination at a uranium- 
bearing cold-scrap recovery plant at Wood River Junction, 
Rhode Island. Liquid wastes from this industrial site were 
discharged to the environment through evaporation 
ponds from 1966 to 1980. Leakage from the 
polyethylene- and polyvinylchloride-lined ponds resulted 
in a plume of contaminated ground water that extends 
from the ponds northwestward to the Pawcatuck River 
through a highly permeable sand and gravel aquifer of 
glacial origin.

Electrical conductivity, determined by 
electromagnetic methods, was used to delineate the 
plume areally before observation wells were installed. 
These data, combined with water-quality data from more 
than 100 observation wells, indicate that the plume is 
approximately 2,300 feet long and 300 feet wide and is 
confined to the upper 80 feet of saturated thickness 
where sediments consist of medium to coarse sand and 
gravel. No contamination has been detected in fine sands 
and silts underlying the coarser materials. Piezometric 
head and water-quality data from wells screened at 
multiple depths on both sides of the river indicate that 
contaminants discharge to the river and to a swampy area 
at the west edge of the river. Dilution precludes detection 
of contaminants once they have entered the river, which 
has an average flow of 193 cubic feet per second.

Water-quality data collected from April 1981 to June 
1983 indicate that strontium-90, technetium-99, boron, 
nitrate, and potassium exceed background concentrations 
by an order of magnitude in much of the plume. 
Concentrations of gross beta emitters range from 5 to 500 
picoCuries per liter. No gamma emitters above detection 
levels have been found. Electrical conductivity of the 
water ranges from 150 to 4,500 micromhos per centimeter 
at 25 degrees Celsius. Water-quality sampling shows 
zones of concentrated contaminants at both ends of the 
plume, separated by a zone of less contaminated water. 
Laboratory tests for exchangable cations indicate little 
capacity for uptake by the coarse sediments. In the 
swamp, reducing conditions may promote observable 
solute interaction with sediments or organic material.

INTRODUCTION

Liquid wastes containing radionuclides and 
other chemical solutes from an enriched uranium 
cold-scrap recovery plant have leaked from polyethy­ 
lene- and polyvinylchloride (PVC)-lined ponds and 
trenches into a highly permeable sand and gravel aq­ 
uifer in southern Rhode Island. The resultant plume 
of ground-water contamination extends about 2,300 
ft from the ponds and trenches to the Pawcatuck 
River and the contiguous swamp into which ground- 
water discharge occurs. In 1981, the U.S. Geological 
Survey began a 3-year study of this ground-water 
contamination at a plant at Wood River Junction, 
Rhode Island (fig. 1). The objectives of the study are 
to (1) identify constituents in the plume, (2) deter­ 
mine solute interaction with aquifer materials, (3) 
model ground-water flow and solute transport in the 
study area, and (4) use the model to predict residence 
times in the aquifer and fate of contaminants in the 
plume.

Contaminated ground water at this site moves 
through a highly permeable glacial outwash aquifer 
that yields water readily to wells. The Rhode Island 
Water Resources Board has conducted test drilling 
around Wood River Junction and has considered de­ 
veloping ground water from the Meadow Brook 
Pond area for use both within and outside the basin. 
The possibility that supply wells developed in the 
area might be contaminated as a result of migration 
of contaminated water beneath the Pawcatuck River 
is of concern to the Water Resources Board.

By October 1982, most of the data collection 
network for the investigation was in place, and rou­ 
tine water-level measurements, water-quality sam­ 
pling, and precipitation measurements were begun. 
This paper describes geohydrologic conditions at the 
site, the source of ground-water contamination, and 
presents preliminary findings based on data collected 
through June 1983. National Geodetic Vertical Da­ 
tum of 1929 is referred to as sea level in this report.
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PLANT HISTORY AND CONTAMINATION 
SOURCE

From 1964 to 1980, an enriched uranium cold- 
scrap recovery plant was operated (fig. 2) at Wood 
River Junction, Rhode Island. Acid digestion with 
hydrofluoric and nitric acids and organic separation 
with tributyl phosphate and kerosene were used in 
the process. Solid wastes from the process were 
shipped offsite, and liquid wastes were discharged to 
the Pawcatuck River through a drain pipe from 1964 
to 1966 and to uncovered "evaporation" ponds and 
trenches from 1966 to 1980.

In southern Rhode Island, however, average an­ 
nual precipitation is much greater than average annu­ 
al evaporation; for example, from 1950 to 1970, pre­ 
cipitation at the National Weather Station at 
Kingston, Rhode Island, 9 mi northeast of the study 
area, averaged 46.06 in/yr while estimated annual 
free water surface evaporation for the same period 
was only 29 in/yr (National Oceanic and Atmospher­ 
ic Administration, 1982). This and the fact that 
highly permeable sediments occur beneath the ponds

and trenches indicate that much of the liquid waste 
discharged to the ponds and trenches did not evapo­ 
rate but rather percolated into unconsolidated depos­ 
its beneath the site.

The depth of the ponds and trenches ranged 
from 3 to 15 ft below land surface; the bottoms of the 
ponds were 9 to 13 ft and the bottoms of the trenches 
were 1 to 3 ft above high water table.

From 1964 to 1966, liquid wastes were dis­ 
charged to the Pawcatuck River through a buried 
drain 1,500 ft in length. Beginning in 1966, liquid 
wastes were discharged into a pond approximately 
5,000 ft2 in area and 6 ft in depth (fig. 2). Pond 
capacity or overflow problems due to precipitation 
and disposal flow rates (estimated by plant officials 
to have averaged about 400 gal/d) led to periodic 
construction of additional ponds and trenches. In 
1967, a second pond (8,400 ft2 in area and 4 ft in 
depth) was used as a replacement, and, in 1972, a 
new pond was constructed in the same area as the 
original pond. A series of trenches were built to 
replace the first and second ponds in 1977 and were 
used until 1979. The liquid waste disposal ponds and 
trenches encompassed approximately 25,000 ft2 . 
These disposal sites are considered to be the source 
of the contaminated liquid percolation to the water 
table. In 1979, a covered tank with a double poly­ 
ethylene liner was constructed 50 ft north of the orig­ 
inal pond area (fig. 2) to hold the liquid waste during 
evaporation and concentration processing. To date, 
no evidence exists for ground-water contamination 
from the covered tank storage area.

Because data on chemical composition and 
physical properties of the liquid wastes are limited 
and concentrations of chemical and radiochemical 
constituents in waste discharges changed with time, 
defining the actual source loadings is not possible. In 
addition to hydrofluoric and nitric acids, tributyl 
phosphate, and kerosene, the following chemicals 
were used in the recovery process and were present in 
the liquid wastes in varying concentrations: alumi­ 
num nitrate, calcium hydroxide, mercury, sodium 
carbonate, sodium hydroxide, and potassium hydrox­ 
ide. Although primarily nonirradiated fuel elements 
were processed from 1964 to 1980, slightly irradiated 
fuel elements from test reactors were processed from 
1967 to 1980. This could account for the strontium- 
90 and technetium-99 that are in the contaminated 
water.

Processing at the plant, which ended in August 
1980, currently is being decommissioned. Material 
from the bottom of the ponds and trenches and sedi­ 
ment from below the ponds and trenches were re­ 
moved and combined with a cementlike mixture and 
shipped offsite for burial. Sediments in the unsatu-
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Figure 2. Location of processing area, evaporation pond, trenches, and covered tank in 1979.

rated zone between the pond and trench bottoms and 
the water table were not sampled.

PREVIOUS SITE INVESTIGATIONS

From 1974 to 1977, the Rhode Island Water 
Resources Board drilled approximately 20 test holes 
on the plant property to obtain lithologic and water- 
quality data for evaluating potential areas for 
ground-water development. Water-quality data ob­ 
tained as part of the Water Resources Board investi­ 
gation indicate ground water of high conductivity 
(5,500 umho/cm at 25°C), high nitrate (225 mg/L), 
and significant gross alpha (43 pC/L) and gross beta 
(489 pC/L) emitters 1,100 ft from the source area 
(Dickerman and Silva, 1980, p. 177-178). In 1977, 
the company installed 10 observation wells between

the plant and the river that ranged in depth from 
approximately 50 to 80 ft. Water-quality data ob­ 
tained by the company from one of these wells indi­ 
cate ground water of high conductivity (14,500 
umho/cm at 25°C), high nitrate (2,200 mg/L), and 
significant gross beta emitters (1,518 pC/L) 200 ft 
from the source area (Dickerman and Silva, 1980, p. 
177-178).

In 1977, resistivity surveys were conducted by 
David Huntley, University of Connecticut, and by 
Daniel Urish, University of Rhode Island. Results of 
these surveys indicated a plume of ground water with 
high conductivity between the plant site and the Paw- 
catuck River. Adjacent to the source area, depth 
below land surface of the highest conductance water 
was estimated to be 40 ft (David Huntley, written 
commun., 1981). Maximum known extent of con­ 
tamination at the start of the present study (October
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1982) was approximately 1,200 ft from the source 
area.

STUDY AREA DESCRIPTION 

Geology

The study area is underlain by the Hope Valley 
Alaskite Gneiss, a metamorphic rock unit of Late 
Proterozoic age (570-900 million years old). The 
gneiss was an igneous rock unit that underwent one 
and possibly two episodes of metamorphism (Moore, 
1959). The bedrock crops out east, northeast, west, 
and southwest of the study area, and unconsolidated 
glacial deposits of Pleistocene age (less than 1 million 
years old) have been deposited on top of the bedrock.

Glacial till deposits (poorly sorted clays, silts, 
sands, gravels, and boulders) form a relatively thin 
(less than 20 ft) mantle over the bedrock (LaSala and 
Hahn, 1960) and appear at land surface east of the 
plant site (fig. 3). Glacial outwash deposits (well- 
sorted silts, sands, and gravels) were deposited in the 
bedrock valley (fig. 4) and range in thickness from 0 
to 300 ft in some parts of the valley.

In the bedrock valley, the outwash deposits con­ 
sist of predominantly medium to coarse sands and 
gravels to a depth of about 80 ft below land surface 
and mostly fine sands and silts below a depth of 80 ft 
(fig. 4). A glacial terminal moraine (till with some 
stratified deposits) approximately 3 mi south of the 
study area may be responsible for the fine sands and 
silts at depth. Slow-moving glacial meltwater flowing 
into a lake behind the moraine apparently resulted in 
the deposition of the fine-grained sediments.

The fine sands and silts are cohesive in places; 
however, few clay-sized particles have been found to 
date. Clay-sized particles from two split spoon sam­ 
ples taken from the fine sand and silt unit were 2.94 
and 3.07 percent. Clay-sized particles taken from 
seven split spoon samples from the coarse sand and 
gravel unit ranged from 0.12 to 7.60 percent, with an 
average value of 1.53 percent and a median value of 
0.38 percent. In two locations (one approximately 
100 ft south of Meadow Brook Pond and one be­ 
tween the plant site and river) where test holes have 
exceeded 150 ft in depth, a zone (5-15 ft) of coarse 
sands has been encountered below the fine silts and 
sands and above the bedrock surface. The mineralo­ 
gy of the outwash deposits is predominately quartz 
and feldspars; dark minerals (biotite and hornblende) 
are generally more abundant in the finer sediments 
(F. T. Manheim, written commun., 1983).

Hydrology

The plant site, located within the lower Paw- 
catuck River basin, is approximately 2 mi east of the 
junction of the Pawcatuck and Wood Rivers. Uncon­ 
solidated deposits near the junction of these two riv­ 
ers comprise the most extensive accumulation of sed­ 
iments in the lower Wood aquifer (Gonthier and 
others, 1974, p. 7). The aquifer is approximately 8 
mi in length and ranges from 2,000 to 8,000 ft in 
width with the majority of it extending north, north­ 
west, and west of the plant site. Saturated thickness 
in the Ellis Flats area exceeds 290 ft. Swamp and till 
deposits form the southern and eastern limits of the 
aquifer, respectively.

The aquifer is unconfined with a water table 
that slopes westward from the plant site at an average 
gradient of 28 ft/mi. The lower boundary of the 
aquifer is the bedrock surface (fig. 4). Generally, 
ground-water movement in the aquifer is from the 
lateral boundaries or till upland areas toward the 
Pawcatuck River (fig. 5). Ground water discharges to 
the Pawcatuck River, which is the major surface 
water drainage from the study area. Ground-water 
potentials (fig. 6) show upward vertical movement of 
water into the Pawcatuck River and contiguous 
swampy area west of the river.

Water enters the ground-water system through 
infiltration of precipitation (rainfall or snowmelt). 
Overland runoff and some ground-water flow from 
adjacent till-covered bedrock areas also enter the aq­ 
uifer. Based on annual average runoff of 27.51 in 
from 1966 to 1980 upstream of the U.S. Geological 
Survey gage on the Pawcatuck River at Wood River 
Junction and a relation developed by Mazzaferro and 
others (1978, p. 45), long-term average annual 
recharge to the aquifer is estimated to be 26 in/yr. 
Assuming ground-water outflow is a conservative es­ 
timate of the amount of natural recharge, Mazzaferro 
and others (1978) related ground-water outflow to 
the percentage of stratified drift in a drainage basin. 
The relation developed by linear regression is de­ 
scribed by the equation,

Y = 35 + 0.6*,

where Y equals ground-water outflow as a percent of 
total runoff and X equals percentage of total basin 
area underlain by stratified drift. For this case, X = 
100.

Discharge of water from the aquifer occurs 
through ground-water runoff and evapotranspiration, 
primarily where the water table is near the land sur­ 
face. Hydraulic conductivity of till is estimated to 
average about 1 ft/d as does the till in the nearby 
upper Pawcatuck River basin (Alien and others,
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Figure 3. Generalized surficial geologic map of the study area and location of cross-sectional line A-A'.
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1966, p. 9), whereas hydraulic conductivity of out- 
wash deposits at the plant, estimated from lithologic 
logs, is about 180 ft/d (Gonthier and others, 1974, 
plates 2, 4). Hydraulic conductivity determined from 
analyses of three aquifer tests made within a 1-mi 
radius of the site, including one on the plant supply 
well (fig. 2), ranged from 140 to 190 ft/d (D. C. Dick- 
erman, oral commun., 1983). Hydraulic conductivity 
of the fine sands and silts at depth probably falls 
somewhere in between those of the tills and coarse 
outwash deposits. Fractures in the bedrock also yield 
water to wells but generally only enough for domestic 
supplies (5 gal/min or less) (Alien, 1953, p. 26). 
Ground-water flow, which was calculated from a 
water-table gradient of 28 ft/mi, an estimated aquifer 
porosity of 0.38 (obtained from averaging porosity 
values from six sediment samples), and hydraulic- 
conductivity estimates that ranged from 140 to 190 
ft/d, ranged from 1.95 to 2.65 ft/d.

Uncontaminated ground and surface water in 
the study area generally meet U.S. Environmental 
Protection Agency (1976) drinking water standards. 
Specific conductance, an indication of dissolved min­ 
erals in the water, is generally less than 100 jimho/cm 
at 25°C. Principal cations, sodium, calcium, potassi­ 
um, and magnesium are present in concentrations of 
14 mg/L or less; principal anions, sulfate, chloride, 
and nitrate are present in concentrations of 20 mg/L 
or less. Some naturally occurring radionuclides, such 
as potassium-40 (1 pC/L), radium-226 (3 pC/L), radi- 
um-228 (2 pC/L), and strontium-90 (3 pC/L), have 
been detected in ground and surface water in the 
study area.

EXPLORATION TECHNIQUES

Geophysical techniques and well drilling were 
used to define the hydrogeologic system and contam-
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ination plume. Geophysical techniques included 
seismic refraction to determine depth to bedrock, ge­ 
ophysical well logging (gamma gamma, natural gam­ 
ma, and neutron) to determine relative lithologic dif­ 
ferences within a given well and from well to well, 
and electromagnetic (inductive) conductivity surveys

to locate areas within the aquifer containing water of 
high specific conductance.

More than 135 observation wells ranging in 
depth from 10 to 230 ft were installed during six 
drilling phases using hollow-stem auger, mud rotary, 
and drive-and-wash methods. Wells generally were
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constructed of 1 !/4- to 1 !/2-in diameter flexible poly­ 
ethylene or rigid PVC plastic pipe. Two wells were 
constructed with 5-in diameter rigid PVC pipe for 
geophysical logging purposes, and two wells were 
constructed with 1 Vi-in diameter galvanized steel for 
continuous water-level recording. Screened intervals 
or well points ranged from 2 to 10 ft in length and 
were either No. 10 (O.OlO-in)orNo. 12(0.012-in) 
slot. The first drilling phases were used to install 
relatively shallow (less than 30-ft) observation wells 
to determine the water-table configuration. Later 
phases were devoted to the installation of wells rang­ 
ing in depth from 10 to 100 ft to locate the contami­ 
nation plume horizontally and vertically. Ten split 
spoon samples were taken for such sediment analyses 
as cation exchange capacities, mineralogic descrip­ 
tions, porosity tests, and sieve analyses.

CONTAMINATION PLUME

The plume of contaminated ground water ex­ 
tends from the source area northwestward approxi­ 
mately 1,500 ft to the Pawcatuck River and south- 
westward approximately 800 ft in a downstream 
direction through the swampy area west of the river, 
a total distance of 2,300 ft (figs. 7, 8). Dilution pre­ 
cludes detection of contaminants once they have en­

tered the river which has an average discharge of 193 
ft Vs. The plume is approximately 300 ft in width and 
is confined to the upper 80 ft of saturated thickness 
(fig. 9) where sediments consist of medium to coarse 
sand and gravel. The top of the contamination 
plume is depressed below the water table, and its 
depth increases as it moves away from the source 
area. The plume obtains a maximum depth (80 ft 
below land surface) between 1,400 and 1,500 ft from 
the source area. Beneath the discharge area (river 
and adjacent swamp), the plume rises to land surface.

Specific gravity of three samples of contaminat­ 
ed ground water collected in 1981 ranged from 1.000 
to 1.001 (Daniel Urish, written commun., 1982). It 
is assumed, therefore, that freshwater recharge on top 
of the plume is probably responsible for increased 
depth of the plume away from the pond area. Sea­ 
sonal variations in hydrologic conditions may affect 
dimensions of the plume; for example, high precipi­ 
tation in the spring of 1983 depressed the contamina­ 
tion plume below the water table at the river-swamp 
interface (fig. 10).

Chemical and radiochemical constituents in the 
contaminated water include nitrate (5-600 mg/L), 
boron (20-400 ug/L), potassium (3-25 mg/L), stron- 
tium-90 (4-250 pC/L), and technetium-99 (75-1,350 
pC/L). Due to the expense of the analytical proce-
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Figure 7. Strontium-90 concentration in ground water at the plant site, October 1982.
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Figure 8. Nitrate concentration in ground water at the plant site, October 1982.

dure, only five water samples have been analyzed for 
technetium-99 (two by the U.S. Geological Survey 
and three by Oak Ridge Associated Universities). In 
these five samples, strontium-90 accounts for 10 to 
30 percent of the gross beta activity; the remainder is 
attributed to technetium-99. The sums of strontium- 
90 and technetium-99 actually may exceed the gross 
beta activity level for a given sample; this is most 
likely due to the fact that the separation and counting 
efficiency for individual radionuclide measurements 
is greater than that of the gross beta counting appar­ 
atus. Concentrations of gross beta emitters range 
from 5 to 500 pC/L. No gamma emitters above de­ 
tection levels have been found. Electrical conductivi­ 
ty of the water ranges from 150 to 4,500 umho/cm at 
25°C. Dissolved solids have been measured up to 
3,500 mg/L, and these concentrations interfere with 
the detection of alpha emitters. Concentrations of 
chemical constituents in contaminated water at the 
plant site, and background concentrations are sum­ 
marized in table 1.

From 1982 to 1983, two zones of concentrated 
contaminants were present at both ends of the plume 
and were separated by a zone of less contaminated 
water. The zone near the Pawcatuck River resulted 
from infiltration of contaminants while the plant was

processing material (1964-80). The zone near the 
source area apparently resulted from flushing of addi­ 
tional contaminants from the unsaturated zone while 
the sediment below the ponds and trenches was being 
excavated for site-decommissioning.

Sediment- and water-quality analyses from 
sampling locations from the plant to the river indi­ 
cate chemical and radiochemical constituents are not 
being sorbed by aquifer materials. Cation-exchange 
capacities from five split spoon samples ranged from 
0.1 to 4.2 milliequivalent per 100 grams (meq/100 g), 
with a median value of 0.5 meq/100 g. Technetium- 
99 and strontium-90 have been detected in water 
from observation wells that are 1,500 and 2,000 ft, 
respectively, from the plant. In the swamp, however, 
reducing conditions may promote observable solute 
interaction with sediments or organic material once 
the plume rises to land surface. Additional sediment- 
and water-quality analyses are being conducted on 
materials from the swamp.

SUMMARY

Liquid wastes from an enriched uranium cold- 
scrap recovery plant have leaked into a highly perme­ 
able sand and gravel aquifer in southern Rhode Is-
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Figure 9. Strontium-90 concentration in ground water at the plant site, October 1982.

land. The resultant plume of contamination extends 
2,300 ft from the source area (evaporation ponds and 
trenches) to the aquifer's discharge area (the Paw- 
catuck River and swampy area west of the river). 
Dilution, however, precludes detection of contami­ 
nants once they have entered the river. Chemical 
and radiochemical constituents in the plume include 
nitrate, boron, potassium, strontium-90, and techne- 
tium-99. Unconsolidated deposits comprising the 
aquifer contain few clay-sized particles, and contami­ 
nants do not appear to be interacting significantly 
with the sediments. In the swamp, reducing condi­ 
tions may promote observable solute interaction with 
sediments or organic material.
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Table 1. Representative chemical analyses of water from observation wells near the middle of, the edge of, and outside 
the contaminant plume
[Results in milligrams per liter except as indicated]

Chemical constituent

Alkalinity-CaCO3 ------
Boron (ng/L) --------
Cadmium (ng/L) ------
Calcium ----------
Chloride ----------
Copper (ng/L) -------
Fluoride ----------
Hardness ---------
lron(ng/L) ---------
Lead (|i{j/L) ---------
Magnesium --------
Manganese (|ig/L) ------
Nickel (ng/L) -------- 
Nitrate (NO2 + NO3) -----
pH (units) --------- 
Phosphorus

(ortho as P) --------
Potassium ---------
Silica -----------
Sodium ----------
Specific conductance

(nmho/cmat25°C) - - - -
Strontium-90 (pC/L) -----
f* tf . * 'Sulfate -----------
Water temperature (°C) - - -
Zinc(ng/L) ---------

Observation 
well in middle 

of plume, 
Feb. 17, 1982

7
230

1
720
180

4
<.1

1,900
250

5
23

600
14 

580
5.6

<.01
21
<.1
25

4,260
222

50
12.0
50

Observation 
well on edge 

of plume, 
Feb. 3, 1982

3
50

2
50

9.2
2

<.1
130

20
6
1.5

67
1 

37
5.7

<.01
3.4

11
7.8

376
6.7

14
11.5
11

Observation 
well outside 

of plume, 
Dec. 23, 1981

9
<10
<1

4.1
5.0
5

<.1
16

310
1
1.4

1,600
2 

.18
5.6

<.01
2.5
6.9
4.4

77
2.9

14 
10.5
16
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An Electromagnetic Method for Delineating 
Ground-Water Contamination, 
Wood River Junction, Rhode Island
By Paul M. Barlow and Barbara J. Ryan

Abstract

Surface electromagnetic (EM) surveys were conduct­ 
ed in August 1981 to delineate the areal and vertical ex­ 
tent of ground-water contamination at a site in Wood 
River Junction, Rhode Island. The surveys were conduct­ 
ed in conjunction with a 3-year study of low-level radio­ 
active ground-water contamination from a cold-scrap re­ 
covery operation (Ryan and Kipp, 1983).

Surface electromagnetic induction techniques that 
measure terrane conductivity were used in August 1981 at 
a low-level radionuclide waste site in Wood River Junc­ 
tion, Rhode Island, to delineate areal and vertical extent 
of contamination in a sand and gravel aquifer of glacial 
origin. Data from the terrane-conductivity survey were 
consistent with values of specific conductance of ground 
water measured as part of a 3-year study of ground-water 
contamination at the site. Data from the terrane- and 
specific-conductance surveys indicate that a plume of 
contaminated ground water extends from wastewater 
lagoons and trenches at the plant site to the Pawcatuck 
River. Above background terrane conductivities are pres­ 
ent over an area that is 370 meters in length, ranges in 
width from 100 to 200 meters, and ranges in depth from 
land surface to 25 meters below land surface.

Electromagnetic data were contoured in linear and 
in dimensionless logarithmic units. Electromagnetic data 
contoured in linear units indicated high-conductivity 
zones that suggested potential ground-water contamina­ 
tion. Linear contouring also depicted changes in conduc­ 
tivity with depth more clearly than did the logarithmic 
contouring.

Logarithmic contouring of electromagnetic data was 
successful in masking background noise, thereby de­ 
lineating boundaries of the contamination plume more 
clearly. Selection of background apparent-conductivity 
values at the site for the logarithmic contouring schemes 
proved to be the greatest objection to the logarithmic 
method. Background values which were too high caused 
an unrealistic reduction in the boundaries of the contami­ 
nation plume, whereas background apparent-conductivi­ 
ty values that were too low allowed interference from 
background noise to bias the hydrogeologic 
interpretation.

INTRODUCTION

Surface electromagnetic (EM) surveys were con­ 
ducted in August 1981 to delineate the areal and 
vertical extent of ground-water contamination at a 
site in Wood River Junction, Rhode Island. The 
surveys were conducted in conjunction with a 3-year 
study of low-level radioactive ground-water contami­ 
nation from a cold-scrap recovery operation (Ryan 
and Kipp, 1983).

Surface electromagnetic induction techniques 
that measure terrane conductivity have been found 
to be an effective tool in the preliminary assessment 
of ground-water pollution at many industrial and 
municipal contamination sites (Kelly, 1976, p. 7; 
Greenhouse and Slaine, 1983, p. 49; McNeill, 1980b, 
p. 11). Electromagnetic induction techniques are a 
relatively inexpensive and reliable method of map­ 
ping contamination plumes and may, in the early 
stages of a study of ground-water contamination, aid 
in the placement of water-quality observation wells 
(Greenhouse and Slaine, 1983, p. 49).

The ability of earth materials to transmit an 
electrical current is related directly to the electrical 
conductivity of the interstitial pore fluid and, to a 
lesser extent, the rock type. Electrical conductivity of 
the interstitial pore fluid (water) is determined pri­ 
marily by ion concentrations in the solution. As the 
ion content of the pore fluid increases, the ability of 
the fluid to conduct an electrical charge and the con­ 
ductivity of the earth material also increase.

The instrument used in the EM surveys consists 
of an alternating-current transmitter coil that produc­ 
es a time varying magnetic field (primary field), 
which, in turn, induces small eddy currents in the 
earth (fig. 1). These currents produce a secondary 
magnetic field, which, together with the primary 
magnetic field, are intercepted by a receiver coil (Mc­ 
Neill, 1980b, p. 5; Evans, 1982, p. 105-108; Zohdy 
and others, 1974, p. 55). Because the magnitude of
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Adapted from 
McNeill, (1980b, 
p. 5.) and Evans, 
(1982, p. 107)

Figure 1. Schematic model showing theory of electromag­ 
netic instrumentation and terrane-conductivity measure­ 
ment. (A) Transmitter coil produces primary magnetic field 
(Hp); (6) Induced current loops produce a secondary mag­ 
netic field (Hs). Relationship to eddy currents not shown; 
(Q Current flow is achieved by the availability of charged 
particles in the sediments and pore fluids; and (D) Receiv­ 
er coil senses primary and secondary magnetic fields. 
Conductivities are recorded.

source to the extent that linear contours of raw data 
might; second, a common format of instrument and 
survey results may be realized by the use of 
nondimensional contour units with a zero back­ 
ground value; and, finally, the method of contouring 
logarithmic values is objective except for the choice 
of a background apparent-conductivity value.

This report summarizes the use of EM surveys 
to delineate a ground-water contamination plume at 
a low-level radioactive waste site in Wood River 
Junction, Rhode Island (fig. 2). The objectives of 
this paper are to compare the results of EM surveys 
to specific conductance measurements of ground 
water to evaluate the ability of such a survey to delin­ 
eate ground-water contamination and the advantages 
and disadvantages of linear and logarithmic contour­ 
ing of electromagnetic data.

In this report, the results of horizontal- and ver- 
tical-dipole measurements are included. It has been 
noted (McNeill, 1980b, p. 6; Greenhouse and Slaine, 
1983, p. 48) that data acquired from the vertical-di- 
pole configuration are more commonly subject to 
cultural interferences than data acquired from hori- 
zontal-dipole configurations. Misalinement of coils 
in the vertical-dipole configuration and a pro­ 
nounced departure from linearity of response at high

the currents induced by the transmitter is a function 
of hydrogeologic conditions, the magnitude of the 
secondary EM field is linearly proportional to the 
terrane conductivity (relative ease with which an 
electrical current will flow through the rock type).

The apparent terrane conductivity measured by 
the receiver coil is a function of the thickness of the 
rock type layer, the electrical conductivity of the pore 
fluid, depth of the rock type layer from the surface, 
intercoil spacings, and operating frequencies of the 
instrument (Evans, 1982, p. 108; McNeill, 1980b, p. 
5). The relative contributions to the apparent con­ 
ductivity of each of these factors need not be deter­ 
mined to interpret electromagnetic data. Results of 
data collected from many traverses at a study site are 
adequate to indicate relative lateral changes in the 
terrane conductivity (Evans, 1982, p. 108).

Greenhouse and Slaine (1983, p. 47-59) sug­ 
gested that the presentation of electromagnetic data 
should be standardized by converting measured ap­ 
parent conductivity values to logarithmic ratios of 
measured values to background apparent-conductivi­ 
ty values. The dimensionless ratios then are con­ 
toured to outline the zone of contamination. Green­ 
house and Slaine cited three advantages to 
logarithmic contouring of converted data over linear 
contouring of raw data: First, logarithmic contours of 
converted data do not cluster near the contaminant

Base from U.S. Geological 
Survey, Carolina 1:24.000, |- 

1953, photo revised 1970

Figure 2. Location of study area.
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values of terrane conductivity also may be causes for 
spurious readings in the vertical-dipole 
configuration.

SITE DESCRIPTION

From 1966 to 1980, liquid wastes containing 
radionuclides and other chemical solutes were dis­ 
charged to lined lagoons at a cold-scrap uranium- 
recovery plant in Wood River Junction, Rhode Is­ 
land (fig. 3). Leakage from the lagoons resulted in 
contamination of a highly permeable sand and gravel 
aquifer of glacial origin. Chemical constituents in 
the contaminated ground water included nitrate, po­ 
tassium, strontium-90, and technetium-99. Concen­ 
trations of nitrate and calcium, both of which were 
present in plant effluents, ranged from 3 to 600 mg/L 
and from 10 to 700 mg/L, respectively. Nitrate and 
calcium ions were the predominant constituents of 
the high dissolved-solids concentrations (as much as 
1,960 mg/L) in the contaminated ground water.

Specific conductance of contaminated ground 
water sampled from approximately 100 observation

wells ranged from 150 to 5,000 uS/cm at 25°C; un- 
contaminated ground water at the site generally had a 
specific conductance of less than 100 uS/cm at 25 °C. 
Specific conductance data indicate that a plume of 
contaminated ground water extends from the plant 
area to the Pawcatuck River and adjacent swamp. 
The plume is 520 m long and 100 m wide (fig. 4) and 
is confined to the upper 25 m of saturated thickness, 
where sediments consist of medium to coarse sand 
and gravel (fig. 5). The top of the contamination 
plume is about 10 m below the water table between 
the plant and river, whereas contamination is en­ 
countered at the water table within the swamp area.

ELECTROMAGNETIC SURVEY

Method

The EM surveys were conducted in August 
1981 (Duran, 1982) with a Geonics EM 34-3 induc­ 
tive terrane-conductivity meter. Measurements 
were obtained in both horizontal- and vertical-dipole 
modes at 20-m intercoil separations, providing effec-

EXPLANATION 

Observation well 

Electromagnetic station

  x   Fences

         Trails

Figure 3. Location of observation wells and electromagnetic stations.
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Figure 4. Specific conductance of ground water, Wood River Junction, Rhode Island, April 1982.

live depths of exploration on the order of 15 and 30 
m, respectively (fig. 6). A thorough explanation of 
the electrical conductivity of soils and rocks and of 
the theory and operation of the EM 34-3 instrument 
has been given by McNeill (1980a, b).

EM stations were located by pace and compass 
with the aid of aerial photographs. Data stations 
were located midway between the transmitter and 
receiver coils (Duran, 1982, p. 106). Six traverses 
(lines 3-8) were made approximately perpendicular 
to the direction of ground-water flow between the 
plant and the eastern bank of the Pawcatuck River 
(fig. 7; table 1). On the western side of the river, one 
traverse (line 2) was made parallel to the river; this 
traverse then formed the basis for several traverses 
perpendicular to the river (line 1). Station spacings 
were approximately 33m, with the exception of those 
located near the plant and in the swamp west of the 
Pawcatuck River, which were 15 m apart.

Linear and Logarithmic Contouring
Contouring of the electromagnetic data was 

done by two methods using linear and logarithmic

units. The first method (linear contouring) consisted 
of contouring apparent-conductivity values from 
field measurements at 1.0 to 2.0 mS/m at 25 °C con­ 
tour intervals. Contouring of EM data in this man­ 
ner did not necessitate the determination of a back­ 
ground apparent-conductivity level. Therefore, no 
attempt was made to determine the level of back­ 
ground noise [natural scatter of terrane-conductivity 
values caused by "topography, spatial or temporal 
variations in the depth to water table, observation 
accuracy, lateral changes of lithology, and cultural 
interference from power lines, metal fences, etc.", 
Greenhouse and Slaine (1983, p. 48)].

The second method of contouring follows the 
recommendation of Greenhouse and Slaine (1983, p. 
49). They suggested the conversion of data to the 
following logarithmic format: 

20 Iog10 - , y)
cr (background)

where a (x,y) equals apparent conductivity readings 
at any location on a grid with x and y coordinates 
and a (background) equals the background apparent- 
conductivity value.

38 Selected Papers in the Hydrologic Sciences



EXPLANATION

I
150  

Screened interval

Line of equal specific conductance, 

-- dashed where approximately located. 
Interval in microsiemens per centimeter 

at 25 °C is variable.

Figure 5. Specific conductance of ground water, Wood River Junction, Rhode Island, April 1982, cross-sectional view.

The dimensionless ratios (decibel units) ob­ 
tained from the logarithmic format for each station 
and the linear nondimensionless values then are con­ 
toured. The zero logarithmic contour [0 decibel (db)] 
then separates contaminated from noncontaminated 
areas. Contour intervals of 4 db, which were used in 
this study, correspond to incremental changes of a 
factor of approximately 1.6 above background appar­ 
ent conductivity.

Results

Data from the EM surveys indicate a high-con­ 
ductivity zone at the site in an area which extends 
from the plant to the Pawcatuck River and adjacent 
swamp (figs. 8-13). Above background conductivi­

ties are present over an area 370 m in length by 100 
to 200 m in width; this is compatible with specific 
conductance results (fig. 14).

Although difficult to quantify, the vertical ex­ 
tent of the high-conductivity zone has been qualita­ 
tively identified with the aid of effective depths of 
penetration for the horizontal- and vertical-dipole 
configurations (fig. 6). Contours of linear vertical- 
dipole data show local high-conductivity zones near 
the power substation and near the plant, where fences 
and transmission lines are concentrated (fig. 11). 
These elevated conductivity values may be the result 
of electrical currents produced by the power substa­ 
tion and power lines that interfere with the electro­ 
magnetic instrumentation or high ground-water con­ 
ductivity between 6 and 12 m below land surface [the

An Electromagnetic Method for Delineating Ground-Water Contamination, Wood River Junction, Rhode Island 39



Source area

Sand and gravel

Effective depth of exploration 
of the horizontal-dipole survey

Effective depth of exploration:::::::::::::::::^/:::: 

of the vertical-.dipole survey :::::::::::ijj->H1::::::::

20 -

EXPLANATION 

.3000  Specific conductance values, April, 1982, dashed where inferred.

Interval in microsiemens per centimeter at 25°C is variable. 

Approximate zone of maximum contribution to horizontal-dipole 

configuration.

100 200 METERS

Approximate zone of maximum contribution to vertical-dipole 

configuration.

Fine sand and silt

Bedrock

Figure 6. Section showing effective depths of penetration and plot comparing relative responses for horizontal and 
vertical dipoles.

interval of the aquifer that contributes most to the 
vertical-dipole configuration (fig. 6)].

Vertical-dipole values remain high (5 mS/m at 
25 °C) from the plant to within about 100 m of the 
Pawcatuck River and indicate that some ground- 
water contamination has occurred of 6 to 12m below 
land surface. However, specific conductance values 
indicate that the most contaminated ground water is 
present 13 to 20 m below land surface near the river 
(fig. 5). Because the maximum contribution to the 
vertical-dipole configuration occurs in the depth in­ 
terval between 0.3 and 0.6 percent of the intercoil 
spacing, the vertical-dipole configuration has not 
sensed fully this high-conductivity zone. A greater 
intercoil spacing (such as 40 m), however, may have 
sensed this zone. Vertical-dipole values increase from 
4 to 6 mS/m at 25° C on the western side of the 
Pawcatuck River, which suggests that contamination

may occur within the 6- to 12-m interval in this 
swampy area.

On the contrary, however, horizontal-dipole 
measurements (fig. 8) remain low (2-3 mS/m at 
25 °C) to the east of the Pawcatuck River but increase 
to between 4 and 8 mS/m at 25° C to the west of the 
river in the swampy area. Because the greatest con­ 
tribution to horizontal-dipole measurements is from 
near-surface electrical conditions (fig. 6), elevated 
conductivity measurements in the swamp may result 
from (1) the absence of a resistive, unsaturated layer 
in the area, (2) the variation in grain size from uncon- 
solidated sand and gravel east of the river to silt and 
organic matter in the swamp, or (3) a rise in the 
electrical conductivity of the ground water. Although 
the absence of a resistive, unsaturated layer in the 
swampy area probably adds to the overall increase in
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Figure 7. Numbering system of electromagnetic stations.

conductivity levels there, elevated levels of ground- 
water contamination are suspected. Horizontal- and 
vertical-dipole linear contouring of EM data show 
clustering of contour lines in this area (figs. 8, 11).

Logarithmic contouring schemes (figs. 9 and 
10, 12 and 13) were obtained by first assigning back­ 
ground values to the logarithmic equation given by 
Greenhouse and Slaine (1983). Background values at 
the study site were obtained in the following ways: 
(1) By averaging the low apparent-conductivity val­ 
ues for those stations which are believed to reflect 
uncontaminated terrane conductivities and (2) by 
subjectively setting a background apparent-conduc­ 
tivity value below which contamination does not 
seem likely.

Background values are determined more easily 
if the lithology of the study site is known. In the 
present study, the presence of a conductive, saturat­ 
ed, swampy zone to the west of the Pawcatuck River, 
consisting of silt, clay, and organic material, resulted

in a higher range of background apparent-conductivi­ 
ty values than to the east of the river, which consists 
of unconsolidated sands and gravels. To bring the 
western and eastern areas of the site into a common 
range of decibel values, higher values were assigned 
to the western side of the river than to the eastern 
side.

Differences in the ranges of apparent-conduc­ 
tivity values for the horizontal-and vertical-dipole 
modes also necessitated the use of two background 
apparent-conductivity values (one for the horizontal 
and one for the vertical configuration) in each area of 
the site to the east and to the west of the river.

Table 2 summarizes background apparent-con­ 
ductivity values used in this study.

Contours of logarithmic data reflect above 
background conductivities from the plant to the river 
in the vertical and horizontal modes. Contours of 
horizontal-dipole values converted to averaged back­ 
ground apparent-conductivity levels (fig. 6) show
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Table 1. Electromagnetic data from horizontal and vertical dipoles at study area 
[Data in millisiemens per meter at 25°C.;  , no measurement]

Electromagnetic 
station

Line 1:
A
B
C
D
E
F
G
H
I
J
K
L

Line 2:
A
B
C
D
E
F
G
H
I
J
K
L
M
N
O
P

Q

Line 3:
A
B
C
D
E
F

Dipole
Horizontal

3.9
3.9
4.4
3.3
4.2
6.3
4.9
3.5
3.9
4.1
4.6
8.4

2.3
2.3
2.6
2.4
2.4
2.9
4.6
6.6
9.0
8.5
7.2
9.7
7.2
6.2
3.7
3.5
3.4

1.8
2.3
4.8
2.6
1.8
...

Vertical

5.1
3.5
5.5
...
4.3
4.3
6.4
3.7
3.3
4.1
6.3
4.8

3.4
3.2
3.3
3.0
2.5
3.0
6.0
4.9
6.0
5.7
6.5
3.4
5.8
7.2
5.5
3.5
3.4

2.0
3.4
4.8
4.6
3.3
2.5

higher decibel levels (8 db) in the swamp than to the 
east of the river (as they did in the linear-contouring 
scheme). Because lithologic variations have been 
masked deliberately in the logarithmic ratios, higher 
decibel levels probably reflect increased ground- 
water contamination, which was suggested by the 
clustering of linear contours in the swamp. However, 
if contamination has occurred in the swamp, it has 
been masked slightly by the second scheme of con­ 
touring logarithmic ratios in which a subjectively as­ 
signed background apparent-conductivity value was 
used (fig. 10).

Electromagnetic 
station

Line 4:
A
B
C
D
E
F

Line 5:
A
B
C
D
E
F
G
H

Line 6:
A
B
C
D
E
F

Line 7:
A
B
C
D
E

Line 8:
A
B
C
D
E
F
G
H
I
J

Dipole
Horizontal

1.9
3.2
2.9
3.1
1.7
...

1.8
1.8
3.0
2.8
3.0
3.5
2.0
 

1.9
1.9
2.2
2.9
3.2
1.9

1.4
1.9
2.6
2.5
1.5

1.6
2.8
1.0
3.3
3.2
4.4
3.3
4.4
3.2
1.8

Vertical

2.1
4.8
3.7
3.3
2.6
2.6

2.3
1.7
2.4
3.4
5.0
4.8
2.6
2.6

2.6
3.4
3.2
5.4
5.0
2.6

2.5
5.2
4.0
5.0
2.8

1.9
2.7
1.8
5.0
5.6
7.5
8.4

13.0
6.2
2.6

DISCUSSION

The principal advantage of plotting terrane con­ 
ductivities in dimensionless logarithmic ratios is that 
it is possible to mask the contribution of background 
noise to the survey results; that is, local lithologic 
variations, differences in the apparent and terrane 
conductivities resulting from variations in depth to 
the water table due to topographic variations, cultur­ 
al interferences, and inaccurate measurements. With 
the data converted, identification of contaminated 
zones is easier, inasmuch as any increase in the deci-
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located. Interval in millisiemens per meter is variable.

Figure 8. Linear contouring of horizontal-dipole electromagnetic data.

bel level indicates an increase in the apparent con­ 
ductivity over and above what might be caused by 
background noise.

The selection of a background apparent-con­ 
ductivity value for contours of logarithmic ratios, 
however, is quite subjective (Greenhouse and Slaine, 
1983, p. 49) and presents the greatest drawback to 
this method of data presentation. Difficulties were 
found with both techiques for determining back­ 
ground values used in this study. If too low a back­ 
ground value is used, local lithologic variations may 
obscure the hydrogeologic interpretation (as with 
contouring of linear values). Conversely, too high a 
background value will not give sufficient definition 
of the boundaries of the plume, thereby masking ar­ 
eas of potential contamination. The authors propose 
that both methods of determining background appar­ 
ent-conductivity values be used in the contouring of 
logarithmic ratios. Low background values will then 
aid in the delineation of the boundaries of the plume, 
whereas high background values will show most 
clearly the core of the contamination plume.

Linear apparent-conductivity values are spaced 
more closely near zones of elevated contamination 
and suggest that the plume is composed of a broad 
zone of relatively lower contamination (2-3 mS/m at 
25°C in the horizontal-dipole configuration and 3-5 
mS/m at 25°C in the vertical-dipole configuration) 
with zones of relatively higher contamination near 
the plant and in the swamp. Although linear contour­ 
ing of apparent-conductivity values does not show a 
continuous zone of contamination as clearly as does 
the logarithmic contouring of apparent-conductivity 
ratios (due to local variations in lithology and cultur­ 
al interference), linear contours emphasize high 
levels of contamination, thereby outlining areas of 
possible importance.

Contours of linear values also portray the dif­ 
ferences in vertical and horizontal electromagnetic 
results more clearly than the logarithmic format. This 
is especially true west of the Pawcatuck River where 
linear contours show high levels of conductivity in 
the upper layers of the aquifer. Differences between 
horizontal- and vertical-dipole results are not seen as
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4    Line of equal electromagnetic conductivity,  dashed where 
approximately located. Interval is 4 decibels.

Figure 9. Logarithmic contouring of horizontal-dipole electromagnetic data using averaged background values.

clearly with contours of logarithmic ratios because 
different background apparent conductivities were 
used purposefully with horizontal and vertical con­ 
figurations to put all values at the site into a similar 
range. As a result, contours of linear values are more 
helpful in determining the relative depth of contami­ 
nation than are the contours of logarithmic ratios.

CONCLUSIONS

Results of EM surveys at a low-level ra- 
dionuclide ground-water contamination site indicate 
that areas of high apparent conductivity coincide 
with areas of high specific conductance. Measure­ 
ments in horizontal- and vertical-dipole configura­ 
tions indicate chemical stratification that is con­ 
firmed by specific conductance samples from wells 
screened at various depths in the aquifer. Specific 
conductance results do show, however, that contami­ 
nation has occurred at greater depth than has been 
sensed by the 20-m intercoil spacing of the vertical- 
dipole configuration. The vertical-dipole configura­

tion was helpful in qualitatively determining shallow 
versus deep levels of contamination.

Contouring of the EM data by linear and loga­ 
rithmic methods shows that advantages and disad­ 
vantages are associated with each method. Advan­ 
tages to the linear method of contouring include an 
emphasis on high-conductivity zones that are poten­ 
tial contamination source areas and better depiction 
of differences in the response of the horizontal- and 
vertical-dipole configuration with depth. However, 
interference from background noise and some uncer­ 
tainty in delineating boundaries between contaminat­ 
ed and uncontaminated areas of the site create 
problems in the hydrogeologic interpretation of lin­ 
early plotted EM data.

The ability to mask the contribution of back­ 
ground noise to EM survey results, thereby outlining 
more accurately areas of contamination, is the princi­ 
pal advantage to logarithmic contouring. The selec­ 
tion of background apparent-conductivity values at 
the study site posed the greatest drawback to logarith-
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Figure 10. Logarithmic contouring of horizontal-dipole electromagnetic data using assigned background values.

mically contoured data. Background values that 
were too high caused an unreal reduction in the 
boundaries of the contamination plume, whereas low 
background apparent-conductivity values allowed in­ 
terference from background noise to bias the 
hydrogeologic interpretation.
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Figure 12. Logarithmic contouring of vertical-dipole electromagnetic data using averaged background values.
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Figure 13. Logarithmic contouring of vertical-dipole electromagnetic data using assigned background values.
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Figure 14. Comparison of specific conductance in ground water to linear horizontal-dipole electromagnetic data; April 
1982.

Table 2. Background apparent-conductivity values used to normalize the electromagnetic data
[All values in millisiemens per meter at 25°C]________________________________________

Dipole orientation

Vertical

Values East West

Horizontal

East West

Averaged 
Assigned -

2.4 
3.0

3.3 
4.0

1.7 
2.0

3.3 
4.0
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Three-Dimensional Simulation of Free-Surface 
Aquifers by Finite-Element Method

By Timothy J. Durbin anc/Charles Berenbrock

Abstract

An iterative finite-element algorithm has been devel­ 
oped for the simulation of three-dimensional free-surface 
aquifers. The Calerkin finite-element method is applied to 
tetrahedral or triangular elements for volume or surface 
integrations. Integrations in time are by a fully implicit 
finite-difference representation. The algorithm solves the 
equation of ground-water flow subject to the free-surface 
boundary condition as described by a linearized partial- 
differential equation. To account for geometric changes in 
the flow domain resulting from movement of the free sur­ 
face, the finite-element grid is deformed during transient- 
state simulation. The algorithm allows for local rotation of 
the hydraulic-conductivity tensor.

INTRODUCTION

The simulation of the hydraulic response of 
three-dimensional free-surface aquifers can be ac­ 
complished by one of several approaches. The most 
commonly applied approach is to represent a ground- 
water system as a quasi-three-dimensional system of 
two-dimensional aquifers, which are connected hy- 
draulically by leakage through interaquifer aquitards. 
To solve this problem, Bredehoeft and Finder (1970) 
used the finite-difference method, and Durbin (1978) 
used the finite-element method. A finite-difference 
algorithm for simulating quasi-three-dimensional 
ground-water flow was described by Trescott (1975) 
and Trescott and Larson (1977). In each of these 
methods, the free surface is represented by applying 
the Dupuit assumptions to the upper layer of a mod­ 
el. For the upper layer, the transmissivity is a func­ 
tion of computer head, and the storage coefficient is 
set to a value representing the specific yield of the 
free surface.

In fully three-dimensional representations of a 
ground-water system, the effect of the free surface is 
approximated sometimes by keeping the geometry of 
the flow domain fixed while assigning a specific-yield 
value to the upper parts of the model grid. By this 
approach, the large storage effect at the free surface is 
represented, but the nonlinear effects of changed sat­

urated thickness are not included. Another approach 
involving fixed geometry is to represent the free-sur­ 
face problem as a saturated-unsaturated-flow prob­ 
lem. Freeze (1971) used this approach within a finite- 
difference approximation, and Frind and Verge 
(1978) used it within a finite-element approximation.

The effects of geometry changes can be includ­ 
ed by utilizing a deforming model grid. Leake (1977) 
used this approach by eliminating or adding blocks to 
a finite-difference grid as the computed heads for the 
aquifer change with time. Leake demonstrated his 
algorithm for the two-dimensional x-z case, but the 
results can be extended to three dimensions. By this 
approach, the effects of storage changes at the free 
surface and deformation of the flow domain are in­ 
cluded. A more rigorous approach has been taken by 
Neuman and Witherspoon (1971). Starting with the 
governing equation of ground-water flow and a lin­ 
earized partial-differential equation that describes 
the free-surface boundary condition, they developed 
a finite-element algorithm for the two-dimensional 
case that employs a deforming grid and can be ap­ 
plied to several field problems.

The work described below extends that of 
Neuman and Witherspoon (1971) to the three-di­ 
mensional case using the Galerkin finite-element 
method. The resulting algorithm then is applied to a 
large-scale field problem. The algorithm satisfies a 
linearized form of the partial-differential equation 
for the free-surface boundary condition and includes 
the effects of elastic storage. The model grid, which is 
constructed from tetrahedral elements, expands or 
contracts to represent changes with time in the posi­ 
tion of the free surface.

MATHEMATICAL FORMULATION 

Governing Equations

A diagrammatic section of a three-dimensional 
flow domain Q of ground-water flow is shown in 
figure 1. That domain is defined by the free surface F 
and the remaining boundary surfaces A, and A2 . The
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Figure 1. Diagrammatic section of three-dimensional flow 
domain.

union of F, Ab and A2 defines the overall boundary 
surface T| of the flow domain Q. The position of the 
free surface is defined by T|, which is its height above 
the datum used to reference hydraulic head within 
the flow domain. On the boundary surface A 1? head is 
prescribed, and, on the surface A2 , flux is prescribed. 
The position of the free surface, prescribed head, and 
prescribed flux are each functions of location and 
time.

The initial- and boundary-value problem asso­ 
ciated with this three-dimensional flow domain can 
be described by the following set of equations, writ­ 
ten in repeating index notation (Neuman and 
Witherspoon, 1971):

a* - s - w = o,
s 9t

Mx.,,0) = hQ (x.),

n(xi,x 2 ,0) =

. ft) = h (x.,t) on
i B l

K. . a* on

r\(xi,x2 ,t) = h(xi,x2 ,t) on F, 

K . . -
_

n . = S   n 3 on F, 
i y 8t °

(1)

(2)

(3)

(4)

(5)

(6)

(7)

where h 
hB

is hydraulic head, L; 
is hydraulic head on the prescribed- 

head boundary, L;

KU is the hydraulic conductivity tensor,
LT 1 ;

n, is the outward normal vector, L0; 
W is the discharge per unit volume,

T- 1 ;

Ss is specific storage, L' 1 ; 
Sy is specific yield, L0; 
q is flux normal to the prescribed flux

boundary, Lf 1 ; 
t is time, T; 
x, is coordinate x, y, and z, L; and is

elevation of the free surface
above datum from which 

h is measured, L.

Numerical Solution

Finite-Element Approximation

The Galerkin finite-element method can be 
used to solve the initial- and boundary-value prob­ 
lem. The fundamental idea of the method is to re­ 
place the exact continuous solution of the original 
partial-differential equation by an approximate 
piecewise-continuous solution. The piecewise-contin- 
uous function is specified by values that are specified 
at a finite number of discrete points called nodes. 
Functional values between these points are calculated 
by using the piecewise-continuous interpolating func­ 
tions defining over a finite number of subdomains 
called elements. The interpolating functions will pro­ 
vide an exact representation as the element size ap­ 
proaches zero in the limit. For a finite number of 
nodes, the approximation will not exactly satisfy 
equation 1, and a residual will result. The Galerkin 
method forces this residual to zero, in an average 
sense, through selection of coefficients for the inter­ 
polating functions.

To apply the Galerkin method, the linear opera­ 
tor L is defined as

K
XX

K
zz

K
yy

  - IV = 0,
(8)

where equation 1 has been simplified by the assump­ 
tion that the coordinate system is alined with the 
principal components of the hydraulic-conductivity 
tensor; this assumption is unrelated to the applica­ 
tion of the Galerkin method. Later the results will be 
modified to allow local rotation of the hydraulic-con­ 
ductivity tensor from the global-coordinate system.

To solve L(h) = 0, interpolating function of the 
form
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h(x,y,z,t) - h(x,y,z,t) 

n

1=1 i

(9)

is used where /z is a series approximation to h, and O/ 
are linearly independent interpolating functions de­ 
fined over the flow domain Q #,  are undetermined 
coefficients, and n is the number of nodal points. 

The series approximation to equation 8 will 
provide an exact representation as n approaches in­ 
finity (Forray, 1968, p. 191). For a finite series, how­ 
ever, the approximation will not exactly satisfy equa­ 
tion 8, and a residual R will result. The residual is 
defined by *~ n

R(x,y,z,t) = L (10)

If the trial solution were the exact solution, the 
residual would vanish. For the approximate solution, 
however, the residual is forced to zero in an average 
sense through the selection of the undetermined coef­ 
ficients H,.

The undetermined cofficients are calculated by 
setting the weighted integrals of the residual to zero. 
In the Galerkin method (Galerkin, 1915), the inter­ 
polating functions are used as weighting functions. 
That is, the inner product of the residual with each 0, 
linearly interpolating function is set to zero, or

r [ n iI L .Z H.(t)cj> . (x,y,z)U.. (x,y,z)dft = 0

for i = 1,2,...,n.
(H)

From equation 11, n linear equations are obtained, 
which can be solved for the n values of H}.

To solve the system of equations, equation 11 
can be simplified. First, equation 11 is expanded to 
obtain a system of n equations by

Jfe («.

_3_ 
3z

XX

yy

3 "
'    7L o. .«-".
ZZ dZ 1=.

- Z n H  $   
J=l J 3

for i = 1,2,...,n.

Second, equation 12 can be integrated by parts. By 
assuming hydraulic conductivity to be constant over 
each element and recalling that H} is a function of 
time only, integration by parts yields (Finder and 
Frind, 1972)

/ r 9h I 
s i 3t J W i (

+ K
zz

xx

H.dfi 
J

I + Kx yy
3/3

 n + K -z~n y zz 3z z

Q .dF = 0 for i = l,2,... r n, (13)

where the boundary integral represents the flux 
across the boundary of the flow domain. Third, by 
substituting equations 5 and 7 into the last term of 
equation 13 and replacing the partial derivatives 
by the general definition of the total derivative 
(which is described in the following section), the 
result

3d>. 34) . Y T

+ K

f f+ I P/<J> .dft - f g<^ .< 

ft A?

n f
- .2 I S <J> .

F 

for i =

^i T j dt z 

2,. . . ,n

= 0

(14)

(12) is obtained.
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The n equations of equation 14 can be written 
in matrix form as

[*}{*} + [B|(ff)+ W ' °' 

where the typical elements of [A], [B], and {F\ are

A  / / 3 (j> . 3 (j)
( K T^T^ +
\ XX ox dX

. . 
JL j -

+ K
. . 

zz 3z 3z

. .   I S t}> . 4> ,dft + I i 
13 J s i 3 J

(16)

(17)

and

F. == I P7d> dfi - I 
J i J

(18)

Free-Surface Boundary

The last term of equation 14, or the matrix [B] 
of equation 15, needs more explanation. As pointed 
out by Neuman and Witherspoon (1971), the partial 
derivaties of head with respect to time that appear in 
equation 13 represent the change in head at a fixed 
point in space. However, because the free-surface po­ 
sition changes with time, the nodal points in the fi­ 
nite-element grid that represent the free surface also 
change position with time. Accordingly, the partial 
derivatives appearing in equation 13 must be evalu­ 
ated using the total derivative of head (Neuman and 
Witherspoon, 1971), or

3h_ 
3t dt dt

dy 
3y dt if ft_ uu vxy _ mi <~t.f f}Q\

3T7 At- 3-7 A+- ' V 1 ^

If the nodal points in the grid are allowed to 
change position only in the z direction, then deriva­ 
tives of the nodal position in the x and y directions 
equal zero, and equation 19 reduces to

^h = dh _ ^h dz (20) 
3t ~ dt 3z dt '

Before considering equation 20 further, the hy­ 
draulic head is replaced by its interpolating function 
(eq 9). This substitution yields

an   v   J. 
3t 7=1 dt

H .
'3 J=l J 9z dt 

where z} is the z coordinate of the/1 node.

Then, separate considerations are made in eval­ 
uating equation 21 in the interior of the flow domain 
and on the free surface. In general, in the interior of 
the flow domain, the nodal points are not allowed to 
move and

dz. 
"dt" = 0

Therefore,

n dH . 

Tt ~ 7=1 dt

(22)

(23)

within the flow domain. On the free-surface bounda­ 
ry, head is a function only of x, y, and t (Neuman and 
Witherspoon, 1971). Therefore,

(24)

and, from equation 20,

(25)
3h dh~3T = dt' 

or, from equation 21,

(26)
_ y ___

3t j=l dt

on the free surface. Consequently, both on the free 
surface and in the interior of the flow domain, the 
partial derivatives 3h / 3t can be replaced in equation 
13 by equations 23 or 26 as appropriate.
Interpolating Function

To generate the set of algebraic equations repre­ 
sented by equation 15, integrations of the interpolat­ 
ing functions of the form

and

must be carried out.
To facilitate these integrations, the interpolat­ 

ing functions are defined piecewise in each element,
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the union of which produces the global-interpolating 
functions within the flow domain. The elemental- 
interpolting functions used in this work are linear 
and are defined over tetrahedral elements within the 
flow domain and over triangular elements on the 
boundary surfaces.

Tetrahedral elements. Within a tetrahedral el­ 
ement the approximate solution (eq 9) can be ex­ 
pressed as

4 (27) 
h - ,Z n H .<J> e ,

2 = 1 11

where O/ represent the elemental interpolating func­ 
tions that are defined only within the element e. The 
interpolating functions for the node / are given by the 
relation (Zienkiewicz, 1977, p. 137)

where

  (a . + £> .x + c .y + d .z), 
6V 2 2 2 2
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(28)

(29)

(30)

(31)

(32)

(33)

p, ij, m are the nodal numbers for a tetrahedral 
element, Kis its volume, and x,, y,, and z, are coordi­ 
nates of the node /. The ordering of nodal numbers 
must follow a right-hand rule. By this rule, the first 
three nodes are numbered in a counterclockwise 
manner when viewed from the last one.

From equations 28 through 33, integrations in­ 
volving derivatives of the trial functions are given by 
the following relations:

* fA. . = IK
1J J XX

3<f> e 3<f> e K
XX

dd> . 3d) .

(34)

(35)
36Vi Cj'

and

2J  / zz

SIA 00)
zz (36)

where Kxx, Kyy, and Kz: are assumed constant over an 
element and A\ is the elemental contribution to ma­ 
trix [A] for i = 1, 2, 3, 4 and; = 1, 2, 3, 4 locally.

Integrations involving only the interpolating 
function and not their derivatives are given by the 
relations (Zienkiewicz, 1977, p. 174)

(37)
B

and

B.. = ISs T i T j

S V

20

s v 
-~-
10

for

for i = j, (38)

where Ss is assumed constant over an element and 
B\ is the elemental contribution to matrix [B] for 
/= 1, 2, 3, 4 andy = 1, 2, 3, 4 locally.

Hydraulic-conductivity tensor. Equation 1 was 
simplified above by the assumption that the coordi­ 
nate system is alined with the principal components 
of the hydraulic-conductivity tensor, and the results 
obtained to this point are based on that assumption. 
However, local rotation of the hydraulic-conductivity 
tensor is reintroduced easily. This is accomplished 
simply by performing the integrations of equations 
34 through 36 in a local coordinate system that is 
alined with the principal components of the local 
hydraulic-conductivity tensor. By the approach, the 
global coordinates for the nodes of an element are 
translated into the local coordinate system.
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The coordinate transformation are obtained 
from the relations
x 1 = x cos a + y cos a + z cos a

xx yx zx

y 1 = x cos a + y cos a + z cos a , (40) 
xy yy zx

z 1 = x cos a + y cos a + z cos a > (41) 
yz yx zz

where x', y', and z' are local coordinates and cos % is 
the direction cosine between the / th direction of the 
global system and they"111 direction of the local system. 
If cos a,, is specified for the x*, y', and z' coordinate 
axes, then the remaining direction cosines are deter­ 
minate, and equations 39 through 41 can be solved. 
The relations for obtaining the remaining direction
cosines are

t 
yx

cos^a

-cos 2 a
xy

XX
cos 2 a

ZZ

cos z a = cos z a = 1 - cos za
zx xz zz

and

cos 2a = cos 2a = 1 + cos 2a
yz zy

- cos^a - cos^a

xx

(42)

(43)

(44)

zz

Triangular elements. On the free surface, it is 
necessary to perform integrations of the interpolating 
functions of the form

<j> e <j> edr

where the functions are now defined on the surface. 
Whereas the flow domain is defined by an assem­ 
blage of tetrahedral elements, the free surface (and 
other boundary surfaces) can be defined by selected 
faces of those tetrahedral elements that form the free 
surface. In other words, the free surface is defined by 
an assemblage of triangular elements representing the 
faces of those tetrahedral elements. Furthermore, if 
the free surface is assumed to be approximately a 
horizontal surface, then the integrations can be car­ 
ried out in the x-y plane according to the description 
below.

Within a triangular element, the approximate 
solution (eq 9) can be expressed as 

3
h * V;  

where O(e represent the elemental interpolating func­ 
tions that are defined only within the element e. The

interpolating function for the node / is given by the 
relation (Zienkiewicz, 1977, p. 166)

i =   (a . + b .x + c.y), 
i 2A i i i

where

a . =
i

b. = -
i

c . = -
i

2A =

x . y .
J J

x ym m

1 y

X 1
J

X 1
271

1 x . y .i i

1 x . y
J J

1 x ym m

(46)

(47)

(48)

(49)

(50)

/, 7, and n are the nodal numbers for a triangular 
element, A is its area, and x, and y, are coordinates of 
the node /'. The ordering of nodal numbers must fol­ 
low a right-hand rule. By this rule, the nodes are 
numbered in a counterclockwise direction.

From equations 37 through 41, integrations of 
the trial functions are given by the relations 
(Zienkiewicz, 1977, p. 168)

e C ee= f s 4> d) c
ij J y i J

for i (51)

and

« A e,e
J = f O <p . d) .i j J y l.J

dr = -?-A
6

for i = j,

(52)

where Sy is assumed constant over an element and 
B\ is the elemental contribution to matrix [B] for 
/ = 1, 2, 3 andy'= 1, 2, 3 locally.

Source-Sink Terms

The source-sink term that occurs in equations 1 
and 15 indues point and areally distributed sources 
and sinks. Additionally, the strength of some of these
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may be dependent on the hydraulic head in the aqui­ 
fer, and others may be independent. In general, 
recharge and pumpage represent head-independent 
point sources and sinks. Recharge by deep percola­ 
tion of precipitation represents a head-independent 
areally distributed source. Ground-water discharge 
by phreatophytes represents a head-dependent sink. 
Constant-head boundary surfaces also are treated as 
head-dependent sources or sinks. Constant-flux 
boundary surfaces are treated as head-independent 
sources or sinks.

Accordingly, the source-sink term of equation 
15 can be expanded to include these flux terms sepa­ 
rately as follows:

'i - A Ji 06 (x - x r y - y ,
K. K. K.

z - z, )aa
k

f Par + fJ ^iPd J *iEar,
(53)

where Qk

8
m

is the point volumetric recharge 
or pumpage from the aquifer, 

are the coordinates of the loca­
tion of the point source or sink, 

is the Dirac delta function, 
is the number of point sources

and sinks, 
P is volumetric precipitation

recharge per unit area, and 
E is the volumetric evapotranspira-

tion discharge per unit area. 
Point sources and sinks.   Because of the 

properties of the Dirac delta function (Korn and 
Korn, 1961, p. 876), the integral in equation 48,

m
Z 05 (x - x . 

k=I k k
., z - z

is equal to Qk, ifxk, yk, and zk are the coordinates of a 
node. Therefore, the vector {F\ that appears in equa­ 
tion 15 is assembled by simply adding Qk to Fi, where 
Qk is located at the node z.

Distributed sources and sinks. Distributed 
sources and sinks are handled somewhat differently. 
The function P*= P(\,y,i) can be approximated by 
using trial functions to interpolate nodal values on a 
triangular element on the free surface. The function P 
is replaced by the series

n
P(x,y,t) = .1^ P.cj) ., (54)

where P, is the value ofP(x,y,t) at the node j. The 
integral in equation 48,

,pdr,

is then replaced by the integral

< 55 >

which can be evaluated by relations similar to equa­ 
tions 5 1 and 52, where Ff is the elemental contribu­ 
tion to the vector {F} for i = 1, 2, 3 locally.

The evapotranspiration discharge E = E(x,y,t) 
is a function of depth below the land surface to the 
free surface and is given by the relations

E(x,y,t) = E

E(x,y,t) = E - E - 
o o d

for d < 0, 

d

(56)

max

for 0 < d < d
max

and
E(x,y,t) = 0 for d > d

max

(57)

(58)

where E is the volumetric discharge per
unit area,

Eo is the discharge with the free sur­ 
face at land surface,

d is the depth below the land sur­ 
face to the free surface, and 

dmax is the depth at which evapotrans­ 
piration discharge ceases. 

The nodal evapotranspiration flux E, can be 
given by the relations

E. = A 
l E

JEo$(x - x±l y -

z - z .)$ ,dF for h > h
(59)

1 -
max

+ E
o d

max

and
for h - d < h < h

L max L'
(60)

E. = 0
JL

for h < h r - d (6i\ 
L max, ^ Oi '

is the area of phreatophytes contributing 
discharge to node / and hL is the altitude for the land 
surface.
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Equations 59 through 61 are integrated over an 
element by considering the properties of the Dirac 
delta function. From those properties, the integral is 
given by

for h > h
E o

E. = A E ( 1 -  ±- }- A E -£ 
i E o \ d I E o d

\ max / max

for h - d < h < h
L max L,

and

E. = 0 for h < h - d 
i L max

(62)

(63)

(64)

because x/, yh and zt are coordinates of a node. There­ 
fore, evapotranspiration is incorporated into equa­ 
tion 15 by adding the quantity

function. From those properties, the integral is given 
by

. = Cfh
B Bi (66)

because xt, yh and z, are coordinates of a node. There­ 
fore, constant-head nodes are entered into equation 
15 by adding the quantity ChB to F, and the quantity 
Cio Au.

On a prescribed-flux boundary surface, it is 
necessary to perform integrations of the interpolating 
functions of the form

where q is the flux rate normal to the boundary sur­ 
face. Following from the derivation of Finder and 
Gray (1977, p. 124), this integral is given for a trian­ 
gular element in the prescribed-flux surface by the
relation

_e / <=. a (67)

AE i - -r^- 
E o \ d i \ max/

to Ft and by adding the quantity

E d
max

,, when HL -dmax<h-<HL . Similarly, the quantity 
A EE0 is added to F, when h>HL.

Prescribed-flux and prescribed-head bounda­ 
ries. Constant-head boundary surfaces are treated 
as head-dependent sources or sinks in a manner simi­ 
lar to that used for evapotranspiration. The nodal 
constant-head flux is a function of the displacement 
of hydraulic head from the specified boundary head, 
and is given by the relation

± = ic (V° =

y - y . z - z . )(j> .dr,
(65)

where is the volumetric discharge at
node i on the boundary surface, 

hB is the specified boundary hydrau­ 
lic head at node /,

hi is hydraulic head at node /, and 
C is a coefficient.

If C is sufficiently large, the computed head for the 
boundary will be close to hB when equation 65 is 
satisfied.

Equation 65 is integrated over an element by 
considering again the properties of the Dirac delta

where q is the average flux rate normal to the surface 
of the element, A is the area of the element, and Fte is 
the elemental contribution to the vector [F] for / = 1, 
2, 3 locally.
Integration in Time

Although the matrices [A] and [B] and the vec­ 
tor [F] can now be evaluated, the ordinary differen­ 
tial equation,

(15)

must still be solved. To do this, the time derivative is 
approximated using the first-order correct, implicit, 
finite-difference scheme

[A]

+ {F} = o,
(68)

which can be rearranged to obtain

(69)

where At is the time step. By the implicit approxima­ 
tion of the time derivative, the matrices [A] and [B] 
and the vector {F} are evaluated at the new time step
t + At.
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Iterative Solution

Each value of the coefficients of the matrices 
[A] and [B] and the vector [F] is dependent in part on 
hydraulic head, and equation 69 represents a system 
of nonlinear algebraic equations. The most important 
source of nonlinearity is that the position of the free 
surface changes with time, and the configuration of 
the finite-element grid correspondingly changes with 
time. In general, the z coordinate of nodes in the free 
surface are moved upward or downward with the free 
surface. However, if a node in the free surface is 
moved downward sufficiently close to another node 
in the interior of the flow domain, then that interior 
node also is moved downward to maintain some 
specified minimum vertical spacing between nodes in 
the finite-element grid.

Nonlinearity also is introduced by the evapo- 
transpiration term. Although the function E (eqs 
62-64) is piecewise linear, it represents a nonlinear 
term in equation 69.

Fortunately, the nonlinearity introduced by the 
deforming grid and evapotranspiration term is not 
severe, and solution of equation 69 can be obtained 
by a simple iterative procedure. By this procedure, at 
the £*h iteration, equation 69 takes the following 
form:

\ k
t + At I

k-1 (70)

At each iteration, the matrices [A] and [B] and vector 
[f] are updated, and a solution is obtained for new 
values of [H/ + A/] by the square-root method (Finder 
and Gray, 1977). The process is repeated until the 
difference between [H[ + &t} k- 1 and (#r + A j k at any par­ 
ticular node is less than some specified value. In most 
applications, convergence is obtained in two to five 
iterations.

APPLICATION TO BORREGO VALLEY

Geohydrologic Setting

The algorithm for the three-dimensional simu­ 
lation of free-surface aquifers was applied to the Bor- 
rego Valley ground-water basin (fig. 2), which is lo­ 
cated in a desert area of southern California. Borrego 
Valley is bounded on the north, west, and south by 
desert mountains that rise as much as 7,000 ft above 
the valley floor. On the east, the valley is open to 
Imperial Valley. The valley floor has a surface area of 
about 110 mi2 .

The Borrego Valley ground-water basin (fig. 3) 
is underlain by consolidated rocks and three alluvial

aquifers (Moyle, 1982). The consolidated rocks are 
composed of granite, schist, and gneiss, all of pre- 
Tertiary age, which are virtually impermeable. 
Ground water occurs in alluvial deposits of Pliocene 
to Holocene age, which comprise the three alluvial 
aquifers. A lower aquifer (fig. 4) includes moderately 
consolidated alluvial deposit of siltstone, sandstone, 
and conglomerate. This aquifer is as much as 1,800 ft 
thick, and the average hydraulic conductivity is 
about 1 ft/d. A middle aquifer is composed of uncon- 
solidated to moderately consolidated deposits of 
sand, gravel, and boulders. This aquifer is as much as 
700 ft thick, and the average hydraulic conductivity 
is about 6 ft/d. An upper aquifer is composed of 
unconsolidated deposits of gravel, sand, silt, and 
clay. These deposits are as much as 1,000 ft thick, 
and the average hydraulic conductivity is about 60 
ft/d.

The ground-water basin is bounded by consoli­ 
dated rock or by faults that act as barriers to ground- 
water flow. On the north, west, and south sides of the 
basin, consolidated rocks form no-flow boundaries. 
On the east side, a fault forms what is assumed to be 
a no-flow boundary. Water-level contours show that 
ground water flows parallel to the fault, and abnor­ 
mally high gradients cross the fault (Moyle, 1982). 
Two explanations for the barrier effect are fault 
gouge in the zone of rupture, which causes reduced 
permeability, and the juxtaposition of sediments of 
different permeability on opposite sides of the fault. 
In Borrego Valley, evidence supports both mecha­ 
nisms (Moyle, 1982).

Ground-water recharge to the Borrego Valley 
ground-water basin is by streamflow and precipita­ 
tion infiltration. Runoff is generated by precipita­ 
tion, which ranges from 3 to 30 in/yr in the mountain 
areas adjacent to the basin. The resulting streamflow 
discharges from the mountain canyons onto alluvial 
fans that, in part, form the ground-water basin. On 
these fans, infiltration occurs as streamflow moves 
toward the center of the basin. Part of the streamflow 
infiltration percolates downward to become ground- 
water recharge, and the rest is consumed by evapo­ 
transpiration from the shallow soil profile. Most 
streamflow either percolates or is consumed, and 
very little streamflow leaves the basin as surface- 
water discharge. The average annual recharge by 
streamflow infiltration is 5,100 acre-ft/yr. In the 
model, that recharge is represented as time-invariant 
point sources at nodal points located on the stream 
channels.

Recharge also occurs from the deep percolation 
of precipitation on the valley floor. The range of an­ 
nual precipitation on the valley floor is from 3 to 6 
in, but is more variable from year to year; for exam-
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Figure 2. Location of study and model area.

pie, from 1954 through 1980, annual precipitation at 
a gage in the valley floor ranged from 1 to 14 in. In 
the drier years, ground-water recharge probably does 
not occur by the infiltration of precipitation. Howev­

er, in the wet years, recharge probably does occur. 
Results of a water-budget analysis for the Borrego 
Valley ground-water basin indicated that the average 
annual recharge to the basin from precipitation is
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Figure 3. Geologic features of Borrego Valley, California, and location of sections A-A' and B-B'.

3,300 acre-ft/yr. In the model, that recharge is repre­ 
sented as a time-invariant distributed source over the 
upper surface of the basin.

Ground-water discharge from the Borrego Val­ 
ley ground-water basin is by evapotranspiration of 
phreatophytes, pumping, and underflow. Mesquite 
and tamarisk cover about 4,500 acres in the central 
part of the ground-water basin, and model simula­ 
tions indicate that these phreatophytes consume 
about 1,200 acre-ft/yr of ground water. This use of 
ground water is represented in the model by a linear 
relation with depth below the land surface to the 
water table. With the water table at the land surface, 
the simulated unit-area rate of consumption is 4 ft/yr. 
If the water table is at or below 10 feet from the land 
surface, then the rate is zero. Consequently, evapo­ 
transpiration is represented in the model as a head- 
dependent, areally distributed sink.

Net pumping from the ground-water basin (fig. 
5), which is the difference between extractions and

consumptive use, ranged from 5,000 to 22,000 acre- 
ft/yr from 1945 to 1980. Most of this water, which is 
used for agricultural and domestic purposes, is 
pumped from wells that are shallow relative to the 
thickness of the ground-water basin. Consequently, 
net pumping is represented in the model as point 
sinks assigned to nodes on the upper surface of the 
ground-water basin.

Ground water also discharges from the basin as 
underflow into adjacent ground-water basins; for ex­ 
ample, as indicated by model simulations and a 
water-budget analysis, about 2,100 acre-ft/yr of 
ground water discharges across the southern bounda­ 
ry of the lower Borrego Valley near the community of 
Ocotillo Wells. This discharge is represented in the 
model as a constant-head boundary.

Finite-Element Grid
The geology of the Borrego Valley ground-water 

basin is represented by a three-dimensional finite-
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Figure 5. Ground-water pumpage.

element grid. The grid consists of a solid configura­ 
tion of tetrahedrons. Because tetrahedrons are diffi­ 
cult solids with which to work, the actual grid is 
assembled from prismatic solids with a triangular 
cross section. The computer algorithm then automat­ 
ically fits three tetrahedrons into each prismatic ele­ 
ment as shown in figure 6. To allow flexibility in the 
construction of three-dimensional grids, the al­ 
gorithm also accepts prismatic elements that contain 
edges of zero height as shown in figure 7. A prismatic 
element with one zero-height edge contains two te­ 
trahedrons, and an element with two zero-height 
edges contains one. These special elements can be 
used to represent geologic features that taper to zero 
thickness or to include a fine grid in zones of particu­ 
lar interest. Without these special elements, a zone of 
fine gridding can only be terminated by carrying it to 
the edge of the grid.

The regular and special prismatic elements 
were used to construct a finite-element grid for the 
Borrego Valley ground-water basin (fig. 8). The grid 
is assembled for the most part from the three-high 
stacks of prismatic elements. The upper, middle, and 
lower prisms in each stack represent, respectively, the 
upper, middle, and lower alluvial aquifers. In places, 
these aquifers taper to zero thickness, which also is 
represented in the finite-element grid. These and oth­ 
er geologic features of the gound-water basin are rep­ 
resented in a grid that includes 336 nodes and 405 
prismatic and 1,132 tetrahedral elements. The di­ 
mension in the x-y plane of elements ranges from 
2,500 to 18,000 ft, and the dimension in the z direc­ 
tion ranges from 50 to 1,500 ft.

The model includes three types of boundary 
conditions. The top surface of the finite-element grid 
is a free-surface boundary surface. Most of the re­ 
maining boundary surface is a prescribed-flux bound­ 
ary with zero flux, which is a no-flow boundary repre­ 
senting the contact between the alluvial deposits of 
the ground-water basin and the nonwater-bearing 
consolidated rocks underlying the alluvial deposits

PRISMATIC ELEMENT

TETRAHEDRONS

Figure 6. Subdivision of prismatic element into 
tetrahedrons.

PRISMATIC ELEMENT

ONE ZERO-HEIGHTSIDE 
(Indicated by 1,2,3,4,5,0)

TWO ZERO-HEIGHTSIDES 
(Indicated by 1,2,3,4,0,0)

Figure 7. Prismatic element with one or two zero-height 
edges.

Three-Dimensional Simulation of Free-Surface Aquifers by Finite-Element Method 63



EXPLANATION
WATER -LEV EL CONTO U R - Shows altitude 

of computed steady-state heads. Dashed in 
section. Contour interval is variable, in feet. 
National Geodetic Vertical Datum of 1929

LINE OFSECTION

2000
23

2000

DISTANCE, IN MILES

Figure 8. Finite-element grid, computed steady-state heads for 1945, and section C-C'.

and the adjacent mountains or the nonwater-trans- 
mitting faults. However, one small part of the bound­ 
ary surface of the finite-element grid is a constant- 
head boundary (fig. 8), which represents the interac­ 
tion of the Borrego Valley ground-water basin with 
an adjacent ground-water basin.

The hydraulic characteristics of the ground- 
water basin are represented by assigning values of 
aquifer parameters to each prismatic element, while, 
in turn, these values are assigned to the tetrahedral 
elements that comprise the prismatic element. The

quantities assigned values are the hydraulic conduc­ 
tivity for the three principal components of the con­ 
ductivity tensor, the local orientation of the principal 
components to the global-coordinate system, storage 
coefficient, and specific yield (for elements in the free 
surface). Particular values used to represent the Bor­ 
rego Valley ground-water basin are shown in table 1.

Simulation Results
The model was used to simulate steady- and 

transient-state hydraulic heads. Computed steady-

64 Selected Papers in the Hydrologic Sciences



Table 1. Aquifer parameter-values used in the model

Parameter

js

if
if
axv --------
Oyy --------

a.., --------
o
c

Units

------ Feet per day - - 
________ do - - - - -
________ do-----

A-/ t-gji \^\^

-------- do - - - - -
________ do - - - - -
_______ Per foot
------ Dimensionless - -

Upper

58.0 
58.0 

1.6 
0 
0 
0io-6
.12

Aquifer

Middle

5.8 
5.8 

.16 
0 
0 
0io-6
.12

Lower

1.4 
1.4 
.016 
0 
0 
0io-6

.12

state heads are shown in figure 8. For that distribu­ 
tion of heads, ground-water discharge for the Borrego 
Valley basin is 40 acre-ft/yr across the constant-head 
boundary and 6,300 acre-ft/yr from water use by 
phreatophytes. Computed heads at the end of the 34- 
year transient-state simulation are shown in figure 9. 
Figure 10 shows that during this period, simulated 
evapotranspiration discharge declined to 1,300 acre- 
ft/yr as heads declined. Discharge across the con­ 
stant-head boundary changed very little.

Simulation of heads for the Borrego Valley 
ground-water basin indicates that the algorithm is 
efficient. The transient-state simulation required 
about 9 minutes of processor time on a Prime 750. 
The simulation utilized 17 2-year time steps. At each 
time step, about two iterations were required to ad­ 
just the grid coordinates and head-dependent evapo­ 
transpiration discharge. Closure of the mass balance 
for the ground-water basin was less than 1 percent.

CONCLUSIONS

Three-dimensional free-surface aquifers can be 
simulated by the finite-element method utilizing a 
deforming grid. The formulation starts with the equa­ 
tion of ground-water flow in three dimensions and a 
linearized form of the partial-differential equation 
that describes the free-surface boundary condition. 
The governing equation is solved for the initial and 
boundary conditions by the Galerkin finite-element 
approach. In implementing this approach, volume in­ 
tegrations within the flow domain are carried out by 
linear interpolating functions on tetrahedral ele­ 
ments. Surface integrations on the boundary surfaces 
are carried out by linear interpolating functions on 
triangular elements. Time derivatives resulting from 
the Galerkin finite-element approach must be evalu­ 
ated by their total derivatives. However, by placing 
some restrictions on the movement on nodes within

the deforming grid, the total derivatives are reduced 
to simple expressions. The end result is an efficient 
algorithm that more or less rigorously represents the 
initial system of governing and boundary equations.

Of the several approaches available for the 
three-dimensional simulation of free-surface aqui­ 
fers, the finite-element approach presented here of­ 
fers some advantages over others. For aquifer sys­ 
tems lacking definable interaquifer aquitards, the 
approach better represents such systems as a three- 
dimensional continuum than does the quasi-three- 
dimensional approach. The finite-element approach 
represents the nonlinear effects of a changing flow- 
domain geometry, which is lacking in other fully 
three-dimensional representations that keep the flow- 
domain geometry fixed. The approach is more effi­ 
cient than those defining the free-surface problem as 
one of saturated-unsaturated ground-water flow. The 
finite-element approach is more rigorous than finite- 
difference approaches that utilize a deforming grid 
but nevertheless do not explicitly solve the initial- 
and boundary-value problem for the free-surface 
boundary condition.
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Measurement of Reaeration by the Modified Tracer 
Technique in the Wabash River Near Lafayette and 
Terre Haute, Indiana

By Charles G. Crawford

Abstract

The modified tracer technique was used to measure 
reaeration in the Wabash River at streamflows ranging 
from 65 to 210 cubic meters per second near Lafayette 
and Terre Haute, Indiana, as part of a series of multidis- 
ciplinary studies on the Wabash River in cooperation with 
the Indiana State Board of Health. Chemically pure grade 
ethylene was used as the tracer gas, and rhodamine-WT 
dye was used as the dispersion-dilution tracer. Ethylene 
was bubbled into the water at rates of 362.5 to 580 grams 
per minute through a series of 20 to 32 porous flat-plate 
diffusers.

Injection efficiencies for the ethylene were estimated 
to range from 16 percent when the diffusers were sub­ 
merged in 0.8 meter of water to 64 percent when the 
diffusers were submerged in 3.4 meters of water. The in­ 
jection efficiency was highly correlated with the depth of 
the overlying water. Rates of recovery of the rhodamine- 
WT dye ranged from 83 to 98 percent and were lowest at 
the highest streamflows.

Reaeration coefficients measured in a 29.7-kilome- 
ter-long reach near Lafayette, Indiana, at streamflows of 
65 and 97 cubic meters per second were 1.2 and 0.8 per 
day at 20 degrees Celsius. Reaeration coefficients mea­ 
sured in a 21.8-kilometer-long reach near Terre Haute, 
Indiana, at streamflows of 95 and 210 cubic meters per 
second were 1.4 and 1.1 per day at 20 degrees Celsius.

None of the equations commonly found in the liter­ 
ature predicted reaeration coefficients similar to those 
measured for the Lafayette and Terre Haute reaches of 
the Wabash River. The average prediction error for 10 
commonly used reaeration equations ranged from 22 to 
154 percent. Prediction error was much smaller in the 
Terre Haute reach than in that of Lafayette. The overall 
average of the absolute prediction error for all 10 equa­ 
tions was 22 percent for the Terre Haute reach and 128 
percent for the Lafayette reach. Confidence limits of re­ 
sults obtained from the modified gas-tracer technique 
were smaller than those obtained from the equations in 
the literature.

INTRODUCTION

Overview

Reaeration is the process of the absorption of 
oxygen from the atmosphere by surface water. This 
mechanism is the primary means by which oxygen is 
replenished in streams. Consequently, the amount of 
biodegradable waste that can be assimilated by a 
stream without detrimental effects on aquatic life in 
the stream is dependent upon reaeration. The reaera­ 
tion, or oxygen-gas-transfer, coefficient is a measure 
of the rate at which the oxygen is absorbed or trans­ 
ferred from the atmosphere to the stream.

Because of the importance of the reaeration co­ 
efficient in assessing waste assimilation capacity, sev­ 
eral methods for its estimation have been reported in 
the literature. These methods are discussed in detail 
by Bennett and Rathbun (1972). Churchill, Elmore, 
and Buckingham (1962) used a dissolved-oxygen 
(DO)-balance method to measure reaeration in sever­ 
al rivers in Tennesee. They measured the rate of oxy­ 
gen absorption in deoxygenated water released from 
thermally stratified reservoirs. Owens, Edwards, and 
Gibbs (1964) used a similar technique on small En­ 
glish streams. They measured the rate of oxygen ab­ 
sorption in waters deaerated with sodium sulfite and 
a cobalt catalyst. Both of these methods require that 
all other factors influencing the oxygen balance be 
known or negligible. Because of the difficulty in mea­ 
suring the other factors accurately, the two tech­ 
niques are subject to considerable error.

Slug-Injection Gas-Tracer Method

Tsivoglou (1967) developed a gas-tracer 
method for directly measuring gas transfer in streams 
to eliminate the need for the oxygen-balance infor-
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mation. In this method, a fluorescent tracer is used 
for determining time of flow and longitudinal disper­ 
sion, tritium as an indicator of total dispersion, and 
krypton-85 as a gaseous tracer. The tracers are added 
instantaneously to the stream, and samples are col­ 
lected at several points downstream to measure the 
rate of loss of the gas tracer. Because the tracers are 
added so quickly at the same points, no mixing zone 
is needed, and the first sampling point is typically 
only a short distance downstream from the injection 
point. The gas desorption coefficient is assumed to be 
related to the reaeration coefficient by a laboratory- 
determined proportionality constant.

Of the various methods, the gas-tracer method 
of Tsivoglou (1967) is superior because it does not 
require estimating any other factor affecting the oxy­ 
gen balance. This method, however, requires the 
handling and the injecting of radioactive tracers into 
streams. Application of the method is limited be­ 
cause use of radioactive tracers in the natural envi­ 
ronment is subject to public-health restrictions. Ad­ 
ditionally, measurements with the method are 
limited to streamflows of 10 to 20 mVs because of the 
difficulty in handling the quantity of radioactive ma­ 
terial required.

Modified Gas-Tracer Method

Rathbun, Schultz, and Stephens (1975) modi­ 
fied Tsivoglou's method to use nonradioactive hy­ 
drocarbons (ethylene or propane) as the gaseous trac­ 
ers. The modified gas-tracer technique uses a short, 
continuous injection rather than an instantaneous in­ 
jection. The continuous injection is used because of 
the low solubilities of ethylene and propane in water. 
An instantaneous injection of these gases would re­ 
quire large quantities of tracers not handled easily for 
most streams. Because the gas and conservative trac­ 
ers cannot be injected at exactly the same points, the 
first sampling cross section for this method typically 
is located farther downstream than for the slug-injec­ 
tion gas-tracer method to permit mixing of the trac­ 
ers across the stream width.

The use of hydrocarbon tracers circumvents the 
restrictions placed on the slug-injection gas-tracer 
method of measuring reaeration by radioactive trac­ 
ers. However, the low solubility of hydrocarbon gases 
in water and the difficulties involved in adding the 
tracer gases to streams have prevented this method 
from being widely applied, except at streamflows of 
less than about 30 mVs.

The techniques used to apply the modified trac­ 
er technique developed by Rathbun, Schultz, and 
Stephens (1975) at streamflows ranging from 65 to 
210 mVs and the results of the measurements are

described in this paper. The measured reaeration co­ 
efficients are compared with alternative methods of 
estimating reaeration.

Acknowledgements

The study was done in cooperation with the 
Indiana State Board of Health as part of a series of 
multidisciplinary studies on the Wabash River to 
evaluate the waste-assimilation capacity of the river. 
The author thanks Stephen H. Boswell of the Indiana 
State Board of Health for assistance in planning and 
collecting the data and John D. Vaupotic of the U.S. 
Geological Survey for determining the concentra­ 
tions of ethylene.

STUDY AREA

The Wabash River in western Indiana is the 
largest free-flowing tributary to the Ohio River. The 
river is economically important for agricultural, mu­ 
nicipal, and industrial uses; the predominant land 
use in the basin is agriculture, although the basin 
contains several urban areas and several chemical 
and other manufacturing plants, many of which use 
water from the Wabash River and discharge waste- 
water directly to the river.

The locations of the study area and measured 
reaches are shown in figure 1. Reaeration was mea­ 
sured in one reach near Terre Haute, Indiana, and 
one reach near Lafayette, Indiana. The reach near 
Lafayette was 29.7 km long and extended from La­ 
fayette to Attica. The reach near Terre Haute was 
21.8 km long and extended from Terre Haute to Dar­ 
win. Average hydraulic characteristics of the reaches 
during the measurements are presented in table 1. 
Measurements were done at approximately 3.5 and 
5.2 times the annual 10-year, 7-day low flow (7Qi0) 
for the reach near Lafayette and 3.1 and 6.9 times the 
annual 7Q 10 for the reach near Terre Haute.

METHODS OF STUDY

Modified Tracer Technique

This technique involves (1) injecting two trac­ 
ers into the river concurrently, (2) sampling the trac­ 
ers at two or more locations downstream of the injec­ 
tion location, and (3) determining the concentrations 
of ethylene and rhodamine-WT dye in the samples. 
The procedure used for the Wabash River is dis­ 
cussed in the following paragraphs. Additional infor­ 
mation about the method is given in Rathbun, 
Shultz, and Stephens (1975) and Rathbun and Grant 
(1978).
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area

20 MILES

Figure 1. Locations of study area and measured reaches on the Wabash River.

Table 1. Average hydraulic characteristics of reaches of the Wabash River near Lafayette and Terre Haute during the 
reaeration measurements

Percentage of time
Average average stream- Average Average 

streamflow flow is equaled depth velocity Slope 
Reach Date (mVs) or exceeded (m) (rn/s) (m/m)

Near Lafayette (29. 7 km) - - - - 11/18-19/81

Near Terre Haute (2 1.1
7/26-27/82

3km) -- - 10/21-22/81
8/25-26/82

97
65

210
95

53
70
43
71

1.3
1.0
2.3
1.6

0.58
.49
.64
.43

0.000133
.000133
.000114
.000114

Chemically pure grade (99.5-percent pure) ethy- 
lene was bubbled into the river through a series of 
Zimpro passive diffusers. The pore size of these po­

rous flat-plate diffusers is 1.5 to 2.0 um. Each diffus- 
er (1.05 x 75 x 9 mm) consisted of 12 plates epoxied 
in a fiberglass channel. Diffusers were assembled into
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racks of four, and the individual diffusers were con­ 
nected in parallel by plastic tubing (Tygon). Ethylene 
was released into the diffusers from high-pressure 
cylinders through two-stage regulating valves (Linde 
model UP-E). Plastic tubing was used to connect the 
gas cylinders to the diffusers. The gas flow rate was 
measured by a flowmeter (Linde model 150K) con­ 
nected to the outlet of the regulating valve. One gas 
cylinder, one regulating valve, and one flowmeter 
were used for each rack of four diffusers. A diagram 
of the injection apparatus is shown in figure 2.

An injection point 1 to 2 hours time of travel 
upstream from each reach was selected because it was 
desirable to have the tracers mixing in the flow at 
both downstream sampling sites. The diffusers were 
placed parallel to the flow on the bottom of the river 
at the deepest part of the channel near the center of 
flow. The racks were placed 5 to 15 m apart. Eight 
diffuser racks were used for the high-flow measure­

ment in the reach near Terre Haute, and five racks 
were used for all other reaches. Ethylene was injected 
at 72.5 to 98 g/min from each gas cylinder. The ethy- 
lene cylinders were placed on the river bank near the 
location of the diffusers. Except at the point where 
the tubing entered the water over the diffuser, the 
tubing was suspended out of the water from a steel 
wire stretched across the river.

A 20-percent solution of rhodamine-WT dye 
was injected through plastic tubing into the river by 
one or two pumps, which were manufactured by FMI 
Corp. and were operated by 12-volt batteries. Two to 
four tubes from the pumps were fastened to each of 
the diffuser racks so that the distribution of the dye 
and the ethylene would be similar and mixing down­ 
stream for both tracers would be virtually the same.

The ethylene and the rhodamine-WT dye were 
injected for 2 hours during each measurement. Injec­ 
tion rates were estimated by procedures described by

Metallic frame 

Fiberglass supports

^x / Regulator

Figure 2. Injection apparatus used for the modified gas-tracer technique. Equipment shown is for one rack of four 
diffusers.
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Rathbun (1979). The procedure for ethylene was 
modified to account for the pressure drop of the Zim- 
pro diffusers (R. E. Rathbun, written commun., 
1981). A diagram of the equipment setup at the injec­ 
tion site is given in figure 3.

Water samples for determining concentrations 
of ethylene and rhodamine-WT were collected at 
three to five points in each cross section at the up­ 
stream and downstream ends of each reach so that 
tracer concentrations and the degree of mixing could 
be estimated.

Samples for determining concentrations of eth­ 
ylene were collected at approximately middepth of 
the sampling point in a DO sampler (Hach model 
1962) equipped with septum vial sampling bottles of 
40-mL capacity. Samples were preserved for labora­ 
tory analysis by adding 1 mL of formalin to each 
sample bottle. Ethylene concentrations were deter­ 
mined by the procedure described by Shultz and 
others (1976).

Samples for determining concentrations of dye 
were collected in 32-mL bottles for analysis in the 
laboratory. Dye concentrations were determined by a 
fluorometric method described by Wilson (1968).

The ethylene gas transfer coefficients were com­ 
puted by the peak concentration method (Rathbun 
and Grant, 1978):

1
Tn ~ T,

In (1)
Dn x DCF

where KE is the ethylene gas transfer coeffi­ 
cient at the ambient stream tem­ 
perature, in minute" 1 ,

TV the time between the start of the dye 
injection and the peak dye con­ 
centration at upstream cross sec­ 
tion, in minutes,

TD the time between the start of the dye 
injection and the peak dye con­ 
centration at downstream cross 
section, in minutes,

In the natural logarithm,
Ev peak ethylene concentration at up­ 

stream cross section, in micro- 
grams per liter,

DU peak dye concentration at upstream 
cross section, in micrograms per 
liter,

ED peak ethylene concentration at
downstream cross section, in mi­ 
crograms per liter,

DD peak dye concentration at down­ 
stream cross section, in micro- 
grams per liter, and

DCF the dye-loss correction factor.

The dye-loss correction factor, DCF, which is 
based on the concept of conservation of mass, en­ 
sures that the dye mass, QA, is constant throughout 
the reach, where Q is the water discharge, and A is 
the area under the time-concentration dye curve. 
The factor is derived as follows:

Cylinders of . 
ethylene in vehicle

Figure 3. General arrangement of equipment used at the sites where ethylene and rhodamine-WT tracers were injected. 
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or

- QD A D x DCF

DCF =

(2)

(3)

where v and D are subscripts referring to the up­ 
stream and downstream cross sections.

The area under the time-dye-concentration 
curve is determined by plotting the observed dye 
concentrations against time and integrating the area 
under the curve. The resulting units are minutes-mi- 
crogram per liter. The areas were integrated by a 
Wang 2262-3 digitizer and a Wang 2200 T 
minicomputer.

The reaeration coefficient can be calculated 
from the ethylene gas-transfer coefficient by multi­ 
plying the latter by an experimentally determined co­ 
efficient ratio for oxygen and ethylene. This coeffi­ 
cient ratio is the ratio of the rate at which oxygen 
absorbs into a body of water and the rate at which 
ethylene desorbs from the same body.

r-*?- (4)

where Ka 
KE

is the oxygen gas-transfer coefficient, 
is the ethylene gas-transfer coeffi­ 

cient, and 
C equals 1.15.

All reaeration and ethylene-gas-transfer coeffi­ 
cients presented in this paper are given to the base e 
(natural logarithim base, e = 2.7183).

Hydraulic Measurements

Streamflow was measured by the current-meter 
method (Rantz and others, 1982) at each end of the 
two reaches studied. Average stream width was deter­ 
mined by averaging widths measured at approxi­ 
mately 300-m intervals along each reach. The width 
at each point was measured with an optical range 
finder. Average stream velocity was determined by 
tracing the speed of the rhodamine-WT dye through 
the reach. Average depth of the reach was determined 
by dividing the average Streamflow by the product of 
average velocity and average stream width.

RESULTS AND DISCUSSION

A summary of the data collected is presented in 
table 2. No major problems were experienced in us­ 
ing the modified gas-tracer technique at the large 
streamflows present during the study. The ethylene- 
injection apparatus was capable of diffusing suffi­ 
cient quantities of gas for successful use of the 
method. Peak concentrations of ethylene at the sam­ 
pling locations ranged from 13.8 to 28.8 ug/L at the

upstream cross section and 3.2 to 15.9 ug/L at the 
downstream cross section. These concentrations are 
well above the detection limit on most gas chro- 
matographs and are measured easily.

Several minor problems, however, were exper­ 
ienced during the measurements. First, the tracers 
were not mixed laterally at the upstream sampling 
cross section of the reach near Lafayette. Percentage 
mixing (as defined in Yotsukura and Cobb, 1972) 
was approximately 56 percent for the November 
1981 measurement and 73 percent for the July 1982 
measurement. Lack of complete lateral mixing has 
the potential for being a common problem when us­ 
ing the modified tracer technique on large rivers. In 
the reach near Lafayette, tradeoffs had to be made 
between placing the diffusers in locations of suffi­ 
cient depth with good mixing characteristics and al­ 
lowing access to boat traffic on the river. Discharge 
weighted (average) concentrations were calculated by 
the procedure described by Yotsukura and Cobb 
(1972) to adjust for the poor mixing. Dividing the 
injection point into sections of equal flow and plac­ 
ing one diffuser rack in each section would improve 
mixing and help to solve this problem.

A second problem experienced was considera­ 
ble scatter in the concentrations of the tracers at the 
upstream sampling cross sections. This problem was 
observed with the rhodamine-WT dye and ethylene 
but was most pronounced with the dye. Because of 
the scatter in concentrations observed in the reaches 
near Lafayette and Terre Haute, discernment of the 
peak tracer concentrations was difficult. The cause of 
the scatter is unknown. A previous investigator 
(Rathbun, 1979) reported problems with gas-regulat­ 
ing valves freezing at high flow rates (greater than 40 
g/min). During the injections into the Wabash River, 
the regulating valves became thickly coated with 
frost. However, the flowmeters indicated that a con­ 
stant flow of gas was entering the plastic tubing, and 
the high flow rate was not difficult to maintain. Like­ 
wise, except for a brief failure of one dye pump dur­ 
ing the October 1981 measurement in the reach near 
Terre Haute, the flow rate of the dye did not fluctu­ 
ate. Because of the width of the river, large lengths of 
plastic tubing (as much as 150-200 m) were needed 
to transport the tracers from the bank to the diffusers 
in the river. Because plastic tubing was used to inject 
the gas and the dye, the scatter at the upstream cross 
section could be related to the use of this tubing, 
possibly due to fluctuations in the pressure gradients 
across the length of the tubing. Another possibility is 
uneven longitudinal mixing due to unsteady flow in 
the river.

The mean tracer concentrations at the upstream 
cross section were estimated by taking the mean of all
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data collected on the "plateau" of the time concentra­ 
tion curve. The plateau is the flat, equilibrium level 
of concentration of a tracer reached after a period of 
constant injection. The tracer curves at the upstream 
cross section approximate a square wave owing to the 
2-hour injection time and the short time of travel 
between the injection point and the sampling loca­ 
tion. Error due to the scatter can be minimized by 
taking a large number of samples during passage of 
the tracers. An example of the scatter and the method 
used to estimate the peak tracer concentrations is 
shown in figure 4.

The dye-loss correction factors for the measure­ 
ments in the reach near Lafayette were 1.02 and 1.04. 
This means that 96 to 98 percent of the rhodamine- 
WT dye measured at the upstream cross section also 
was measured at the downstream cross section. The 
recovery percentages for the measurements in the 
reach near Terre Haute were not as high. Dye-loss 
correction factors for this reach were 1.21 and 1.18 
(83-85 percent recovery). The reason for the loss of 
dye between the two sampling cross sections in the 
reach near Terre Haute is not known.

To estimate quantities of ethylene gas needed 
in a specific application of the modified gas-tracer 
technique, it is necessary to know the efficiency of 
the gas-injection apparatus, which cannot be mea­ 
sured directly. However, the efficiency can be esti­ 
mated on the basis of the ratio of the measured and
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Figure 4. Example of scatter observed in the time tracer 
concentration curves at the upstream cross section. Data 
are from the measurement in the reach near Terre Haute, 
August 25 to 26, 1982.

maximum theoretical concentration of ethylene in 
the plateau for the upstream cross sections. The max­ 
imum theoretical concentration of ethylene in the 
plateau was determined by assuming that 100 per­ 
cent of the gas was absorbed into the water at the 
injection site and that longitudinal dispersion was 
zero. This concentration was calculated by dividing 
the rate of gas injection by the streamflow and adjust­ 
ing for loss of gas to the atmosphere between the 
injection point and the upstream cross section. Rate 
of gas loss was assumed to be the same as that mea­ 
sured between the sampling cross sections; for exam­ 
ple, the maximum theoretical concentration of ethy­ 
lene in the plateau for the November 1981 
measurement in the reach near Lafayette was 
(362.5g/min) (106 (ig/g)/(5.89206 x 106 minutes- 1 )

minutes-'X60min) (J,g/L.

Estimates of gas-injection efficiencies are 
shown in table 3. Correlation r = 0.99) between the 
estimates and the depth of the water overlying the 
diffusers is good and may be expressed as

E= 18.6 D+ 1.3, (5)

where

D

is the estimate of gas-injection ef­ 
ficiency, in percent, and 

is the depth of the water overlying
the gas diffusers, in meters. 

The efficiency of the Zimpro flat-plate diffusers 
in the configuration used for this study (fig. 2) was 
higher than that of the Norton tube diffusers used by 
previous investigators (Bauer and others, 1979; Rath- 
bun and Grant, 1978). Rathbun (1979) estimated the 
efficiency of the Norton diffusers to be from 7.5 to 30 
percent.

Calculation of Reaeration Coefficients

Reaeration (oxygen gas-transfer) coefficients for 
the Wabash River are presented in table 4. The ethy- 
lene-gas-transfer coefficients were converted to the 
oxygen gas-transfer coefficients by multiplying them 
by the coefficient ratio for oxygen and ethylene. This 
ratio, 1.15 ± 0.0226 (2 percent) at the 95 percent con­ 
fidence limit, was determined experimentally by 
Rathbun and others (1978). For comparison between 
measurements at different stream temperatures, the 
oxygen gas-transfer coefficients were adjusted to a 
common temperature (20 °C). Temperature was ad­ 
justed by the following equation (Elmore and West, 
1961):

Ka20 = KaT (1.0241)20 -T (6)

where Ka2o is the oxygen gas-transfer co­ 
efficient at 20 °C, in day 1 ,
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Table 3. Estimates of efficiencies of ethylene-injection for reaeration measurements in the Wabash River

Reach

Near Lafayette ------

Date of
measurement

11/18-19/81
7/26-27/82

10/20 21/81
8/25-26/82

(

Rate of 
ethylene
injection
(g/min)

362.5
490.0

580.0
362.5

Maximum 
theoretical

concentration
of ethylene 

in the
plateau
(ug/L)

60.1
118.7

44.9
59.9

Concentration 
of

i ethylene in
the plateau 

calculated from
field data

(ug/L)

13.8
18.4

98 o

25.2

Tempera­ 
ture

of water(°C)

9.0
28.0

14.0
23.5

Depth of
gas diffusers 
below water

surface
(m)

1.2
.8

3.4
2.1

Estimate of
efficiency of 

ethylene injec­
tion 1

(percent)

0.23
.16

.64

.42

1 Ratio of measured and maximum theoretical concentration in the plateau.

KaT the oxygen gas-transfer coef­ 
ficient at T°C, in day 1 , 

T is the stream temperature, in
degrees Celsius, and 

1.0241 is the conversion factor. 
Elmore and West (1961) did not publish a confidence 
limit for the conversion factor (1.0241). However, by 
using their published data, the author calculated a 
value of 1.0241 ±0.0010 at the 95-percent confidence 
limit.

Also included in table 4 is a subjective confi­ 
dence limit determined from errors in the concentra­ 
tions of ethylene and rhodamine-WT, time of travel, 
streamflow, and the time-dye concentration curves. 
This confidence limit is based on the largest change 
in the computed ethylene-gas-transfer coefficient, 
where all variables differ by the maximum amount in 
such a way that all errors are additive. The confi­ 
dence limits reported here, in essence, represent the 
entire possible range that the reaeration coefficient 
could fall between.

The reader should be aware that reaeration 
measurements on large rivers are quite sensitive to 
measurement errors in the tracers because reaeration

rates are low (Nobuhiru Yotsukura, written com- 
mun., 1982). This condition can be illustrated by 
considering the general form of the exponential decay 
equation used to estimate KE in the modified tracer 
technique:

CT = C0 exp(-A:r), (7)

where CT
Co

is the concentration at time T, 
is the concentration at time

zero,
k is the decay coefficient, and 
T is the time.

(Eq 1 can be derived from this general form by sub­ 
stituting Eu/Du for Co andED/(DD \DCF) for CT and 
solving for k.) Differentiating C with respect to k 
yields

(8)

If the right hand side of equation 8 is rearranged and 
multiplied by k/k then the following relation can be 
developed:

Table 4. Experimentally determined reaeration coefficients for reaches of the Wabash River near Lafayette and near Terre 
Haute

Oxygen-gas-transfer coefficient 
(day-1 at 20 °C)

Reach

Near Lafayette -------

^J^it* 1 ^t*t"^ ^Tiiit^

Date of 
measurement

11/18-19/81 
7/26-27/82

1 r»/9f» 91/R1

8/25-26/82

Best 
estimate

0.8 
1.2 
1.1
1.4

Upper 
confidence 

limit1

1.5
1.9 
2f

2.0

Lower 
confidence 

limit1

0.3 
.7 

<.l
.8

'Includes errors in the coefficient ratio for oxygen and ethylene and the temperature-conversion factor, as well as in measurements 
listed in table 2.
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(9)

The measurement error of concentration, dC/C, is 
shown to be related to the estimate of error of the 
decay coefficient, dk/k, by the nondimensional num­ 
ber, kT (assuming that eq 7 is the correct model). 
Where AT is less than 1, concentration measurement 
errors result in larger errors in the estimate of k. The 
nondimensional KE (TD- Tv) is shown to be 0.33 to 
0.39 for the high-flow measurements and 0.80 to 0.82 
for the low-flow measurements in an analysis of the 
Wabash River data. Thus, cumulative measurement 
errors in Ev, ED, Dv, DD, and DCF result in estimates 
of errors in KE that are 1.25 to 3 times the cumulative 
measurement errors. This is the principal reason that 
the confidence limits for the estimated reaeration co­ 
efficients are so much larger than the individual mea­ 
surement errors.

Comparison of Measured Reaeration 
Coefficients and Predictive Equations

The reaeration coefficients measured for the 
two reaches of the Wabash River were compared to 
various conceptual, empirical, and semiempirical 
predictive equations in the literature. Reaeration and 
the various predictive equations are discussed in 
Bennett and Rathbun (1972) and in Rathbun (1977). 
The conceptual equation used in the comparison was 
developed by O'Connor and Dobbins (1958). Its 
form is

K = 3.73U°-5/H 1 - 5 , (10)

where U is the average reach velocity, 
in meters per second,

H is the average reach depth, in 
meters; and

K is reaeration coefficient, in
day-'at20°C. 

The empirical equations used were

K= 5.01 V0- 969/!!'-673 (Churchill and (11)
others, 1962), 

K= 6.92 U°-<"/H'-85 (Owens and others, (12)
1964), 

K=5.\3U/H' 33 (Langbeinand (13)
Durum, 1967), 

K= 4.75 U/H' 5 (Isaacs and Gaudy, (14)
1968),

and 

K= 5.58

tf= 0.002 17
TJ2.695 /JJ3.085 C0.823

K= 185.4 (US)05/H

TJO.413CO.273/ffl.408

and 

^=1260 S U

(Churchill and
others, 1962), 

(Cadwallader and
McDonnell, 1969), 

(Bennett and
Rathbun, 1972),

(16)

(17)

(18)

(19)

o7/Hi.689 (Bennett and
Rathbun, 1972). 

The semiempirical equations used were

(15)

(Tsivoglou and
Wallace, 1972),

where S is the slope of the energy gradient, in meter 
per meter.

A comparison of the measured and predicted 
reaeration coefficients for the reaches of the Wabash 
River near Terre Haute and near Lafayette is 
presented in table 5. Predictions of reaeration ob­ 
tained by the equations used in this comparison were 
much better in the reach near Terre Haute than in 
that near Lafayette. Although these equations tended 
to underestimate reaeration in the Terre Haute reach, 
predicted reaeration was within the possible range for 
the measured values. Of the 10 predictive equations, 
9 (eqs 10-18) greatly overestimate reaeration mea­ 
sured in the reach near Lafayette. All but two of the 
equations (17, 19) predicted values of reaeration 
outside the confidence limits; the two exceptions are 
the semiempirical equations proposed by Cadwalla­ 
der and McDonnell (1969) and Tsivoglou and Wal­ 
lace (1972).

The lack of close agreement of the Wabash Riv­ 
er data and that obtained by the predictive equations 
is not surprising. Most of the equations were devel­ 
oped by linear-regression analysis. The most com­ 
monly used of these contain only the terms velocity 
and depth. A reaeration coefficient obtained for a 
stated width and depth from one of the equations 
represents an estimate of the average reaeration coef­ 
ficient that would be expected if reaeration were 
measured for a large number of streams with similar 
widths and depths. In a statistical sense, the coeffi­ 
cient is the mean expected for the sampling distribu­ 
tion and does not necessarily represent the mean 
reaeration expected for the stated hydrologic condi­ 
tions in a specific stream. Confidence limits for the 
mean value expected and the range in discrete values 
expected are quite large if considerable error in mea­ 
surement or scatter in the data used to develop the 
regression equation is present.

The large confidence limits can be illustrated by 
examining one of the common predictive reaeration 
equations. Bennett and Rathbun (1972) used data 
reported by O'Connor and Dobbins (1958), Chur­ 
chill, Elmore, and Buckingham (1962), Owens, Ed­ 
wards, and Gibbs (1964), and Tsivoglou (1967) to 
develop a predictive equation. Because this equation
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Table 5. Measured reaeration coefficients and those determined by conceptual, empirical, and semi-empirical predictive 
equations for the reaches of the Wabash River near Lafayette and near Terre Haute
[Reaeration coefficients (day1 at 20°C, base e)]

Mea- 
Reach Date sured

Npar T afavpttp 11/18-19/81 08

7/26-27/82 1.2 
Near Terre Haute ---------- 10/21-22/81 1.1 

8/25-26/82 1.4

Average absolute prediction

Reach Date

Npar Lafavpttp 11/18-19/81

7/26-27/82 
Near Terre Haute 10/21 22/81

8/25-26/82

Average absolute prediction

Conceptual 
equations Empirical equations

Churchill, Ben- 
Elmore, Owens, nett 

O'Connor and Edwards, Langbein Isaacs and 
and Bucking- and and and Rath- 

Dobbins ham Gibbs Durum Gaudy bun 
(1958) (1962) (1964) (1967) (1969) (1972)

1.8 1.8 

2.5 3.6 
.9 .8 

1.2 1.0

66 95

Churchill, 
El more, 

and 
Bucking- 

Mea- ham 
sured (1962)

0.8 3.1 
1.2 4.4 
1.1 .9 
1.4 .8

- - - - 154

2.2 2.0 1.8 2.4 

3.1 2.4 2.2 3.4 
.9 1.1 .9 1.1 

1.2 1.1 1.0 1.4

91 68 64 96

Semi-empirical equations

Average 
absolute 

Cadwalla- prediction 
der Bennett Tsivoglou error for 
and and and all equa- 

McDonnell Rathbun Wallace tions 
(1969) (1972) (1972) (percent)

1.2 1.5 1.0 135 

1.4 2.0 .9 121 
.7 .7 1.0 18 
.8 1.0 1.0 25

37 55 22

was based on the combined data of these investiga­ 
tors, it encompasses a much wider range of hydrolog- 
ic conditions than any of the equations proposed by 
the individual investigators. A comparison of reaera­ 
tion coefficients and their confidence limits estimat­ 
ed for reaches of the Wabash River near Lafayette 
and Terre Haute by the modified tracer technique 
and the Bennett and Rathbun equation are given in 
figures 5A and 5B. Confidence limits for the range in 
discrete values expected are shown for the Bennett 
and Rathbun equation. The confidence limits for 
reaeration predicted by the Bennett and Rathbun 
equation are large and overlap the confidence limits 
estimated for the measured values. The reader is re­ 
ferred to Walpole and Meyers (1978, p. 329-331) for 
a discussion of the confidence limits for linear-regres­ 
sion equations.

Even with the error inherent in the modified 
gas-tracer technique when used for large streamflows, 
confidence limits around estimates of reaeration are 
much smaller than corresponding estimates from pre­ 
dictive equations.

SUMMARY

The modified gas-tracer technique was used to 
measure reaeration coefficients in the Wabash River 
near Lafayette and Terre Haute, Indiana, at stream- 
flows ranging from 65 to 210mVs. The measurements 
were done in cooperation with the Indiana State 
Board of Health as part of a series of studies to deter­ 
mine the waste assimilative capacity of the middle 
Wabash River basin.

Chemically pure grade ethylene was used as the 
tracer gas, and rhodamine-WT dye was used as the 
dispersion-dilution tracer. Ethylene was bubbled into 
the water at rates of 362.5 to 580 g/min through a 
series of 20 to 32 porous flat-plate diffusers. Each 
diffuser was 1.05 m long and 75 mm wide, and its 
average pore size was from 1.5 to 2.0 u,m. The gas 
was released into the diffusers from high-pressure 
cylinders through two-stage regulating valves. The 
rhodamine-WT dye was injected into the river by 
pumps operated by 12-volt batteries at rates ranging 
from 500 to 2,200 mL/min.
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Figure 5. Reaeration coefficients and their confidence limits estimated by the modified tracer technique and the Bennett 
and Rathbun equation for reaches of the Wabash River. A, Near Lafayette. B, Near Terre Haute.

The ethylene-injection apparatus used was ca­ 
pable of diffusing sufficient quantities of gas for suc­ 
cessful use of the method at the large streamflows in 
the Wabash River during the study. Peak concentra­ 
tions of ethylene at the sampling location ranged 
from 13.8 to 28.8 ug/L at the upstream cross section 
and 3.2 to 15.9 ug/L at the downstream cross section. 
These concentrations are well above the detection 
limit of most gas chromatographs and are measured 
easily.

Injection efficiencies for the ethylene were esti­ 
mated to range from 16 percent, when the diffusers 
were submerged in only 0.8 m of water, to 64 per­ 
cent, when the diffusers were submerged in 3.4 m of 
water. The efficiency was highly correlated with the 
depth of the overlying water.

Several minor problems were experienced in 
applying the modified gas-tracer technique to the 
Wabash River. First, lack of lateral mixing was ob­ 
served during the two measurements at the upstream

sampling cross section of the reach near Lafayette. 
Second, considerable scatter was observed in the data 
collected at the upstream sampling cross section of 
both reaches near Lafayette and Terre Haute.

A high rate of dye loss was observed during 
both measurements in the reach near Terre Haute. 
Only 83 to 85 percent of the dye measured at the 
upstream cross section was measured at the down­ 
stream cross section. In contrast, the loss was not 
observed in the reach near Lafayette where 96 to 98 
percent of the dye measured at the upstream cross 
section was measured at the downstream cross 
section.

Reaeration coefficients measured at a 29.7-km- 
long reach near Lafayette were 1.2 and 0.8 per day at 
20°C at streamflows of 65 and 97 mVs. Reaeration 
coefficients measured at a 21.8-km-long reach near 
Terre Haute were 1.4 and 1.1 per day at 20 °C at 
streamflows of 95 and 210 mVs. None of the com­ 
mon equations found in the literature predicted
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reaeration coefficients similar to those measured for 
both reaches of the Wabash River near Lafayette and 
Terre Haute.

The modified gas-tracer technique is a feasible 
method for measuring reaeration coefficients at 
streamflows up to 200 mVs. Confidence limits 
around measured reaeration coefficients were sub­ 
stantially smaller than coefficients predicted from 
commonly used equations in the literature.
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Perfomance of Sodium as a Transport Tracer 
Experimental and Simulation Analysis

By Kenneth E. Bencala

Abstract

As part of a field solute-transport experiment, sodi­ 
um was injected along with chloride and strontium into a 
mountain pool-and-riffle stream. Based on comparisons 
with the chloride and strontium transport, sodium was 
determined to be a potentially useful, although somewhat 
nonconservative, tracer. Three simulations of the sodium 
concentrations were obtained by using different assump­ 
tions as to the degree to which sodium was nonconserva­ 
tive. The simulation of sodium as conservative was typi­ 
cally a good reproduction of the timing of the sodium 
arrival, peak, and tail. The simulations of sodium as non- 
conservative provided somewhat closer approximations 
of the measured concentration values. The conservative 
simulation was based on stream parameters determined 
from the chloride transport. The reactive simulation was 
based on additional stream-sediment parameters deter­ 
mined from the strontium transport and on the chemical 
properties of sodium.

INTRODUCTION

Simulations of solute transport require that sev­ 
eral physical parameters be specified; exactly which 
parameters are to be specified is a function of the 
model used. One method of determining such pa­ 
rameters is by calibration against a conservative so­ 
lute in the stream. This is a particularly useful 
method if the predominant interest in the modeling 
exercise is in the simulation of a nonconservative 
solute. When the conservative transport submodel 
has been calibrated, then reactive submodels may be 
used to study chemical interactions in the system 
(Valocchi and others, 1981; Chapman, 1982; Ben­ 
cala, 1983; Jackman and others, 1984). Under cer­ 
tain conditions, a tracer, which is not ideally con­ 
servative, may be treated usefully as conservative. 
This has been demonstrated by Chapman (1982).

Chapman (1982) obtained reliable simulations 
by treating sodium as a conservative tracer in the 
study of speciation of nonconservative chemical reac- 
tants in rivers. It generally is understood that the 
alkali metals are sorbed into clay minerals via ion

exchange (Rose and others, 1979). Chapman recog­ 
nized the possibilty of sodium exchange and noted 
that the simulation result "suggests that a slight atten­ 
uation might be occurring." Transport data obtained 
in South Carolina streams by Sharp (1974) suggested 
similar behavior. Because of the treatment of sodium 
as a conservative solute, the nature of its noncon­ 
servative properties should be investigated, and 
methods for simulating such properties should be 
suggested. The evaluation of chemical tracers for 
transport studies is becoming increasingly important 
as tracers are used in connection with evaluations of 
reactive systems in addition to traditional dilution, 
time of travel, or dispersion studies. As an example, 
Bencala and others (1983) have demonstrated limita­ 
tions of rhodamine-WT dye in a study of transport 
and sorption in a mountain stream.

In this paper, experimental data and simulation 
analyses from the injection of solutes into a natural 
channel will be presented. The details of the field 
experiment and the simulation development have 
been described in previous reports, and, therefore, 
only brief outlines of this background information 
will be discussed here. The chloride data and the 
conservative solute-transport model were presented 
in Bencala and Walters (1983). The reactive sub­ 
model used for nonconservative solutes was pub­ 
lished in Bencala and others (1983). The strontium 
data and the application of the coupled transport and 
reactive submodels were discussed in Bencala (1983).
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Experimental Analysis
Zand and others (1976) described the steady 

injection of conservative and reactive tracers into 
Uvas Creek, Santa Clara County, California. Uvas 
Creek is a small mountain pool-and-riffle stream. 
The experiment occurred in late summer 1972 during 
a period of low flow (0.0125 mVs). The pH of the 
stream was approximately 8. Chloride, strontium, 
and sodium tracers were injected at a steady rate for 
3 hours. Solute concentrations were monitored at 
five stations in a 619 m reach. The locations of the 
sampling stations are shown in figure 1.

The comparative reactive properties of sodium 
and strontium relative to chloride are shown by the 
normalized tracer concentrations in figure 2. The 
concentrations of each component (fig. 2) have been 
normalized to their respective injection-level concen­ 
trations after accounting for background concentra­ 
tions. (Normalized concentration is computed as ob­ 
served minus background divided by injection level 
minus background. Injection-level concentration is

122° 120°

Om

Figure 1. Location of Uvas Creek and monitoring stations. 
(From Bencala and Walters, 1983.)

the concentration measured in the stream several me­ 
ters below a mixing reach at the point of injection.) 
The normalized concentrations show at the 619-m 
monitoring station that the chloride peak reached 50 
percent of its relative injection concentration and 
that the sodium peak reached only 40 percent. At the 
other stations closer to the injection point, the sodi­ 
um peak was not as strong as the chloride peak but 
always within 5 percent of it. Sorption is a significant 
process influencing strontium transport as is clearly 
shown by its normalized concentration at every loca­ 
tion, relative to either the chloride or the sodium.

The processes of dilution, dispersion, and tran­ 
sient storage of solute all influence the attenuation of 
the chloride concentration. An interpretation of the 
role of these processes in determining solute trans­ 
port in Uvas Creek may be found in Bencala and 
Walters (1983). Sorption onto the streambed sands 
and gravels further attenuates the strontium concen­ 
tration (Bencala, 1983). Although the details of these 
processes are of interest, the points to be made with 
regard to the tracer properties of sodium can be made 
by considering the observed data and the known 
chemical properties of chloride and strontium. In 
Uvas Creek, chloride is assumed to be conservative 
(Kennedy and others, 1984), and strontium strongly 
sorbs onto streambed sediment.

The comparisons of chloride and strontium 
transport in this experiment are as follows: First, 
chloride was attenuated by dilution down to 50 per­ 
cent. Additional sodium attenuation was only in the 
range of 5 to 10 percent, and the arrival of the lead­ 
ing edge, peak, and tail were well represented in the 
sodium data. Second, strontium was attenuated by a 
combination of physical and chemical processes 
down to a minimum level (at 619 m) of 10 percent. 
The difference between the sodium and strontium 
attenuations is appreciable at the 281-, 433-, and 
619-m stations. Thus, sodium was approximately 
conservative, and its relative sorption was sufficient­ 
ly low that it could be a useful tracer in transport 
studies involving sorption.

The concentration data from the stream serve 
as indirect evidence for the sorption of sodium onto 
the streambed sediment. Also, a limited amount of 
direct sediment desorption data illustrating the mag­ 
nitude of the sodium sorption are available. The 
results presented in figure 3 show the relative sorp­ 
tion of sodium and strontium onto a range of sand- 
and gravel-sized sediment for two monitoring loca­ 
tions at 105 and 281 m. The details of sample collec­ 
tion and cation determination are given in Avanzino 
and others (1984); brief discussions are also in Ben­ 
cala (1983), Bencala and others (1983), and Kennedy 
and others (1984). The initial sorbed cations before
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Figure 2. Observed tracer concentrations for steady injection at Uvas Creek. Injection started at 0830 and ended at 
1130. Data are presented from this period until 2330 when rain began to fall. The data shown are for chloride, 
strontium, and sodium. The concentrations have been normalized to their respective injection-level concentrations after 
accounting for background concentrations.

the experiment and the amount of sorbed cations at a 
time later in the experiment are shown in figure 3 as 
bars and circles, respectively. A relative scale is used

Strontium, 
experimental Sodium, 

experimental

281 m 
Background 
sampled at 0912

Experimental 
sampled at 1214

0.50 1650- 
2000

3360- 
4000

GRAIN SIZE, IN MICROMETERS

Figure 3. Sorption of sodium (Na) and strontium (Sr) onto 
streambed sands and gravels. A, Samples from station at 
105 m. B, Samples from station at 281 m.

to allow comparisons of the five sizes of fractions and 
of sodium with strontium. On this scale, the stronti­ 
um concentrations are increased by about a factor of 
two. The sorbed sodium concentrations are increased 
typically by a factor of less than 10 percent. Sorption 
of sodium clearly occurred to a lesser degree than 
sorption of strontium.

Sodium levels are attenuated by a combination 
of physical and chemical processes. Physical process­ 
es were of greater importance than chemical process­ 
es. For the purpose of this paper, the nature of the 
physical attenuation is not particularly relevant. 
However, if dilution by ground-water inflow was the 
dominant factor in the attenuation and if the solute 
concentrations in this inflow were considerably dif­ 
ferent from those at the head of the study reach, then 
the misinterpretation of the nature of the physical 
processes could lead to a further misinterpretation of 
the tracer properties of sodium. The nature of the 
physical attenuation is relevant to the simulation 
analysis presented later in this paper. With regard to 
the experimental analysis, the following two issues 
are of concern: The amount of ground-water inflow 
in the Uvas Creek study reach, and the spatial varia­ 
bility of background solute concentrations.

The relative roles of dilution and transient stor­ 
age in the 3-hour injection at Uvas Creek were dis­ 
cussed by Bencala and Walters (1983). The interpre­ 
tation presented in that report was that inflow over 
the study reach increased the flow by 12 percent. 
The remainder of the 50-percent chloride attenuation 
was accounted for by transient storage in the 
streambed gravels. This interpretation was consis­ 
tent with the chloride concentration data from the 
leading edge, the peak, and, most importantly, the 
tail of the solute pulse. After a more intensive experi­ 
ment in 1973, Kennedy and others, (1984) deter­ 
mined that, during a higher flow period (but still in 
the low-flow regime), "the discharge increase within 
the study reach due to ground-water inflow must
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have been significantly less than 15 percent and prob­ 
ably was less than 10 percent." Further, they con­ 
clude, "Care must be taken to assume that down­ 
stream dilution of tracer is not attributed to ground- 
water inflows when the dilution is the result of long- 
delayed underflow in the stream gravels."

It is important to note the spatial consistency of 
the background concentrations of chloride, sodium, 
and strontium before the arrival of the injected pulse. 
Figure 4 shows normalized concentration data for the 
period up to the first arrival of the solute pulse at 
each of the five monitoring stations. The normalized 
scale has been defined above. A value of zero repre­ 
sents typical background. A value of 1 represents the 
injection-level concentration. On this normalized 
scale, the background chloride concentrations are 
within 0.01 unit of 0.0, and, with only a few excep­ 
tions, the sodium and strontium concentrations are 
within 0.02 unit of 0.0. No obvious patterns of spa­ 
tial variability are evident in the background concen­ 
trations of any of the three tracers used in this experi­ 
ment. Thus, the ground-water inflow, whatever its

-0.06
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TIME OF DAY
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Figure 4. Observed background tracer concentrations for 
periods before arrival of tracer pulse. A, Chloride. B, 
Sodium. C, Strontium.

volumetric magnitude may have been, did not signif­ 
icantly alter the in-stream background concentrations 
of chloride, sodium, and strontium.

SIMULATION ANALYSIS

It is most convenient to think of the transport 
model as the composition of physical transport and 
reactive submodels. The simulation of a conserva­ 
tive tracer such as chloride requires the use of only 
the physical transport submodel. The simulation of a 
reactive tracer such as strontium requires the coup­ 
ling of the reactive submodel to the physical trans­ 
port submodel. The purpose of this section is to 
show the magnitude of the errors that result from 
considering sodium to be conservative and to suggest 
a reactive submodel for treating the (slight) reactive 
nature of the sodium.

The physical transport submodel is based on 
the standard one-dimensional convection-dispersion 
analysis. The "dead-zone" concept is included as a 
psuedotwo-dimensional, quasi-empirical mechanism 
for treating the observed transient storage of con­ 
servative solutes. With the dead-zone model, the 
hydrologic system is separated into the following two 
interacting compartments: The channel containing 
the flowing stream and the storage zones which mix 
with the stream channel water but have no longitudi­ 
nal velocity. Bencala and Walters (1983) have shown 
that nonreactive solute transport in Uvas Creek can 
be simulated by the presence of expansive zones of 
water, which are either not moving or moving very 
slowly when compared to the bulk of the stream 
water. Solute mixing in and out of these storage zones 
results in the empirically observed transient storage 
of solute mass along the length of the stream. Other 
studies, in Uvas Creek (Kennedy and others, 1984), 
and in other streams (Sharp, 1974; Bencala and 
others, 1983) have suggested the importance of the 
role of the streambed gravel in this transient storage 
process. The transient storage mechanism is 
psuedotwo-dimensional because the inclusion of stor­ 
age zones adds a transverse dimension. However, the 
full two-dimensional flow field is not considered. 
The mechanism is quasi-empirical because it de­ 
scribes uniform mixing in the storage zones, but spa­ 
tial gradients will exist.

For each physical compartment, a reactive sub­ 
model is present. In the stream channel, solute sorp- 
tion and desorption is treated by the first-order mass- 
transfer mechanism. Solute that enters storage has 
the potential for virtually continual contact with im­ 
mobile bed materials. As a result, all reactive solute 
which enters a storage zone is assumed to be rapidly 
and permanently lost to the bed materials. The reac-
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live submodels, for the channel and for the storage 
zones, were discussed in detail in Bencala (1983). 
The basic description of the first-order mass-transfer 
model is that, as the chemical pulse passes a point 
along the stream channel, the solid-solution system is 
no longer in chemical equilbrium and, henceforth, 
mass (strontium, for example) transfers from the sur­ 
rounding solution (the stream) to the solid (the 
streambed). The submodel for the storage zones is 
strictly an empirical sink term.

Figure 5 shows the simulation of sodium trans­ 
port treated as a conservative solute. All parameter 
values are identical to those used in the "best-fit" 
chloride simulation (Bencala and Walters, 1983) with 
the exception of sodium-background concentration 
(12.3 mg/L), and sodium-injection concentration 
(16.4 mg/L). The simulation of the conservative trac­ 
er chloride has been adjusted only for the readily 
measured values of the sodium-background and in­ 
jection-level concentrations. The chloride simula­ 
tions were "curve-fit" to the observed chloride con­ 
centrations to estimate several "free parameters" of 
the system. No new free parameters have been intro­ 
duced in the simulation of the sodium.

The simulation of sodium transport treated as a 
reactive solute following first-order mass transfer ki­ 
netics is also shown in figure 5. All parameter values 
are identical to those used in the best-fit strontium 
simulation (Bencala, 1983) with the exception of the 
two concentrations mentioned above and the mea­ 
sured value of the distribution coefficient.

In another sand and gravel stream bed, Little 
Lost Man Creek (Humboldt County, California), the 
distribution coefficient of rhodamine-WT dye was 
determined to be approximately 5 mL/g (Bencala and 
others, 1983). Typical distribution coefficients with 
streambed gravels in the White Oak Creek watershed, 
Tennessee, were determined by Cerling and Spalding 
(1982) for strontium, cobalt, and cesium to be 50.3,

564, and 8,460 mL/g, respectively. The distribution 
coefficient is a convenient indication of the amount 
of solute sorbed onto solids. It is defined as the ratio 
of the concentration on the solids to the concentra­ 
tion in the surrounding solution. The distribution 
coefficient for strontium sorbed onto sand and gravel 
in Uvas Creek is on the order of 10 to 100 mL/g 
(Bencala and others, 1983). The sodium-distribution 
coefficient (1.93 mL/g) is one or two orders of magni­ 
tude lower than the value for strontium.

The strontium simulations were curve-fit to the 
observed strontium concentrations to estimate sever­ 
al free parameters of the system in addition to those 
first estimated with the chloride simulations. All the 
physical system parameters estimated with the chlo­ 
ride simulations retained those values in the stronti­ 
um and sodium simulations. Again, no new free 
parameters have been introduced in the simulation 
of the sodium.

Figure 6 shows sodium treated as a reactive 
solute with one free parameter relative to the chlo­ 
ride and strontium simulations. The free parameter 
chosen is the "accessible sediment density," or the 
mass of sediment available for sorption exposed to a 
cubic meter of solution. Of all the parameters in the 
simulations, this is least known. Accessible sedi­ 
ment density would be difficult to measure in the 
field. Figure 6 shows the sensitivity of the simulation 
results to a fivefold increase in this parameter rela­ 
tive to the reactive simulation results as shown in 
figure 5.

DISCUSSION

Comparisons with the chloride data show that 
strontium and sodium were attenuated in the stream, 
with only a small percentage of sodium attenuation 
in most of the stream. The sodium injection has 
been simulated as a conservative and a nonconserva-
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Figure 5. Observed sodium concentrations and simulations. Conservative simulation accounts for convection, disper­ 
sion, dilution, and transient storage. Reactive simulation includes sorption onto the streambed sands and gravels.
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Figure 6. Observed sodium concentrations and simulations. To illustrate parameter sensitivity, concentrations are 
compared for simulations using the values of accessible sediment density as a free parameter. The values of accessible 
sediment density are five times the values used in the reactive simulation in figure 2.

live solute. The differences between the simulations 
are not great; however, the nonconservative simula­ 
tion does provide a better approximation to the data.

The relative concentration data from the field 
experiment show that a sodium attenuation of 5 to 
10 percent (relative to chloride) was transported 
down the stream reach. The conservative simulation, 
however, shows that sodium would be an adequate 
conservative tracer for many purposes. For sodium 
transport in Uvas Creek, the proper interpretation of 
physical transport mechanisms is more important 
than consideration of chemical losses.

The kinetic first-order mass-transfer model for 
sorption of sodium provides a reasonable simulation 
of the data. With no additional free parameters, 
relative to the strontium simulation, the fit is "fair" 
and the improvement over the conservative model is 
only marginal. The sensitivity of the simulation to 
the accessible sediment density was quite weak. This 
parameter had to be increased fivefold to induce 
even a small change in simulation results. The reac­ 
tive submodel is promising for use in modeling of 
sodium transport when the parameters will be cali­ 
brated based on the results of field experiment 
(Chapman, 1982). However, the lack of parameter 
sensitivity would indicate that sodium would be a 
weak choice as a tracer to define sorption properties 
and that it would probably be better used to define 
physical transport properties. Of course, just because 
one can improve the fit to the data, that in itself does 
not mean that one should. The "cost" of improving 
the fit is in the coupling of an additional submodel 
along with its associated parameters. The potential 
"benefit" of a closer fit will depend on the nature of 
the application. Finally, the field data must be of 
sufficient accuracy to warrant additional structure in 
the model.

One simulation improvement would be to alter 
the empirical sink term for the loss of all reactive

solute which enters a storage zone; however, we have 
no chemical data from the storage zones to indicate a 
more physically realistic submodel. The sensitivity 
of the overall strontium transport simulation to this 
submodel was discussed in Bencala (1983). In the 
strontium study, this term was not as important as 
the sorption to the streambed sediment. Similar sen­ 
sitivity studies also have been completed for sodium.

The opposite extreme to assuming complete re­ 
action in the storage zone is to assume no reaction in 
the storage zone. A 3-hour simulation experiment, 
which is not presented here, was performed with the 
assumption of no reaction in the storage zone. The 
differences in stream concentrations between this 
simulation and either of the simulations shown in 
figure 5 are only marginal.

In most "typical" tracer studies, sodium would 
not be a "better" or more cost-effective tracer than 
rhodamine-WT dye or chloride. However, situations 
exist in which sodium would be useful. In stream 
systems having a wide pH range, injection of sodium 
chloride and observation of the behavior of the cati­ 
on sodium as well as the anion chloride may be bene­ 
ficial. In an experiment designed to study chemical 
reactions, Chapman (1982) used sodium hydroxide 
to increase the pH of a stream, and, thus, sodium 
became the tracer. Calkins and Dunne (1970) de­ 
scribed the use of sodium as a tracer for real-time 
field applications. They note that sodium can be 
measured with a sodium-ion probe and portable pH 
meter. This is inexpensive, light-weight equipment, 
well-suited for use in small mountain streams located 
in rough terrain. Finally, in complex hydrologic and 
chemical environments, multiple tracer injections 
may be used by injecting two tracers either in differ­ 
ent locations or for different lengths of time. Because 
chloride and sodium appear to be two of the most 
useful tracers, it could be useful to "split" these trac­ 
ers. Instead of using sodium chloride as one of the
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injection salts, sodium bromide could be used as one 
tracer and lithium chloride as a second.
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Uptake and Regeneration of Nitrate by Epilithic 
Communities in a Nearly Pristine Lotic Environment

By Frank J. Triska, Vance C. Kennedy, and Ronald J. Avanzino

Abstract

Nitrate flux by epilithon was determined by change 
in a nitrate concentration using chloride as a conservative 
tracer. The experiment was conducted in a acrylic plastic 
flow-through channel set in Little Lost Man Creek, Hum- 
boldt County, California. Nylon shading (92 percent) was 
used to produce an epilithic community similar to that of 
near-surface intragravel habitats. The channel was aug­ 
mented with nitrate (7.0 micromoles per liter) and 
phosphate (0.8 micromole per liter) to eliminate potential 
nutrient limitation. Uptake by the channel's epilithic com­ 
munity totaled 0.385 gram of nitrogen during the first 15 
days. Regeneration amounted to 0.396 gram of nitrogen. 
Of that total, 0.298 gram was regenerated between days 
15 and 20. Nitrate regeneration was highest at night and 
lowest during daylight hours. Maximum nitrate formation 
was 0.6 micromole per liter at a flow rate of 9.5 liters per 
minute. Community respiration exceeded net community 
primary production throughout the experiment. Dissolved 
organic nitrogen and particulate detritus were potential 
sources of reduced nitrogen. The observed nitrate regen­ 
eration indicates that intragravel communities may con­ 
tribute nitrate as water is transported downstream, even 
in pristine streams, with low ammonium concentration.

INTRODUCTION

Nitrification commonly has been reported in 
fluvial and estuarine environments with high ammo­ 
nium concentration. Sources of ammonium concen­ 
tration to these waters include agricultural runoff, 
sewage outfalls, and geothermal ammonium input 
(Courchaine, 1968; Billen, 1975; Johnson and others, 
1976; Ruane and Krenkel, 1978; Cole and Harmon, 
198 l;Wofsy and others, 1981; Cooper, 1983;S.W. 
Hager, written commun., 1983). In the Cascade 
Mountains of western Oregon and Washington, how­ 
ever, dissolved inorganic nitrogen (DIN) concentra­ 
tions in headwater streams are extremely low com­ 
pared to other regions of the United States (Minshall 
and others, 1983), and ammonium concentrations

can be virtually undetectable. In a continuum of first- 
through fifth-order tributaries of Lookout Creek, Or­ 
egon, Naiman and Sedell (1979) reported nitrate con­ 
centrations of 0.02 to 0.04 |imol/L in the first-order 
stream, 0.24 to 5.43 |imol/L in the third-order 
stream, and 0.39 to 3.07 |imol/L in the fifth-order 
stream, spring through autumn (May, July, and Octo­ 
ber samples). Ammonium concentrations were gener­ 
ally higher in the first order (0.07-1.9 mmol/L) than 
in higher order streams indicating some potential for 
nitrification particularly between the first and third 
order. Unfortunately, data from a continuum of 
stream orders are scarce, and the above observations 
consisted of only single samples at each site 
seasonally.

Because data on nitrate flux during transport 
are so scarce from pristine mountain environments, a 
diel background study was conducted at four sites 
along a 265-m reach of a pristine third-order pool- 
and-riffle stream in Humboldt County, California 
(fig. 1). Diurnal nitrate concentrations were mea­ 
sured in mid-August 1979, a period of low summer 
flow. A significant increase in nitrate concentration 
was observed upstream to downstream and within 
short distances between stations (fig. 2). Almost all 
observed increase in nitrate concentration occurred 
between stations 1 and 3 (122-m reach), less than 
one-half the total length of the reach. Further down­ 
stream, between stations 3 and 4 (143-m reach), ni­ 
trate uptake was observed during daylight, and slight 
nitrate generation was observed after dark. The ma­ 
jor habitat difference between stations was the pres­ 
ence of dense canopy between stations 1 and 3, which 
effectively darkened the stream. Because primary 
production can be inhibited severely by shading 
(Gregory, 1980; Triska and others, 1983) and nitri­ 
fying bacteria can be inhibited by light (Olson, 1981; 
Ward and others, 1982), we decided to test the hy­ 
pothesis that nitrate regeneration by the interstitial 
epilithic community was a potential source of observ­ 
ed nitrate in the heavily shaded reach.
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Figure 1. Location of experimental site in northern Cali­ 
fornia. Stations sampled for diel background water chem­ 
istry and approximate location of the experimental acrylic 
plastic flume are indicated on the inset.

STUDY SITE

The study was conducted at Little Lost Man 
Creek, California (fig. 1), a small watershed stream in 
Redwood National Park, approximately 5 km from 
the Pacific Ocean. The watershed is 9.4 km2, and 
mean altitude is 387 m. Channel gradient is 66 
m/km. Approximately 92 percent of the vegetation is 
old-growth coastal redwood forest (Sequoia 
sempervirens), including associated Douglas-fir
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Figure 2. Diel change in background NO3-N concentra­ 
tion at four stations within a 265-m reach of Little Lost 
Man Creek under low-flow conditions, August 16-17, 
1979.

(Pseudotsuga menziesii) and western hemlock (Tsuga 
heterophylla). The lower portion of the basin was 
logged between 1962 and 1965, and natural revegeta- 
tion has resulted in a dense stand of alder (Alnus 
rubrd) as the major riparian component. Despite the 
nitrogen-fixing ability of the riparian vegetation, 
DIN and orthophosphate are low in the stream (table 
1). The atomic ratio of nitrogen to phosphate 
(DIN:ortho-P) is low (approximately 7.8) indicating 
potential nitrogen limitation (Redfield, 1963; Rhee, 
1978). Stream reaches vary from being almost com­ 
pletely open to solar radiation to dense shade. A 
more complete site description is presented in Iwat- 
subo and Averett (1981).

MATERIALS AND METHODS

The diel background nitrate chemistry was 
gathered in a 265-m reach of stream near the base of 
the watershed. Station 1 was the head of the reach 
and stations 2 to 4 were at meter 64, 122, and 265, 
respectively. Water samples were collected every 2 
hours and then filtered and chemically analyzed as 
described below. The nitrate regeneration hypothesis 
was tested using an acrylic plastic channel set in an 
unshaded pool approximately 60 m downstream of 
the reach used for background nitrate concentration. 
Similar channels have been used in laboratory and 
field studies on streams of western North America to 
estimate nutrient uptake by periphyton (Stockner 
and Shortreed, 1978;Triska and others, 1983); pri­ 
mary production (Mclntire and others, 1964; Mcln-

92 Selected Papers in the Hydrologic Sciences



Table 1. Channel properties and average background water chemistry for the experimental acrylic plastic flume set in
Little Lost Man Creek, Califoria
[DON-dissolved organic nitrogen; DOC-dissolved organic carbon]

Channel properties Background water chemistry

Length --------------____ 9.75 m
Width ------------------ 15.0 cm
Depth ------------------ 10.0 cm
Volume ----------------- 148.7 L
Flow ----------------- 9.5 L/min
Surface area --------------- 12.5m2

(including slides) 
Water surface -------------- 1.48m2
Water traveltime approx. 15 minutes

DON 4.47 ± 0.75 (S.D.) umol/L
NO3 2.94 ± 0.52 (S.D.) umol/L
NO2 <0.2 umol/L
NH4 <0.3 umol/L
PO4 0.40 ± .03 (S.D.) umol/L
DOC 88.5 ± 23.3 (S.D.) umol/L

Background Irradiance

Mean from four dates in which primary 
production was determined: 
363 (uE/m2 )/s

tire and Phinney, 1965; Stockner and Shortreed, 
1978; Triska and others, 1983); grazing pressure 
(Gregory and others, 1980; Sumner and Mclntire, 
1982); and effect of light on periphyton production 
(Mclntire and others, 1964; Mclntire and Phinney, 
1965; Triska and others, 1983). So far as known, this 
was the first use of such channels under heavily shad­ 
ed (92 percent) conditions to estimate nitrate 
regeneration.

The channel was closed on the sides and bottom 
and had an exit pipe at the lower end. All water was 
supplied at the upstream end of the channel through 
a header box with an adjustable "V-notch" weir at 
approximately 9.5 L/min (single-pass flowthrough). 
Complete control of channel input and output pre­ 
vented potential nitrogen contamination from 
outside the system (ground-water seepage from the 
alder riparian zone). Chloride was added along with a 
nutrient solution in a header box to provide an 
amendment of 7.0 umol NO3/L and 0.8 umol PO4/L. 
Background ammonium concentration (<0.3 ± 0.2 
umol/L) was unchanged. Dilution of the added chlo­ 
ride after mixing was used as a measure of the water 
flow through the channel. The change in the ratio of 
Cl to NO3 while passing through the channel served 
as a measure of the gain or loss of NO3 . The header 
box also served as a settling basin for particulates and 
filtered all particles larger than 300 urn. Physical and 
hydrologic properties of the channel and background 
nutrient concentrations are reported in table 1.

Surface area for attachment of biota was sup­ 
plied by 240 acrylic slides (10 x 20 x 0.03 cm), which 
were sandblasted to simulate benthic gravel surfaces. 
The slides were spaced uniformly throughout the

channel. The epilithic community was established by 
placing slides in a wide variety of stream habitats for 
5 days along the same reach used for diel nitrate 
measurements approximately 10 days earlier. Slides 
then were placed in the channel, which was screened 
with 92 percent nylon greenhouse shading. The pur­ 
pose of the shading was to produce a dark-adapted 
community characteristic of the sides and bottom 
surface gravels or the surface community of densely 
shaded reaches. After 3 days of shading, the experi­ 
ment began when the water was first amended with 
nitrate and phosphate. The final DIN and orthophos- 
phate concentrations (-10. and 1.0 umol/L, respec­ 
tively) approximated runoff during small storms. The 
experiment started at 1000 hours on August 24, and 
nutrient addition ended at 1300 hours on September 
12, 1979. This period encompassed development of 
the epilithic community from the stage of active bio- 
mass (ash-free dry mass) accumulation through 
sloughing of mature epilithon.

Flume input and export water typically was 
sampled five times each day between August 28 and 
September 13 for NO3 + NO2 , PO4, Cl, and ammoni­ 
um concentrations. Samples were collected before 
sunrise (approximately 0600) and at 1000, 1400, 
1800, and 2200 hours. Previous studies on Little Lost 
Man Creek indicated this sampling scheme was suffi­ 
cient to observe maximum diel fluctuations of NO3 
and PO4 .

Both background and flume samples were col­ 
lected and analyzed identically for inorganic consti- 
tutents. All samples except those for chloride, were 
filtered immediately through 0.45-um Millipore fil­ 
ters into 250-ml HCl-washed bottles and stored fro-
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zen (-20 °C) until analysis. Sample bottles for chloride 
were rinsed thoroughly with distilled water. Chloride 
samples were filtered as above but not frozen. Analy­ 
ses were made on a Technicon AutoAnalyzer II with 
a precision for dissolved reactive phosphorous of 
± 0.03 umol/L below 3.0 umol/L (Technicon Indus­ 
trial Method No. 155-71W) and for NO3 of ±0.07 
umol/L below and ± 1 percent above 7.0 (j.mol/L 
(Technicon Industrial Method No. 158-71W). Preci­ 
sion for Cl was ± 1 percent at 143 umol/L and above 
(Technicon Industrial Method No. 99-70 W/B; 
O'Brien, 1962). Ammonium concentrations were 
<0.3 umol/L for all samples (Technicon Industrial 
Method No. 154-71W).

Dissolved organic nitrogen (DON) input was 
estimated in 16 samples, and output was estimated in 
7 samples. Sample water was passed through a 0.45- 
(j.m silver filter into HCl-washed, oven-heated 
(500°C) glass bottles, and refrigerated until analysis. 
Samples were digested for 4 hours in quartz tubes 
under ultraviolet radiation with hydrogen peroxide 
to oxidize DON to nitrate. After digestion, the sam­ 
ple was analyzed for nitrate and nitrite as above and 
corrected for DIN concentration. Precision of the to­ 
tal DON procedure was approximately ±0.7 ^imol/L.

Estimates of community primary production 
and respiration were made in the channel on four 
dates by 24-hour upstream-downstream oxygen de­ 
termination. Oxygen concentration was determined 
by using YSI Model 57 temperature-compensated ox­ 
ygen meters with YSI Series 5700 oxygen probes. 
Membranes were changed, and probes were cali­ 
brated before each run. Oxygen concentrations were 
measured at hourly intervals, and production was 
calculated by the method of Owens (1974). We as­ 
sumed 1 mol of carbon fixed for each mol of oxygen 
produced.

Biomass was sampled five times by collecting 
18 slides (approximately 6 percent of the channel 
area) on each date. Slides were scraped immediately, 
and the epilithon was frozen until analysis. Scraped 
slides were returned to the channel, and no location 
was sampled more than once. Ash-free dry mass was 
determined by combusting a subsample at 500 °C for 
4 hours. More complete details on biomass sampling 
are provided in Triska and others (1983).

Carbon and nitrogen content of biomass was 
estimated by 24-hour collections on six dates  Au­ 
gust 23, 24, and 28; September 9,11, and 18, 1979. 
Estimates were made by passing all export water 
through a 2.0-m long, 20-um mesh plankton net. 
Samples were processed as for biomass. Detrital pro­ 
duction was assessed at the conclusion of the experi­ 
ment by collecting all unattached particulates in the 
same net.

RESULTS

During the first 2 weeks of nutrient addition, 
nitrate uptake dominated nitrogen flux in the devel­ 
oping epilithic community (fig. 4Z>). Within the diel 
cycle, net nitrate uptake was greatest at 1400 hours 
(fig. 3). Dark samples consistently indicated nitrate 
regeneration; however, before September 1, mea­ 
sured regeneration was often so small as to be within 
the error of our analytical precision. Nitrate concen­ 
tration in the discharge was higher than input in 40 
samples during the experiment, and, in 23, samples, 
the difference exceeded potential analytical error 
(data not shown). The dominance of uptake during 
the early growth phase particularly during midaf- 
ternoon is illustrated by data from August 24 (fig. 3). 
The highest instantaneous rate of NO3 uptake 529 
(umol/hr)/m2 of water surface occurred 2 days later 
between 1400 and 1700 hours on August 26. For each 
square meter of water surface, 8 m2 of surface was 
colonized. The highest daily rate of nitrate uptake 
occurred between 0500 hours on August 26 and 0500 
hours on August 27 and was 4.3 (mmol/m2)/d. By 
August 28, nitrate uptake was observed only during 
daylight hours with some regeneration after dark. Be­ 
tween September 1 and 3 and after September 7, 
nitrate output exceeded input of the full day. Maxi­ 
mum instaneous nitrate regeneration rate was 320 
(umol/hr)/m2 of water surface between 1000 and 
1400 hours on September 11. Maximum daily regen­ 
eration was 3.8 mmol/m2 between 0600 hours on 
September 11 and 0600 hours on September 12. The 
injection ended on September 12 at 1300 hours.

The regeneration of nitrate was associated with 
biomass accumulation (fig. 4,4) and a decrease in the 
carbon-nitrogen ratio of the epilithic community (fig. 
45). Biomass in the channel ranged from 2.43 ±0.5 
(S.D.) g at the start of the experiment to a maximum 
of 7.45 ± 2.42 (S.D.) g on September 11 (fig. 4A), Low 
epilithon production is attributed to the darkened 
condition of the channel. Lack of uniformity in bio­ 
mass distribution and handling difficulites for small 
amounts of epilithon resulted in the large standard 
deviation. During the uptake phase (August 23-Sep- 
tember 6), the carbon-nitrogen ratio of the epilithon 
decreased from 9.72 ± 0.11 (S.D.) to 6.92 ± 0.6 (S.D.) 
but increased with maximum nitrate regeneration 
(fig. 45).

Although biomass accumulated, respiration 
dominated daily net community production (up- 
stream-downstream oxygen) on all four sample dates 
(fig. 4Q. Oxygen consumption was greatest on Sep­ 
tember 6. From 1800 hours on September 6 until the 
end of the experiment, nitrate regeneration was ob­ 
served in all samples. The dominance of respiration 
in the face of increasing biomass suggests the pres-
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Figure 3. Diel net-nitrate flux (input concentration minus output concentration) by a dark-adapted epilithic community in 
a flowthrough channel. Data are presented for five sampling dates when biologic parameters were estimated simultane­ 
ously. Positive values indicate uptake; negative values indicate regeneration. Nutrient addition began at 1000 hours on 
August 24, and ended at 1300 hours on September 12,1979. Flux estimates off the time axis are denoted by arrows.

ence of a large heterotrophic community. This com­ 
ponent utilized dissolved organic carbon, organic 
microparticulates (which passed our filter screen), or 
sloughed epilithon in conjunction with some simulta­ 
neous oxidation of reduced nitrogen. Despite the 
dominance of oxygen consumption, the system re­

mained aerobic due to the continual throughput of 
fresh water.

DISCUSSION

In northern California, western Oregon, and 
Washington, stream gravels generally are well oxy-
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Figure 4. Selected biological and chemical parameters associated with the development of a dark-adapted epilithic 
community. A, Total community biomass (ash-free dry mass). Error bars are one standard deviation (S.D.). B, Carbon- 
nitrogen ratio (C/N) of epilithic biomass. C, Daily net community primary production by the epilithic community in grams 
of carbon (gC) per day. D, Net daily nitrate flux in millimoles per day (mmol/d) at a flow rate of 9.5 L/min. Data points 
above the dashed line indicate uptake, and points below the line indicate regeneration.

genated by water passing through the porous bed. In 
Little Lost Man Creek, interstitial waters are well 
saturated with oxygen at all seasons (Woods, 1975). 
Within the darkness of these surface gravels live a 
myriad of invertebrates, and fine particulate organics 
can accumulate in large quantities especially during 
low flow (Naiman and Sedell, 1979; Triska and 
others, 1982; Minshall and others, 1983). If any nu­ 
trient is biologically limiting, it is nitrogen. As noted 
previously, DIN concentration is often low in first- 
order streams and may increase in a dowstream di­ 
rection. In reaches with an open canopy (between 
stations 3 and 4 in our initial measurements), nitrate

regeneration would have been difficult to measure in 
situ because, under nitrogen-limited conditions, algae 
can take up nitrogen both day and night (Conway 
and Whitledge, 1979; Triska and others, 1983; D.H. 
Peterson, written commun.,1984; Sebetich, 1984). 
However, in reaches with dense canopy (between 
sites 1 and 3), nitrate regeneration is more readily 
measured because algal uptake is minimal due to 
shading which simultaneously prevents light inhibi­ 
tion of nitrifying bacteria (Olson, 1981; Ward and 
others, 1982).

The maximum rate of nitrate regeneration was 
0.6 |o.mol/L for a single sample and 0.4 jimol/L for a
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full day (five samples) at a flow rate of 9.5 L/min. In 
a nitrogen-dilute marine environment Harrison 
(1978) reported rates of ammonium regeneration of 
0.56 to 1.5 (umol/L)/d in CEPEX columns using 15N 
bottle experiments. He also reported lower rates of 
0.02 to 0.17 (umol/L)/d from the Southern California 
Bight, also using 15N methods. Nitrogen regeneration 
in bottle experiments using DIN concentration in­ 
crease has been reported by Cole and Harmon (1981) 
and S.W. Hager (written commun., 1983) for San 
Francisco Bay (maximum 0.6 (umol/L)/d). In the 
more polluted Potomac River estuary, a maximum 
rate of 9.9 (jimol/ L)/d has been reported by the same 
authors.

The source of ammonia for nitrate regeneration 
is uncertain. Background ammonium concentration 
was less than 0.3 ± 0.2 jimol/L throughout the experi­ 
ment. Ammonium generally is considered to be the 
prefered nitrogen source for phytoplankton (McCar­ 
thy and others, 1977), and, even under severe nutri­ 
ent limitation, intermittent exposure can be suffi­ 
cient to meet the daily nutrient ration (McCarthy and 
Goldman, 1979). Assuming epilithic communities 
are similar, ammonium regenerated from DON or 
paniculate nitrogen would be recycled rapidly during 
the day primarily by the algal component of the 
epilithon and at night by nitrifying bacteria. Up to 
one-half of DON was removed when the community 
was rapidly accumulating biomass, and DON was 
generated when nitrate regeneration was observed. 
However, the number of samples (seven) was too 
small to draw any definite conclusions about the role 
of DON during community growth and senescence. 
The most likely source of ammonia was mineraliza­ 
tion of sloughed epilithon deposited in the detrital 
pool. Nitrogen concentration in detritus was only 
0.65 percent compared to 2.05 percent in attached 
biomass at the end of the experiment.

Triplicate analysis of dried, ground, epilithon 
sampled September 11 (day 19) indicated nitrate was 
less than 2 percent of the total internal nitrogen pool. 
Complete loss of internal nitrate would account for 
less than 3 percent of the nitrate regeneration observ­ 
ed on September 11. Absence of nitrate in cells of 
senescent algae has been reported by Conover (1975) 
in cultures of Thalassiosira fulviatilis after 18 days. 
Thus, nitrate loss from the internal epilithic pools 
was probably insignificant.

Cumulative net nitrate uptake and regeneration 
nearly balanced over the term of the experiment (ta­ 
ble 2). Total net nitrate uptake was 0.385 gN, all of 
which was removed between August 21 and Septem­ 
ber 6. Cumulative net regeneration was 0.396 gN, of 
which almost 0.298 g was produced between Septem­ 
ber 6 and 11. While the net DIN uptake and regener-

Table 2. Cumulative uptake and regeneration of nitrate, standing mass, 
and particulate organic nitrogen in the epilithic community, as of the time 
and date indicated

Net cumulative 
Net cumulative nitrate

Date at 
0600 hours

August 25

August 29

September 7

September 12

nitrate uptake
(gN)

- - 0.087

- - 0.247

- - 0.385

- - 0.385

Particulate nitrogen
(gN)

Attached '0.036 
Transport 20.0 14

Attached '0.062 
Transport 20.028

Attached '0.099 
Transport 20.084

Attached 30. 165 
Transport 20. 126 
Detritus "0.084

regeneration
(gN)

0 
0

0

0.098

0.396

'Instantaneous estimate of nitrogen associated with epilithic biomass.
Cumulative loss as particulate organic nitrogen, based on sloughed tissue 
collected in export nets.

3Not sampled on September 12, based on September 11 data.
"Particulate organic nitrogen associated with detritus at end of experi­ 
ment.

ation of nitrate were approximately equal, nitrogen 
in the particulate organic pool totaled 0.375 gN. 
Therefore, mass balance indicates significant utiliza­ 
tion of dissolved organic nitrogen and (or) ammoni­ 
um during development of the epilithon.

The experiment ended while rates of nitrate re­ 
generation were still increasing; therefore, the maxi­ 
mum rate in our artificial channel is unknown. Be­ 
cause our results show only net nitrate regeneration 
for the channel, gross nitrate regeneration may be 
higher. Furthermore, water surface (1.5 m2) and sur­ 
face area available for colonization (12.5 m2) in our 
channel were small relative to the surface area of 
stream gravels. These data cannot be extrapolated 
directly to in situ conditions because net regeneration 
was highly variable between stations under natural 
conditions, depending on light conditions and the 
growth stage of other nitrate sources to our initial 
field measurements (nitrification in the riparian 
zone). The results, however, did demonstrate the 
potential of the epilithic intergravel community to 
regenerate nitrate in small headwater streams even 
when the ammonium concentration is nearly 
undetectable.
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Streambed Oxygen Demand Versus Benthic Oxygen 
Demand
#yjohn E. Terry and Edward E. Morris

Abstract

To effectively model dissolved-oxygen dynamics in a 
stream, all sources and sinks must be simulated 
adequately. In many streams, the demand for oxygen 
from streambed deposits is a very significant sink. Many 
investigators attempt to quantify this demand by 
analyzing "point samples" by in vitro or in situ methods. In 
terms of areal application with respect to model 
simulations, these measurements are deficient because of
1. Spatial variations due to patch deposition and distance 

from contributing sources;
2. Inclusion of periphytic algal respiration; and
3. Unsamplable substrates.

Studies conducted by the U.S. Geological Survey in 
cooperation with the Arkansas Department of Pollution 
Control and Ecology on stream water quality in Arkansas 
indicate that an indirect technique for the quantification 
of dissolved-oxygen demands from streambed deposits is 
more practical and results in more representative values 
than do the analyses of point samples. The application of 
these techniques requires that all sources and sinks for 
instream dissolved oxygen, except the demands from 
streambed deposits, be measured or determined. The 
demand for dissolved oxygen from streambed deposits 
then is quantified indirectly as the only unknown in the 
oxygen-balance equation. Projected changes in this 
demand are simulated as a function of projected changes 
in instream organic deposition rates.

INTRODUCTION

During the last two decades, degradation of the 
quality of water in many of our lakes, estuaries, riv­ 
ers, and streams has received a great deal of national 
attention. This degradation has been due to man's 
activities and is the result of point-source waste dis­ 
charges and nonpoint-source contaminant washoff 
into these water bodies. Detrimental point sources 
are typically municipal wastewater-treatment plants 
and industries that discharge untreated or poorly 
treated wastes directly into a water body. Nonpoint 
sources are agricultural areas, residential areas, and 
surface disposal sites from which contaminants can

be "washed off into a water body during rainfall- 
runoff events. Because of the national concern for 
good water quality, various Federal, State, and local 
agencies have undertaken the task of restoring and 
(or) maintaining good water quality in lakes, estua­ 
ries, rivers, and streams. Water quality in lakes and 
estuaries is no less important than that of rivers and 
streams; however, this paper deals almost exclusively 
with the latter.

The most practical way to simulate the water 
quality of a stream system is with a mathematical 
model in which the most important processes of the 
system are represented numerically. This representa­ 
tion includes a description of system parameters, 
process reaction kinetics, and the coupling of related 
processes. It is imperative to know
1. The rates at which system processes change in 

form or magnitude;
2. The extent and nature of the coupling of these 

processes; and
3. How these changing processes affect the magnitude 

of those parameters by which the quality of the 
system is judged. Except for those systems that are 
very simple and uncomplicated, the only efficient 
way to manage such a model is with a digital com­ 
puter. The digital model has become, therefore, a 
very important tool in the environmental science 
field.

According to existing water-quality standards, 
the key criterion for determining the "quality" of a 
stream system is the instream concentration of dis­ 
solved oxygen (DO). Various physical and biochemi­ 
cal components simultaneously impact the DO pro­ 
file in a stream, resulting in diel and spatial 
variations in DO concentration. Some of the compo­ 
nents help replenish the DO (sources), whereas, 
others are consumers. Determining the assimilative 
capacity of a stream entails defining how large the 
oxygen-demanding processes (sinks) can be before 
DO concentrations fall below standard.

Demands for oxygen exerted from streambed 
deposits can be very significant instream oxygen 
sinks especially in shallow streams where bottom de-
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posits are rich in organic material. If the oxygen de­ 
mands from bottom deposits are not included in sim­ 
ulations of a stream's DO regime, other source or 
sink terms may be exaggerated grossly to effect a "fit" 
between simulated and observed DO profiles. In 
many attempts at analytically or digitally simulating 
instream DO concentrations, nutrient decay-rate co­ 
efficients and reaeration-rate coefficients have been 
given unrealistic values because oxygen demands 
from bottom deposits were not included in the 
simulation.

As the state-of-the-art in DO modeling ad­ 
vanced, oxygen demands from the streambed were 
termed "sediment oxygen demands" and values were 
determined by analyzing point samples of bed mate­ 
rial by either in vitro or in situ methods. Hereafter in 
this paper, the demand measured by either of these 
techniques will be designated "streambed oxygen de­ 
mand" (SOD) which the authors feel is a more accu­ 
rate denotation. However, several distinct fallacies 
are associated with both of these measurement tech­ 
niques; these will be discussed later.

DIRECT MEASUREMENT OF STREAMBED 
OXYGEN DEMAND

Measurement Technique

Sampling Procedure

An in vitro technique has been used to measure 
SOD in our studies. Representative bed-material 
samples are collected by use of grab samplers or a 
shovel. Approximately 9 kg of the top 50 to 75 mm of 
bed material is collected in a large pan. The surface 
of the material is covered with plastic wrap. Then the 
sample is chilled and transported to the laboratory 
for analysis, which is begun within 24 hours of 
collection.

Laboratory Analysis and Rate Calculation

Streambed Oxygen Demand

Streambed oxygen demand is a measure of the 
quantity of oxygen removed from overlying waters by 
processes occurring through a unit area of streambed 
in unit time. The demand from the streambed for 
oxygen is primarily due to the decay of such natural 
organic detritus such as leaves and of settlable organ- 
ics contributed by man from point and nonpoint 
sources.

As used in this paper, SOD does not include the 
respiration of periphyton nor does it include the res­ 
piration of benthic invertebrates and bacteria at­ 
tached to noncollectable substrates. These noncol- 
lectable substrates include submerged trees, aquatic 
macrophytes, bedrock outcrops, large gravel, and 
boulders.

Benthic Oxygen Demand

As used in this paper, the term "benthic oxygen 
demand" (benthic demand) has a broader meaning 
than SOD. It includes all of the demand that is mea­ 
surable as SOD plus the bacterial and invertebrate 
oxygen demands from noncollectable substrates. In 
addition, it is more representative in that it accounts 
for spatial variations and patch deposition within a 
stream reach.

A respirometer, adapted from Noland and 
Johnson (1979), is used in the determination of SOD 
in the laboratory test. The respirometer (fig. 1) con­ 
sists of a 0.305-m-diameter cylinder constructed 
from clear acrylic pipe with acrylic end plates, a DO 
probe and container, a continuous recorder, a peri­ 
staltic pump, and polyethylene tubing.

The bed-material sample is placed on the bot­ 
tom of the respirometer to a depth of 25.4 mm. The 
surface area of the sample is 0.069 m2 . The inlet port 
is 30 mm above the sample surface, and the exit port 
is 90 mm below the lid of the respirometer. After a 
sample has been placed in the respirometer and the 
DO probe has been calibrated, the respirometer is 
filled with 8.53 L of aerated, demineralized water, 
the peristaltic pump is started, and the lid is placed 
on the respirometer forming an airtight container. 
The system is operated at room temperature 
(21° ±1°C) for 4 to 8 hours.

The first step in calculating the oxygen demand 
of the sample is to examine the DO versus time plot 
obtained from the continuous recorder. Initial DO 
(Oj) and final DO (OJ) (fig. 2) are determined from 
that portion of the plot where oxygen consumption 
versus time is constant (fig. 2). DO concentrations of 
less than 2 mg/L are not used in rate determinations 
because of changing rates of oxygen demand by 
aquatic organisms during low DO periods. As a con­ 
trol, the analysis also is done without streambed ma­ 
terial using demineralized water, and the appropriate 
blank correction is made in the final calculation as 
follows:
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Figure 1. Respirometer, from Noland and Johnson (1979), used for measuring streambed oxygen demand (Terry and 
others, 1984).

SOD =
- <*' -

(1)

where SOD equals streambed oxygen demand in 
grams per square meter per day, O, equals initial DO 
in milligrams per liter, Of equals DO final in milli­ 
grams per liter, 5, equals blank initial DO in milli­ 
grams per liter, Bf equals blank final DO in milli­ 
grams per liter, V equals volume confined water in 
cubic meters, SA equals sample surface area in square 
meters, and Af equals t tf, change in time in days.

9.0
EXPLANATION!

FIRST ANALYSIS 

SECOND ANALYSIS 
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INITIAL DO 

FINAL D 0

Values used in 
calculation of 
streambed oxygen 
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234 
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Figure 2. Dissolved oxygen curves resulting from three 
respirometer analyses of a Muddy Fork bed-material sam­ 
ple collected on September 4,1981 (Terry and others, 
1984).

Streambed oxygen demand values differ con­ 
siderably between streams. Butts and Evans (1978) 
found that for several streams in the State of Illinois, 
values ranged from 0.27 (g/m2)/d for a clean stream 
to 9.3 (g/m2)/d for a very polluted stream.

Application Fallacy

Conceptualization

If either in vitro or in situ techniques are used 
to measure SOD, the results may be deficient in the 
following three respects:
1. Spatial variations usually are significant due to 

patch deposition patterns and distance from con­ 
tributing sources and, if averaging techniques are 
used, the number of point samples that would have 
to be analyzed in order to obtain a representative 
SOD value for a given stream reach must be deter­ 
mined, if possible;

2. Values unintentionally may reflect the respiration 
of periphytic algae; and

3. Oxygen demands from bacteria and organisms that 
reside upon such unsamplable substrates as sub­ 
merged trees, aquatic macrophytes, bedrock out­ 
crops, large gravels, and boulders may be signifi­ 
cant, and the oxygen demands exerted from these 
substrates cannot be accounted for by direct in situ 
or in vitro measurement techniques.
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Digital Model Simulations

The U.S. Geological Survey, in cooperation 
with the Arkansas Department of Pollution Control 
and Ecology, has conducted streamwater-quality as­ 
sessments on several river basins in Arkansas. A ma­ 
jor part of these efforts involves the application of 
steady-state modeling techniques to simulate observ­ 
ed and projected DO profiles to assist the State in 
waste-load allocation. Recent studies have been done 
for the Illinois River basin located in northwest Ar­ 
kansas. The applied model requires that each stream 
reach be segmented into discrete subreaches in which 
all DO sources and sinks must be defined.

We have found that the demand for DO exerted 
from the streambed and from all submerged surfaces 
lying on or adjacent to the streambed is a very signifi­ 
cant, if not the most significant, oxygen sink. We also 
have found that measured values of SOD do not ade­ 
quately simulate this sink. We, therefore, have devel­ 
oped a procedure for indirectly quantifying benthic 
demand.

MODEL-DERIVED BENTHIC OXYGEN 
DEMAND

To indirectly quantify benthic demand, it is 
necessary to measure directly or determine the mag­ 
nitude of all other source and sink terms that impact 
upon the DO regime in a stream. Consequently, the 
reaction kinetics of all ongoing processes must be 
simulated adequately.

Dissolved-Oxygen Modeling Approach

As discussed above, the only practical way to 
simulate the water quality of a complex stream sys­ 
tem is with a digital model. The steps that are fol­ 
lowed in simulating instream DO profiles and, conse­ 
quently, the steps that are necessary in order to 
indirectly quantify benthic demand are as follows:
1. Collection of an adequate biochemical data set 

under steady flow and loading conditions;
2. Measurement of time of travel using dye-injection 

techniques to define stream velocities for the flows 
of interest;

3. Determination of instream-reaeration coefficients 
for the flows of interest using hydrocarbon-gas-in­ 
jection techniques;

4. Determination of average stream geometry by us­ 
ing measured time of travel as fitting tools;

5. Development or choosing of a reaeration-coeffi- 
cient-prediction equation based upon the results of 
the gas injection experiment and average stream 
geometry;

6. Computation of values for daily average net photo- 
synthetic DO production based upon observed diel 
DO and temperature data and using a modified 
Odum analysis technique;

7. Calibration of all DO-related constituent profiles 
such as those for carbonaceous biochemical oxygen 
demand (CBOD), organic nitrogen, ammonia, ni­ 
trite, and nitrate. In so doing, the validity of reac­ 
tion coefficients that define the rate at which oxy­ 
gen is utilized as these constituents decay and 
change form can be confirmed;

8. Complete calibration of the daily average DO pro­ 
file. Any difference between the observed and sim­ 
ulated DO profiles can now be attributed to an 
incorrect quantification of benthic demand, and 
these values are adjusted accordingly. When the 
computed DO profile adequately simulates the ob­ 
served, we feel that we have quantified accurately 
average benthic demand for each stream subreach 
designated in the model. At this point, we believe 
that our model is calibrated for adequate simula­ 
tion of the daily average DO profile; and

9. If necessary, simulation of the observed diel mini­ 
mum DO profile by adjusting the daily average net 
photosynthetic DO production values to synthe­ 
size the cumulative effects of nighttime aquatic 
plant respiration upon the DO profile.

Definition and Quantification of Measurable 
Impacting Components

Within each modeled subreach, we indepen­ 
dently define and quantify the following components 
which directly impact the DO regime:
1. Reaeration;
2. Respiration and oxygen production of periphyton 

and phytoplankton algae;
3. Decay of carbonaceous material in the water 

column;
4. The forward reaction and decay of the nitrogen 

forms organic nitrogen, ammonia, nitrite, and 
nitrate;

5. Initial DO concentration;
6. Point and nonpoint sources of DO;
7. Temperature; and
8. Time of travel.
Then, as mentioned earlier, during the model calibra­ 
tion and verification procedure, we indirectly quanti­ 
fy benthic demand for each modeled subreach. As
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might be expected, the benthic demands are usually 
higher than measured values of SOD. It is important 
to describe in some detail how values for each of 
these components are measured to substantiate the 
reliability of indirectly determined values of benthic 
demand.

Instream-Reaeration Coefficient

Reaeration is the single most important source 
of dependable oxygenation in a stream. This process 
goes on at a rate that is proportional to the existing 
DO deficit. The deficit is defined as the difference 
between the existing DO concentration in a stream 
and the possible saturation concentration at the ex­ 
isting water temperature.

The following equation is often used to express 
the rate of absorption of oxygen per unit time (rate of 
reaeration);

dcfdt = k2(cs - c), (2)

where dc/dt equals reaeration rate in milligrams per 
liter, k2 equals reaeration coefficient in per day, c2 
equals DO saturation concentration at a given tem­ 
perature in milligrams per liter, and c equals existing 
DO concentration in milligrams per liter. These units 
are used for convenience in this paper; other consis­ 
tent units may be used. The most difficult variable to 
define in this equation is k2. However, to adequately 
simulate DO dynamics in a stream, it is essential to 
define.

The reaeration coefficient expresses the effect 
of stream hydraulic properties on the rate of reaera­ 
tion. Available data indicate that a functional rela­ 
tion between k2 and mean velocity, mean depth, and 
(or) channel slope exists. This relation has been de­ 
fined differently by various investigators, and a num­ 
ber of predictive equations are available.

An oxygen balance is often attained in 
stream water-quality simulations by using one of the 
available predictive equations to estimate k2. Some 
simulations also are attempted in which the reaera­ 
tion coefficient is treated as the only unknown in the 
oxygen-balance equation, and values of k2 are adjust­ 
ed until computed DO concentrations match those 
that have been observed reasonably well. Problems 
associated with each of these techniques for defining 
k2, especially the latter, can be significant. A more 
viable method for defining k2 is a field measurement 
of the coefficient for the particular stream and flow 
conditions being studied.

Measurement Technique. The measurement 
technique that we have used involves the injection of 
a low molecular-weight hydrocarbon gas (ethylene

and (or) propane) and rhodamine-WT dye into the 
stream as "tracers". This particular technique was 
first described by Rathbun and others (1975).

The hydrocarbon-gas-tracer technique is based 
on the observation that the rate coefficient for the 
tracer gas desorbing from water and that the rate 
coefficient for oxygen being absorbed by the same 
water are related by a proportionality constant such 
that

k2 = kT Q, (3)

where k2 equals a reaeration coefficient in per day, kT 
equals a desorption coefficient for the hydrocarbon 
gas in per day, and 0 equals an experimentally deter­ 
mined proportionality constant. Values of 0 for ethy­ 
lene and propane were determined from a series of 
mixing-tank experiments in which k2 and kT were 
measured simultaneously (Rathbun and others, 
1 978); these values are 1.15 and 1.39 for ethylene 
and propane, respectively.

The rhodamine-WT dye is used as a dispersion- 
dilution tracer. However, it is recognized that the dye 
is not completely conservative, and provisions are 
built into the computation procedure to correct for 
dye losses.

The gas and dye concentration- versus-time 
curves obtained at the beginning and the end of a 
stream reach are used to define the gas-desorption- 
rate coefficient for that reach.

Details of the field procedures for measuring 
reaeration coefficient have been described in several 
sources (Rathbun and others, 1975; Shultz and 
others, 1976; Rathbun, 1977; Rathbun and others, 
1978).

Data Interpretation.   The basic equation for 
determining the gas-desorption coefficient using the 
peak gas-concentration method is

kT = [ll(td - tu)] In [(C7/CD)M/(C7/CD) rf], (4)

where kT equals desorption coefficient for the hydro­ 
carbon gas in per day, t equals time of arrival of peak 
gas concentration, CT equals peak concentration of 
gas in micrograms per liter, CD equals peak concen­ 
tration of dispersion-dilution tracer in micrograms 
per liter, and subscripts d and u indicate downstream 
and upstream, respectively.

An assumption is made in equation 4 that the 
dispersion-dilution tracer is conservative. Under 
many stream conditions, rhodamine-WT dye is not 
completely conservative. In such cases the following 
procedure can be used to account for possible dye 
losses:

Q2A2 = Q3A3J3 = Q4A4J4 , (5)

where Q equals discharge in cubric meters per sec­ 
ond, A equals area under the dye concentration-ver-
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sus-time curve, J equals correction factor used to 
maintain equality, and the subscripts 2, 3, and 4 indi­ 
cate sampling sites in a downstream direction. Com­ 
plete mixing is required for this correction to be val­ 
id. Equation 4 then takes the following form between 
hypothetical sampling sites 3 and 4:

kT = [(CTJCD Jjl(CTJCD JJ\. (6)

After application of equations 4 and 6, k2 can 
be determined by substituting the resulting kT value 
and the appropriate value of 0 into equation 3. These 
values of k2 are representative of the flow conditions 
and water temperature during the gas- and dye-injec­ 
tion and sampling period.

Details on the derivation and application of 
equations 3 through 6 are given by Rathbun and 
others (1975) and Rathbun and Grant (1978). The 
interested reader should refer to these publications 
for further explanation.

Net Photosynthetic Dissolved-Oxygen Production

Net photosynthetic DO production, defined as 
the difference between gross photosynthesis and algal 
respiration, is an integral component in the commu­ 
nity metabolism of most streams. Hereafter in this 
paper, net photosynthetic DO production will be re­ 
ferred to as "net DO production." In our studies, net 
DO production has been determined from an analy­ 
sis of a diel series of DO and temperature measure­ 
ments and chlorophyll a measurements made at se­ 
lected sampling sites. An approach developed by 
Odum (1956) is used to solve the oxygen-balance 
equation for each set of diel data collected. This anal­ 
ysis yields net daytime productivity, total nighttime 
respiration, and total 24-hour community 
metabolism.

The Odum methodology has been coded into a 
digital program and documented by Stephens and 
Jennings (1976). The program solves the oxygen bal­

ance equation at a single station or as the difference 
between upstream and downstream stations. In our 
studies, the single-station analysis has been used. 
Problem solution is for the following oxygen-balance 
equation:

X = P - R + D + <|>, (7)

where ^equals rate of change of dissolved oxygen 
per unit area, P equals rate of photosynthetic produc­ 
tion per unit area, R equals gross rate of community 
respiration per unit area, D equals rate of gain or loss 
of oxygen through diffusion (reaeration), and O 
equals rate of accrual of oxygenated water. In addi­ 
tion to the diel DO and temperature data, values for 
some additional parameters must be supplied to the 
program to solve the preceding equation. For these 
analyses, the additional parameters necessary are as 
follows:
1. Oxygen diffusion coefficient

DIFC = £2(9.07)/(5P/760), (8)

where DIFC = diffusion coefficient in grams per
cubic meters per hour, 

k2 = reaeration coefficient in per hour, 
9.07 = DO saturation in milligrams per

liter at 20 °C, and
BP = barometric pressure in millime­ 

ters of mercury.
2. Barometric pressure in millimeters of mercury,
3. Stream depth in meters, and
4. Time of sunrise and sunset.
A sample of printed results from the program is
shown in figure 3.

As an example, applying the results of the 
Odum analysis (fig. 3) and measured chlorophyll a 
concentrations of 1.04 ug/L for phytoplankton and 
8.31 (ig/L for periphyton, the following procedure is 
used to derive values for net photosynthetic DO pro­ 
duction at each station where diel DO and tempera­ 
ture data are collected: 
Equalities:

OXYGEN METABOLISM 

STATION NUMBER 01: SR2I:ST05:08/25~08/26:PC-CLR

NET DAYTIME PROD. 1.939 GM 02/M3/DAY 0.605 GM C /M3/DAY 
NIGHT RESPIRATION -4.931 GM 02/M3/DAY -1.538 GM C /M3/DAY 
*PRODUCTION DURING TIME PERIOD 0630 TO 1945 HRS

P/R RATIO 0.3931

24 HOUR COMMUNITY METABOLISM= -2.005 GM 02/M2/DAY 
(DIFFERENCE BETWEEN NET DAILY PRODUCTION AND NIGHT RESPIRATION)

1.299 GM 02/M2/DAY 
-3.304 GM 02/M2/DAY

0.405 GM C /M2/DAY 
-1.031 GM C /M2/DAY

Figure 3. Sample printout of results of Odum single-station method for determining community metabolism at site 5, 
Illinois River, Arkansas (Terry and others, 1984).
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1. Net daytime
oxygen production = gross photosynthesis 

+ (daytime benthic 
demand + daytime 
BOD + daytime respi­ 
ration of per- 
iphyton + daytime 
respiration of 
phytoplankton).

2. Nighttime respiration = nighttime benthic
demand + night- 
time BOD + night- 
time respiration of 
periphyton + night- 
time respiration of 
phytoplankton.

3. 24-hour community metabolism =
net daytime oxygen production + nighttime 
respiration.

4. Algal respiration = -0.025 (chlorophyll a 
concentration), 
(Shindala, 1972).

Assumptions:
1. Daytime benthic demand and BOD = 

nighttime benthic demand and BOD.
2. Daytime algal respiration = nighttime algal

respiration.
3. Periphyton respiration = phytoplankton

respiration; in the 
absence of good 
periphyton data.

Computations:
Phytoplankton chlorophyll a = 1.04 ug/L:

therefore, by equality 4, phytoplankton res­ 
piration = -0.025(1.04 ug/L) = -0.026 
(g/m3)/d of oxygen.

Periphyton chlorophyll a = 8.31 ^ig/L: there­ 
fore, by equality 4, periphyton respiration 
= -0.025 (8.31 ug/L) = 0.208 (g/m3)/d of 
oxygen.

By equality 2, nighttime benthic de­ 
mand + nighttime BOD = nighttime 
respiration-nighttime respiration of per­ 
iphyton-nighttime respiration of phyto­ 
plankton = -4.931 
-(-0.026/2)-(-0.208/2) 
= -4.814(g/m3)/d.

Define:
Net DO production = gross photosynthesis + 

daytime respiration of 
periphyton + daytime 
respiration of phyto­ 
plankton + nighttime 
respiration of per­

iphyton + nighttime 
respiration of 
phytoplankton.

By equality 1, net DO production = net day­ 
time production-(daytime benthic de­ 
mand + daytime BOD) + nighttime res­ 
piration of periphyton + nighttime 
respiration of phytoplanton. 

Therefore, using assumptions 1 and 2, 
net DO production

= 1.939-(-4.814) + 
(-.208/2) + (-.026/2) 
= 6.64 (g/m3)/d, and 
= 6.64 (mg/L)/d.

Carbonaceous Biochemical Oxygen Demand

Carbonaceous biochemical oxygen demand is a 
single stage reaction defining the quantity of oxygen 
used by organisms in the water column as they con­ 
sume organic material. Demands can be defined for 
any period of time but are typically defined for peri­ 
ods of 5 days or until complete assimilation of CBOD 
occurs. The maximum quantity of DO required for 
the complete assimilation of carbonaceous material 
in a given parcel of water is defined as the ultimate 
CBOD, or CBODU.

Each water sample is analyzed for CBOD ac­ 
cording to the methods described by R. J. Pickering 
(written commun., 1980) and Stamer and others 
(1983). To inhibit nitrification, 2-chloro-6 
(trichloromethyl) pyridine is introduced into each 
sample. The observed decline in DO concentration in 
each sample then is assumed to be only due to the 
respiration of those organisms that consume carbo­ 
naceous material. The DO concentration in each 
sample is recorded initially and on day 1 of the test; 
thereafter, the concentration is recorded every other 
day for a period of 20 days.

The single-stage decay of carbonaceous material 
can be defined by the first-order kinetics model ex­ 
pressed in the following equation:

   l Ti
-kt (9)

where t equals time in days, e equals base of natural 
logarithms, L, equals concentration of carbonaceous 
biochemical oxygen demand in milligrams per liter 
remaining after t days, L0 equals initial concentration 
of CBOD at time zero (CBODU) in milligrams per 
liter, and k equals first-order CBOD decay coefflcent, 
base e in per day. We determine L0 and k by defining 
a best-fit curve for the time-series DO data recorded 
during the laboratory CBODU test. This fitting is 
accomplished by using a computer program de­ 
scribed by Jennings and Bauer (1976).
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The fitting methods available in the program 
are the Thomas method, the least-squares method, 
and the nonlinear least-squares method. Estimates of 
L0 and k produced by the fitting procedure with the 
smallest computed root mean-square error are con­ 
sidered most accurate. Each reaction coefficient, k, 
determined in this manner represents the deoxygena- 
tion-rate coefficient, kh because deposition is not ac­ 
counted for in the "bottle-time" test.

Values for the removal rate coefficient, kr, are 
determined by fitting the computed-average CBODU 
profile, based upon all sources defined, to the observ­ 
ed average profile (fig. 4). Values for the instream 
deoxygenation coefficient, kd, are determined from k, 
values and a stream characteristic correction factor 
defined by Bosko (1966). Values of k, are averaged by 
subreach, and the following equation applied:

k = n(V/D), (10)

where kd equals instream deoxygenation-rate coeffi­ 
cient in per day, k, equals mean bottle-time deox­ 
ygenation-rate coefficient in per day, V equals mean 
stream velocity in meters per second, D equals mean 
stream depth in meters, and n equals coefficient of 
bed activity. The dimensionless coefficient n is deter­ 
mined by channel slope in feet per mile. Values of n 
are obtained as a step function of slope and are given 
by Tierney and Young (1974) and Zison and others 
(1978). The term n(V/D) in equation 10 reflects the 
importance of organisms in the streambed that util­ 
ize CBOD. The kd values are not adjusted during
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Figure 4. Observed and calculated carbonaceous bio­ 
chemical oxygen demand profiles, Osage Creek, Arkan­ 
sas (Terry and others, 1984).

calibration verification unless observed CBOD data 
indicated that, in a particular subreach, kr is less then 
the computed kd. In such a case, kd is set equal to the 
smaller kr.

Nitrification

The nitrogen-cycle transformation is a biologi­ 
cally coupled sequentially mediated reaction involv­ 
ing the decay of organic-N to ammonia-N through 
NO2-N to NO3-N. The forward reaction of each nitro­ 
gen form to the next nitrogen form and the associated 
concentration coupling is determined by the forward- 
reaction coefficient. These forward reactions the 
transformation of one nitrogen form to anoth­ 
er generally are the most significant. However, oth­ 
er reactions are possible; these include the deposition 
of organic-N, plant utilization of ammonia-N, reduc­ 
tion of NO3-N to ammonia-N, and the escape as gas 
of un-ionized ammonia-N and molecular nitrogen. 
The rates at which these reactions occur are included 
in the decay rate coefficients.

We use the following rationale for the defini­ 
tion of all of the nitrogen-decay-rate and forward- 
reaction-rate coefficients. Values for the decay-rate 
coefficient for organic-N are defined by the observed 
change in organic-N concentration with distance. 
Based upon past experience and comparable litera­ 
ture values, the organic-N forward reaction rate coef­ 
ficient has been set to 0.05 per day. The decay-rate 
coefficient and forward-reaction-rate coefficient are 
set equal for ammonia-N and also for NO2-N. 
Profiles for nitrogen forms are fit sequentially from 
organic-N through NO3-N. The values of the reaction 
coefficient pairs for ammonia-N and NO2-N and for 
the NO3-N decay rate coefficient are functions of the 
observed loss in that constituent in a downstream 
direction and the source contributions from the pre­ 
ceding reaction. The equality of the reaction coeffi­ 
cient pairs for ammonia-N and for NO2-N and the 
organic-N forward reaction coefficient of 0.05 per 
day at 20 °C are maintained unless the calibration- 
verification process indicates that a deviation for a 
particular subreach is necessary. Examples of "fitted" 
nitrogen form profiles are shown in figures 5 through 
8.

The decay rates describe the total rate of re­ 
moval of the nitrogen forms from the water, whereas, 
the forward-reaction coefficients describe the rate at 
which one form of nitrogen decays sequentially for­ 
ward to the next form. Therefore, each decay rate 
should always be greater than, or equal to, its associ­ 
ated forward-reaction coefficient. The rate at which 
nitrate is utilized is described by the NO3-N decay 
rate, which includes reduction of NO3-N to ammo­ 
nia-N and, primarily, plant utilization of NO3-N.
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Figure 5. Observed and computed organic nitrogen con­ 
centration profiles, Osage Creek, Arkansas (Terry and 
others, 1984).
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Figure 6. Observed and computed ammonia-N concen­ 
tration profiles, Osage Creek, Arkansas (Terry and others, 
1984).

COMPARISON OF MEASURED VALUES AND 
DERIVED BENTHIC DEMAND VALUES

Studies have been conducted on several streams 
in Arkansas (Terry and others, 1983, 1984) in which 
SOD and derived benthic demands have been deter­ 
mined independently. Table 1 contains measured 
values of SOD and derived benthic demands for 
streams included in these studies. SOD values 
are generally quite different than values
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Figure 7. Observed and computed nitrite-N concentration 
profiles, Osage Creek, Arkansas (Terry and others, 1984).
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Figure 8. Observed and computed nitrate-N concentra­ 
tion profiles, Osage Creek, Arkansas (Terry and others, 
1984).

of derived benthic demand. If measured SOD's had 
been used in modeling these streams, significant ad­ 
justments would have had to be made in other com­ 
ponents that impact the DO regime; for example, 
figure 9 shows a computed DO profile for Osage 
Creek after the model calibration process is complete 
except for the indirect quantification of benthic de­ 
mand; measured SOD values have been input in­ 
stead. The computed profile does not simulate ade­ 
quately observed DO data. When determined as 
described earlier in this paper, we believe that the 
values of the other impacting components are much 
more representative than values of SOD. Therefore,
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Table 1. Values of derived benthic oxygen demand and measured streambed oxygen demand for Osage Creek, Illinois 
River, White River, Spring Creek, and Muddy Fork, Arkansas 
[SOD-streambed oxygen demand]

Subreach
Begin
mile

End
mile

Model
derived benthic
oxygen demand

[(g/m2)/d at 20 °Q]

Measured SOD
Mile location of
collection site

Date of
collection

SOD
[(g/m2)/d
at 20°C)]

Osage Creek

21.1
21.0
17.1
2.0

21.0
19.6
14.5

1.2

0.5
14.0
4.0
5.0

21.1
19.6
15.2

1.6

8-27-81
8-27-81
8-29-81
9-02-81

0.65
.94
.72
.74

Illinois River

144.5
138.2
135.6
129.6
123.5
112.0

142.2
138.0
132.8
123.7
121.4
109.0

4.0
6.0
2.4
2.5
4.0
4.0

143.0
138.1
136.4
124.6
121.5
111.3

8-31-81
8-03-79
8-31-81
9-02-81
9-02-81
8-28-81

1.82
.30

1.70
.74
.42
.08

White River

684.0

682.9

682.3

680.9
679.4

677.4

677.1

682.9

682.3

680.9

679.4
677.8

677.2

673.8

0.7

7.8

7.8

8.5
11.0

8.2

2.8

684.0

683.5

682.8

681.8

680.0
678.8

677.4

677.1

675.8

9-24-80
10-07-80
9-24-80
10-07-80
9-24-80
10-07-80
9-24-80
10-07-80
9-24-80
9-24-80
10-07-80
9-24-80
10-07-80
9-24-80
10-07-80
9-24-80
10-07-80

2.1
4.5
2.5
4.3
3.7
3.1
6.0
6.0
3.5
2.4
2.8
1.8
2.5
1.9
3.1
1.2
1.6

Spring Creek

6.2
5.9
4.9

6.1
5.5
4.2

1.0
4.0
6.0

6.2
5.5
4.3

8-30-81
8-31-81
8-29-81

0.66
.81
.82
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Table 1. Values of derived benthic oxygen demand and measured streambed oxygen demand for Osage Creek, 
Illinois River, White River, Spring Creek, and Muddy Fork, Arkansas Continued

Subreach
Begin End 
mile mile

Model 
derived benthic 
oxygen demand 

[(g/m2)/d at 20°Q]
Mile location of 
collection site

Measured SOD
Date of 

collection
SOD

[(g/m2)/d 
at 20°Q]

Spring Creek continued

2.3 
1.4

1.4 
.0

14.0 
18.0

1.6 
.5

8-29-81 
8-28-81

.83 
1.58

Muddy Fork

8.6
8.3

1.4

8.3
8.2

.0

3.0
4.0

2.8

8.6
8.2

1.1

9-04-81
8-04-79
9-04-81
9-03-81

3.20
.70

1.85
1.35

we believe that the indirect quantification of benthic 
demand results in a much more representative simu­ 
lation of instream DO dynamics. The "goodness of 
fit" between observed and model derived DO profiles 
after indirect quantification of benthic demand for 
Osage Creek is shown in figure 10.
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Figure 9. Observed and computed average dissolved-oxy­ 
gen profiles using measured streambed oxygen demand 
values, Osage Creek, Arkansas.

Simulating Changes in Benthic Demands

Most DO modeling is done for the purpose of 
point-source waste-load allocation. The general pro­ 
cedure is to calibrate and verify a steady state 
streamwater-quality model by using independent sets 
of observed data. Simulations then are made for pro­ 
jected changes in point-source waste loading and the

33.9532.18
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Figure 10. Observed and computed average dissolved- 
oxygen profiles after indirect quantification of benthic ox­ 
ygen demand, Osage Creek, Arkansas (Terry and others, 
1984).
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resulting effects upon the DO profile are observed. It 
is assumed that a stream can assimilate a given BOD 
wasteload if DO concentrations remain above certain 
standards.

Instream benthic demands are dependent upon 
naturally recurring organic detritus and settlable or- 
ganics contributed by man. The demand from natu­ 
ral detritus is usually small and represents back­ 
ground conditions; unusually high benthic demands 
are often the result of man's activities. If these man- 
made waste loads are reduced, then, ultimately, in- 
stream benthic demands should be reduced.

Application Technique

For the purpose of waste-load allocation, the 
calibrated and verified model is used to simulate the 
effects of projected changes in waste loading on the 
DO profile. If an existing waste discharger contrib­ 
utes significantly to benthic demands, then it may be 
assumed that, if this discharger upgrades his waste- 
treatment process, instream benthic demands subse­ 
quently will be reduced.

Rationale

Our rationale for making these benthic reduc­ 
tions in the model for simulated projections is related 
to the instream decay and deposition of carbona­ 
ceous material. In most cases, carbonaceous waste 
material discharged into a stream is the most signifi­ 
cant manmade contribution to instream benthic de­ 
mands. The deposition of particulate carbonaceous 
matter is reflected by the observed differences be­ 
tween CBOD removal rate coefficients (kr) and deox- 
ygenation rate coefficients (kd) as previously de­ 
scribed in the CBOD determination section. If waste 
dischargers to a stream upgrade treatment levels to 
secondary or better, then all instream carbonaceous 
removal will probably be due to decay, and kr will 
equal kd. This rationale can be further extended to 
estimate accompanying changes in benthic demands 
as follows:

"new ~ " (H)

where B equals benthic demand in grams per square 
meters per day, kr equals CBOD removal rate coeffi­ 
cient in per day, and the subscripts new and exist 
equal values used in projections and calibration ver­ 
ification, respectively.

In this manner, representative values of benthic 
demand, resulting from changed point-source load­ 
ing, can be computed and used in realistic simula­ 
tions of DO profiles.

SUMMARY

The application of indirect techniques for the 
quantification of benthic demand requires that all 
other sources and sinks of dissolved oxygen in a 
modeled reach be adequately defined and quantified. 
If realistic values for benthic demand are not ob­ 
tained if measured values of SOD from the analy­ 
ses of point samples are used instead the other im­ 
pacting sources and sinks probably cannot be defined 
or quantified properly.

It is no less important that a viable procedure 
be used to simulate projected changes in benthic de­ 
mand resulting from changed instream nutrient load­ 
ing. The technique offered in this paper probably is 
not accurate, totally, but is a numerically sound rep­ 
resentation based upon observed organic deposition 
rates that are associated with various wastewater- 
treatment levels.
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The Rate of Ferrous Iron Oxidation in a Stream 
Receiving Acid Mine Effluent

ByD. Kirk Nordstrom

Abstract

The rate of ferrous iron oxidation has been mea­ 
sured during downstream transport of acid mine waters in 
a mountainous reach before and after a rainstorm of Nov­ 
ember-December 1975. The acid waters originate from 
the oxidation of a massive sulfide mineral deposit located 
in Shasta County, California. These waters contain 1,200 
milligrams per liter of dissolved ferrous iron at a pH of 2.0 
just before they join a larger stream. Below the conflu­ 
ence, the stream has no tributaries for about 540 meters. 
Water samples were collected, and stream velocities were 
measured at five stations within that reach and two down­ 
stream stations. Analyses of these samples showed that 
the rate of iron oxidation before the rainstorm ranged 
from 0.87 to 3.5 millimoles per hour with a mean of 2.4 
millimoles per hour for a pH range of 2.40 to 2.62. These 
rates are five to eight orders of magnitude faster than the 
inorganic reaction rate and they can be caused only by 
bacterial catalysis. Selective enrichment for the iron-oxi­ 
dizing bacterium, Thiobacillus ferrooxidans, gave positive 
results with an oxidation rate of 2.9 millimoles per hour in 
9 K culture medium. After a moderate rainfall, the oxida­ 
tion rate in the stream decreased to a mean value of 0.65 
millimoles per hour at a pH of 2.9. This decrease reflects a 
flushing and dilution of the dissolved iron and the bacteri­ 
al population by the rainstorm.

INTRODUCTION

Acid mine waters are produced by the oxida­ 
tion of sulfide minerals, especially pyrite, in the pres­ 
ence of air and water, and this reaction is catalyzed 
by the iron-oxidizing bacterium, Thiobacillus ferroox­ 
idans (Stumm and Morgan, 1981; Forstner and Witt- 
man, 1979; Hiskey and Schlitt, 1982; Lowson, 1982; 
Nordstrom, 1982). An important step in the oxida­ 
tion of pyrite is the oxidation of aqueous ferrous iron 
to ferric iron because the ferric ion oxidizes pyrite 
very rapidly at a low pH through the reaction

FeS, + 14Fe3 8H,0 -> 15Fe2
16H + (1)

1968). Unless ferric iron is rapidly regenerated in 
solution, reaction 1 will quickly come to a halt. Be­ 
cause the inorganic oxidation of ferrous to ferric is 
very slow in acid solutions, Singer and Stumm (1970) 
called it the rate-determining step in pyrite oxida­ 
tion. Below a pH of 3.5, the rate is independent of 
pH and follows the equation

-dFe2 

dt
= k[Fe2+ ] 2[02]2J>

(Garrels and Thompson, 1960; Smith and others,

where the rate constant k equals 2.8 x 10'6 L/(mol atm 
s) at 30.5°C and in 1 M H2SO4, and t is time. Howev­ 
er, this rate is so slow that, for time scales of practical 
value to both laboratory and field applications, Sing­ 
er and Stumm (1968) have shown that the rate can be 
better treated as pseudo-first order. In phosphate and 
fluoride solutions, the rate can be well described by a 
first-order equation (Singer and Stumm, 1970). The 
first-order rate constant derived under conditions 
that most closely simulate acid mine waters is 
1 x 10-7/(atm min) (Singer and Stumm, 1968). The 
presence of T. ferrooxidans increases the oxidation 
rate to a nearly constant value of 3 mmol/h during 
the growth phase of the bacteria (Lacey and Lawson, 
1970). The catalytic effects of trace metals, sulfate, 
pyrite, and clay particles have been found to be negli­ 
gible in comparison to iron-oxidizing bacteria. Thus, 
T. ferrooxidans is the strongest known catalyst in pro­ 
moting aqueous ferrous iron oxidation and, indirect­ 
ly, pyrite oxidation. The occurrence of iron- and sul­ 
fur-oxidizing bacteria in acid mine waters is well 
known (Colmer and Hinkle, 1947; Joseph, 1953; Ehr- 
lich, 1963; Dugan and others, 1970a, b; Scala and 
others, 1982), but no one has ever reported the in situ 
rate of ferrous-iron oxidation in a natural stream 
under field conditions. The purpose of this investiga­ 
tion was to determine the oxidation rate of dissolved 
ferrous iron in a mountain stream containing acid 
mine effluent. This investigation was begun in Nov­ 
ember 1975 as part of the author's Ph.D. Disserta­ 
tion (Nordstrom, 1977).
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FIELD SITE

Weathering of massive sulfides in the West 
Shasta Mining District, Shasta County, California, 
has produced strongly acidic mine effluent (Nord­ 
strom and others, 1977). The sulfides are composed 
predominantly of pyrite with lesser and variable 
amounts of chalcopyrite, sphalerite, galena, green- 
ockite, chalcocite, covellite, tennantite-tetrahedrite, 
and pyrrhotite that occur as massive lenses and pods 
within the Balaklala Rhyolite of Devonian age (Kin- 
kel and others, 1956). The largest and most seriously 
affected area is found at the Iron Mountain deposits, 
which is drained by Boulder and Slickrock Creeks, 
two main tributaries of Spring Creek (fig. 1). Acid 
waters (pH «1.0) from the Hornet and Richmond 
portals flow through a 2-km-long stainless steel flume 
into a copper recovery plant before entering Boulder 
Creek. Effluent from the plant contains abundant mi­ 
croorganisms and high ferrous iron concentrations at 
a pH of about 1. After mixing with Boulder Creek, 
the total iron concentration of the effluent ranges 
from 400 to 2,000 mg/L. The combined portal and 
plant effluent is the dominant source of T. ferroox- 
idans and ferrous iron found downstream. Boulder 
Creek (pH «* 2) empties into Spring Creek which 
flows another 4 km to a debris dam and finally enters 
Keswick Reservoir, on the Sacramento River, just 
south of Shasta Dam. Upstream from the Boulder 
Creek confluence, Spring Creek is a neutral pH 
mountain stream with only trace levels (< 1 mg/L) of 
heavy metals. Spring Creek usually has about twice 
the discharge of Boulder Creek at the confluence 
point. Spring Creek drains an area that is approxi­ 
mately twice the area drained by Boulder Creek.

Figure 1 shows the location of sampling stations 
for the iron-oxidation study along Spring Creek be­ 
tween the confluence of the two tributaries. Station L 
is located on Slickrock Creek just above its conflu­ 
ence with Spring Creek, and station K is located on 
Spring Creek just below its confluence with 
Slickrock. The last station, N, was chosen 4 km 
downstream at the mouth of the debris dam. The

Richmond Portal ^ ̂  

IRON MOUNTAIN

Hornet Portal

122°30'

Figure 1. Sampling sites J1 through K along Spring Creek.

main reasons for choosing stations Jl to J5 are acces­ 
sibility and negligible complications from base flow 
and tributary dilution. Stations J1 to K are roughly at 
100-m intervals over a 540-m reach of the stream in a 
deep canyon carved through the granitic bedrock of 
the Mule Mountain intrusive stock (Kinkel and 
others, 1956). The stream gradient is 20 m/km, no 
tributaries enter Spring Creek between the Boulder 
and Slickrock confluences, and the low hydraulic 
conductivity typical of crystalline bedrock is ex­ 
pected to minimize base flow in the absence of major 
fault zones. Comparisons of stream discharges be­ 
tween station Jl and J5 confirm this assumption 
(Nordstrom, 1977). On November 26, 1975, during a 
period of relatively low flow (approximately 0.03 
mVs), water samples were collected, and stream ve­ 
locities were measured along Spring Creek. Eight
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days later, a moderate rainfall began, lasting about 33 
hours for a total precipitation of 50 mm. The dis­ 
charge at station Jl peaked at about 10 a.m. on De­ 
cember 5. A second set of samples was collected on 
December 6 (about 12 hours after the rainfall ended) 
to investigate the effect of dilution and increased dis­ 
charge on the oxidation rate. The postrainfall sam­ 
ples were collected long enough after the discharge 
had peaked that the stream discharge was constant 
(to within the uncertainty of the measurement, see 
below) during 1 day of sampling.

SAMPLING PROCEDURES AND ANALYTICAL 
METHODS

Water samples were filtered and acidified im­ 
mediately on site. Samples were pumped through 0.1- 
um pore-sized membranes. Three samples composed 

a set at each station. One sample was acidified with 
HNO3 to a pH of less than or equal to 1.5 for metal 
analyses, another was acidified with HC1 to a pH of 
less than or equal to 1.5 to preserve the oxidation 
state of the dissolved iron for ferrous and total iron 
analyses, and a third sample was left unpreserved for 
sulfate determination. Conductivity, pH, tempera­ 
ture, and stream velocity were measured on site. Fer­ 
rous iron and total iron were measured colorimetri- 
cally by the ferrozine method (Stookey, 1970; Gibbs, 
1976; Gibbs, 1979). Other metals were analyzed by 
flame atomic absorption spectrophotometry, and sul­ 
fate was analyzed by the Thorin method (Skougstad 
and others, 1979, p. 615).

The largest source of uncertainty is the stream- 
flow measurements. For prestorm data, velocities 
were estimated. Bed roughness, which is difficult to 
estimate for this stream, may affect the prestorm ve­ 
locity. Poststorm measurements were made with a 
standard current meter. All streamflow measure­ 
ments were consistent for the given stream condi­ 
tions, but the error could be as high as 25 percent. 
However, this error is less than the scatter in the 
results.

As a basis of comparison with the field results, 
acid mine waters issuing from the Hornet portal were 
collected for a controlled oxidation rate study. These 
samples were unfiltered but were kept on ice or in the 
refrigerator for 1 month and were not allowed to 
warm until the beginning of the experiment. Only 
about 6 percent of the ferrous iron had oxidized dur­ 
ing the month of storage. At the start of the experi­ 
ment, separate samples were placed into Erlenmeyer 
flasks, the necks were stuffed with cotton wool, and 
the flasks were shaken continuously. One flask pro­ 
vided a sterile control by filtration through 0.1- um 
pore-sized membranes. In addition, inocula from

Boulder Creek were enriched in the 9 K culture medi­ 
um of Silverman and Lundgren (1959), which is se­ 
lective for T. ferrooxidans. Ferrous iron oxidation 
rates also were obtained for 9 K culture medium, 
which should be near maximum growth because all 
the nutrients in 9 K culture medium have been opti­ 
mized (Silverman and Lundgren, 1959).

CALCULATIONS AND RESULTS

The water analyses and stream velocities are 
shown in tables 1 and 2. From the ferrous iron analy­ 
ses, the measurement of stream velocities, and the 
distances between stations, the rate of ferrous iron 
oxidation can be calculated from a simplified form of 
the reactive-convective transport equation,

dc vdc

dt dx ~ r '

where c is the solute concentration, / is time, x is 
distance, v is velocity, and r is reaction rate assuming 
no dispersion and no inputs. Assuming steady state 
conditions,

dc vdc  = 0 and   = r,
dt dX

or, by finite difference approximation, 
vAc _ A* Ac _ Ac _ 
AJC Ar A* A?

where Ac is the difference in ferrous iron concentra­ 
tions between stations, Ax is the distance between 
stations, and A? is the traveltime between stations. 
This procedure was applied to stations Jl to J5. For 
station K, a diluting correction was needed because 
of the confluence from Slickrock Creek, and, for sta­ 
tion N, a diluting correction was needed because of 
the confluence of a small tributary downstream 
(South Fork Spring Creek). Because these tributaries 
carry such small amounts of ferrous iron, only a dilu­ 
tion effect can be seen. The effect of dilution at sta­ 
tion K can be calculated from a mass balance equa­ 
tion on the load of ferrous iron above and below the 
Slickrock Creek confluence. As an example, consider 
first the mass balance for silica to check the behavior 
of a conservative constituent. The general equation

was applied, where C is concentration, Q is dis­ 
charge, and the subscripts refer to each station num­ 
ber. Rearranging to solve for the concentration at 
station K results in

CK =
QK

- = 17.8 mg/L
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Table 1. Composition and velocity of Spring Creek at selected stations downstream before a rainstorm on November 
26,19751
[Data in milligrams per liter, except as indicated]

Parameters

Stations

Jl J2 J3 J4 J5 K L N

Velocity (m/s) -----
pH ----------
Conductivity (urn S/cm

<tl £* J *-'/                 ~~ ~       <JyJJ\J

8.3 8.2 8.4 9.5 6.8 6.5 7.2 7.0
0.20 0.091 0.21 0.22 0.17 0.30 0.11

2.40 2.45 2.46 2.48 2.53 2.62 3.10 2.61

3,230 3,140 2,970 2,720 2,670 2,900 2,080
ic         -

Nal>u.

A 1

S'O
IvJi

- - - - 412
6.3
4 0

- - - - 50
1 400

i£

400
6 1

4.0
50

1,400
9£

396
6 -)

4.0
50

1,400

392
6 T

4.0
49

1,400
i£

1Q£

6 T

3.9
49

1,400

6 1
3 4

70
1,400

32

176
6.3
.42

170
2,190

69

252
6.7
2.9

57
1,250

33

'Discharge at J5 estimated to be 0.11 m3/s, at K estimated to be 0.13 mVs, and at N estimated to be 0.15 m3/s based on previous 
records.

Table 2. Composition and velocity of Spring Creek at selected stations downstream before a rainstorm on December 
6,19751
[Data in milligrams per liter, except as indicated]

Parameters

T f °r~"\

Velocity (m/s) -----
Discharge (m3/s) - - - -
pH ----------
Conductivity (urn S/cm

at 25°C) -------
Fe 2 +
f. w

"NTn - - - - -1>U.

cr) _ _Ov-'4

SiO 2

Jl

9.5

2.90

1,110
55

100
3.3
1.1

17
430

16

J2

9 5
0.30

.49
2.90

1,148
52

102
3.3
1.1

17
430

16

J4

9 5
0.27

.50
2.90

1,102
49

100
3.3
1.1

17
440

16

Stations

J5

9.0
0.30

.52
2.90

1,040
42
93

3.3
1.1

17
410

16

K

9.0
0.23

.57
2.90

1,038
31
84

3.5
1.1

22
450

1 O

L

9.5
0.55

.044
2.90

1,630
9.5

75
5.0
0 45

on

1,020
42

N

9.5
0.16

.53
2.88

1,040
1 8

77
4.1
0 88

21
440

1 8

'Estimated by difference.

for the post-rainstorm data and compares excellently 
with the measured value of 1 8 mg/L. Having demon­ 
strated the reliability of the mass balance calculation 
for a conservative constituent, the equation is then 
used for the nonconservative species of ferrous iron. 
This time, the calculation provides an estimate of the 
concentration of ferrous iron that would have

reached station K had there been no oxidation. The 
difference between that value and the actual value is 
a better estimate of the decrease in concentration due 
to oxidation. For the post-rainstorm data, the mass 
balance calculation results in ferrous iron equaling 39 
mg/L compared to the analyzed value of 31 mg/L. 
Thus, after accounting for dilution, only 8 mg/L of

116 Selected Papers in the Hydrologic Sciences



ferrous iron oxidized instead of 11 mg/L. Likewise, 
before the rainstorm, the calculated dilution decrease 
results in ferrous iron equaling 155 mg/L at station K 
compared to the actual value of 140 mg/L. The 
change in concentration due to oxidation is 15 mg/L. 
The distance over which this oxidation occurs is 73 
m so that, before the rainstorm, the change in con­ 
centration with distance is 0.21 (mg/L)/m, and, after 
the rainstorm, it becomes 0.11 (mg/L)/m (table 3).

Because no discharge measurements were made 
to account for the dilution effect on station N by 
South Fork Spring Creek, element ratios were used. 
Decreases in specific conductance, aluminum, and 
sulfate fall in the range of 10 to 20 percent before the 
rainstorm. Using 15 percent as an average estimate, 
the undiluted ferrous iron should then be about 5.6 
mg/L at station N.
No other effect is likely to change the oxidation rate 
from these dilutions; for example, the pH has not 
changed nearly enough to make any difference. After 
the rainstorm, the dilution effect is 5 percent or less, 
which makes the undiluted ferrous iron concentra­ 
tion 19 mg/L at station N.

The resulting ferrous iron oxidation rates are 
shown in table 3. The average rate decreased signifi­ 
cantly after the storm.

Enrichment for T. ferrooxidans in 9 K culture 
medium gave a typical exponential growth rate curve

Table 3. Ferrous iron oxidation rates

Ac
Station intervals Ax

[(mg/L)/m]

Ax
At

(m/s)

Ac
At

(mmol/hr)

Nov. 26, 1975:
J1-J2
J2-J3
J3-J4
J4-J5
J5-K
K-N

0.24
.18
.26
.23
.21
.045

0.20
.091
.21
.22
.17
.30

Dec. 6, 1975:
J1-J2
J2-J4
J4-J5
J5-K
K-N

.033

.015

.032

.11

.0042

.30 

.27 

.30 

.23 

.55

3.1 
1.1 
3.5 
3.3 
2.3 

.87

Mean 2.4(± 1.1)

.64 

.26 

.62 
1.6 
.15

as reflected in the decrease of ferrous iron shown in 
figure 2. As pointed out by Brock (1974, p. 239), it is 
frequently difficult to distinguish between linear and 
exponential growth of microorganisms. From figure 
2, one may determine that the most rapid growth 
occurred over a nearly linear portion of the curve. 
Likewise, Lacey and Lawson (1970), Silverman and 
Lundgren (1959), and Lundgren and others (1964) all 
had fairly constant growth rates of 3 ± .7, 2, and 1.5 
mmol/h, respectively, in 9 K medium at 20°, 28°, 
and 28°C, respectively. Three experiments, such as 
the one shown in figure 2, gave rates of 3.4, 2.9, and 
2.5 mmol/h at 25°C with an average of 2.9 mmol/h. 
The data of Silverman and Lundgren (1959), Lund­ 
gren and others (1964), and Lundgren and 
Schnaitman (1965) clearly show that the rate of fer­ 
rous iron oxidation is directly proportional to the 
concentration of T. ferrooxidans and not to the fer­ 
rous iron concentration. In this sense, the nearly con­ 
stant (or quasi-linear) rates can be treated as zero 
order.

Nearly similar rates were obtained when un- 
flltered Hornet portal effluent was allowed to oxidize 
at 25 °C. The ferrous iron oxidation curves are shown 
in figure 3. In flask A, two additional ferrous iron 
oxidation curves were obtained by adding FeSO4 * 
7H2O to the solution at 271 and 344 hours. The four 
curves gave an average rate of 2.4 ±0.5 mmol/h.

Microscopic examination of the oxidized Hor­ 
net mine portal waters and the 9 K culture medium

40 80 120

TIMES, IN HOURS

160

Mean 0.65(±.57) Figure 2. Oxidation of ferrous iron in 9 K culture medium 
inoculated with bacteria from Boulder Creek.
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Figure 3. Oxidation of ferrous iron in acid mine waters 
from the Hornet portal. [See Nordstrom (1977) for com­ 
plete analysis of original water.]

confirmed the presence of numerous bacilli, occa­ 
sionally motile, which fit the description of T. fer- 
rooxidans (Brock, 1974). They also were found to be 
gram-negative, another property of T.ferrooxidans.

DISCUSSION

The average rate of ferrous iron oxidation in a 
mountain stream receiving acid mine effluent was 
found to vary from 2.4 mmol/h before a rainstorm to 
0.65 mmol/h after a rainstorm. These rates are very 
rapid compared to the inorganic oxidation rate which 
is several orders of magnitude less. For example, 
Singer and Stumm (1968) measured the inorganic 
oxidation rate at a pH of 2.9, a ferrous iron concen­ 
tration of 55 mg/L, and sulfate concentration of 100 
mg/L, which is similar to stations Jl to J 5 on Spring 
Creek after the rainstorm. Their reaction rate was 
about 1 x 10'6 mmol/h nearly six orders of magnitude 
less. The positive results for enrichment of T. ferroox- 
idans and the excellent comparison of the rates in 9 
K culture medium and in mine waters oxidized in the 
laboratory indicate that T. ferrooxidans appears to be 
the catalyzing agent and that, in an aerobic stream 
environment contaminated with mine drainage, the 
ferrous iron oxidation rate can occur at the maxi­ 
mum levels found under optimal laboratory condi­ 
tions for bacterial growth.

The close similarity of rates in the laboratory 
and those in Spring Creek before the rainstorm indi­ 
cate that nutrients were present in sufficient concen­ 
trations to allow maximum growth rate of bacteria in 
the stream. Doubling rates for bacterial growth has 
been estimated from the iron concentrations to be 
about four per day (Nordstrom, 1977). After the rain­ 
storm a decrease in the rate by a factor of four sug­ 
gests that the increase of streamflow may have dilut­ 
ed the concentration of bacteria. Because the stream 
discharge increased from about 0.11 to 0.51 mVs af­

ter the rainstorm and the input load of bacteria is 
known to be nearly constant over the time period 
studied, it is quite likely that the bacterial population 
was simply diluted. Mine water outflow has been re­ 
ported to take 2 to 3 days after a rainstorm to in­ 
crease noticeably. Dissolved iron also would tend to 
be diluted by the same factor because the input load 
of iron is a constant, independent of the changing 
stream discharge. However, as shown above, the rate 
is a function of the bacterial population which is 
independent of ferrous iron concentrations.

The rate for station intervals between J2 and J3 
and K and N for both pre- and post-rainstorm events 
consistently decreased. The station interval between 
J2 and J3 is geomorphologically different from the 
rest of the reach. The creek widens and deepens into 
a large pool in which the streamflow slows considera­ 
bly, and a large amount of finely powdered pyrite can 
be seen covering the streambed. It is probable that 
the increased residence time in contact with an in­ 
creased surface area of reactive pyrite is promoting 
reduction of some of the ferric iron by reaction 1. 
The rate of this reaction may be competing with the 
oxidation reaction of ferrous iron. Other possibilities 
such as reduction by dissolved organics, temperature 
changes, or changes in light intensity, seem much less 
likely. Dissolved organics are relatively ineffective at 
complexing iron at these low pH values. Temperature 
variations are negligible, and changes in light intensi­ 
ty are not significantly different for the various 
stream intervals.

The decreased rate for the station interval be­ 
tween K and N may reflect growth limitation due to 
reduced concentrations of nitrogen or phosphorous 
compounds or the inhibiting effect of bacterial excre­ 
ment. The reach of the stream between K and N is 
much longer, and far less is known about its mor­ 
phology so that it is difficult to say why a rate de­ 
crease was observed there. Dissolved oxygen concen­ 
trations have been measured along Spring Creek and 
have been found to be at or near saturation (Nord­ 
strom and others, 1979) at all points measured, in­ 
cluding both Jl and N. Therefore, oxygen is not a 
limiting factor.

CONCLUSIONS

In aerated stream environments containing 
high ferrous iron from acid mine effluent, the oxida­ 
tion rate of iron tends to reach maximum levels 
under steady low flow conditions. These rates are 
comparable to measured laboratory rates where the 
oxidation of iron is catalyzed by the iron-oxidizing 
bacterium, T. ferrooxidans. Rainstorm events can de­ 
crease oxidation rates by diluting the bacterial popu-

118 Selected Papers in the Hydrologic Sciences



lation, although rates are still several orders of mag­ 
nitude greater than the rate of reaction in the absence 
of bacterial catalysis for the field site studied here. 
Considerable fluctuations can be expected in the iron 
oxidation rate during seasonal changes for natural 
stream environments.
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