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PREFACE

Selected Papers in the Hydrologic Sciences, a U.S. Geological Survey-
managed journal-type publication in the Water-Supply Paper series, is aimed at
meeting widespread public and professional needs for results of broad-based
integrated hydrologic studies derived from the Federal research program, Federal-
State cooperative program, and, to some extent, work done on behalf of other
Federal agencies. This is the fifth issue of the series and comprises 12 topical
papers that address a broad range of topics including biochemistry, atmospheric
hydrology, ground- and surface-water hydrology, and selected geologic and chemi-
cal techniques for hydrologic studies.

Selected Papers is intended to serve as a forum that encourages dialog
between readers and authors. Participation in such dialog among hydroscientists
within and outside the Federal sector would be beneficial. Discussion papers by all
members of the hydroscience community are desired. A discussion section for
readers’ comments and authors’ replies will be included in each issue. Such discus-
sion papers for this issue will be open until September 1989. Address comments to
Editor, Selected Papers in the Hydrologic Sciences, U.S. Geological Survey, 444
National Center, Reston, VA 22092.

Agpeoeel by

Seymour Subitzky
Editor

Preface
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SI and Inch-Pound Unit Equivalents

International System of Units (SI), a modernized metric system of measurement. All values have been rounded to four significant digits. Use of
hectare (ha) as an alternative name for square hectometer (hm?) is restricted to measurement of land or water areas. Use of liter (L) as a special name
for cubic decimeter (dm?) is restricted to the measurement of liquids and gases.

To obtain inch-pound

To obtain inch-pound

Multiply SI units By units Multiply SI units By units
Length Mass per unit volume

micrometer (pm) 0.000 039 37  inch (in) microgram per liter (ug/L) 0.000 058 41  grain per gallon (gr/gal)
millimeter (mm) 0.039 37 inch (in) milligram per liter (mg/L) 0.058 41 grain per gallon (gr/gal)
centimeter (cm) 0.3937 inch (in) o ot :
meter () 3.281 foot () Mass or volume per unit time (includes flow)

) 1.094 Ya.“’ (yd.) gram per minute (g/min} 0.035 27 ounce (avoirdupois) per
kilometer (km) 0.621 4 mile (mi) minute (oz/min)

Area milliliter per minute (mL/min) 0.033 82 ounce (fluid) per minute (0z/
min)

centimeter? (cm?) 0.1550 inch? (in2) 0.035 31 foot3 per second (ft3/s)
meter2 (m2) 10.76 foot2 (ft2) liter per second (L/s) 15.85 gallon per minute (gal/min)

1.196 yard? (yd?) meter3 per second (m3/s) 35.31 foot? per second (ft3/s)

0.000 247 1 acre 15850 gallon per minute (gal/min)
th‘OM'efz (hm?) 2.471 acre meter per second (m/s) 3.281 foot per second (fu's)
kilometer? (km?) 0.386 1 mile2 (mi2) meter per day (m/d) 3.281 foot per day (fvd)

Volume Transmissivity
centimeter3 (cm3) 0.061 02 inch3 (in3) 2 2

/ .7 2 ft2/d
millliter (mL) 006102 inch? (in3) meter? per day (m?d) 10.76 foot® per day i)
liter (L) 61.02 inch3 (in%) Force per unit area
0.035 31 foot3 (ft3) : -
33.82 ounce, fluid (0z) kilopascal (kPa) 0.145 03 pound-force per inch? (Ibf/in2)

2113 pint (1;0 kilogram per meter? (kg/m2) 0.204 8 pound-force per foot? (Ibf/ft2)

1.057 quart (qY) kilogram per meter3 (kg/m3) 0.624 6 pound-force per foot3 (Ib{/ft3)

0.264 2 gallon (gal) Temperature
meter3 (m3) 35.31 foot3 (ft3)

1.308 yard3 (yd3) degree Celsius (°C)  Temp °F=1.8 temp °C+32 degree Fahrenheit (°F)

264.2 gallon (gal) oo
0.0008107  acre-foot (acre-ft) Specific conductance
kilometer? (km?) 0.239 9 mile3 (mi) microsiemens per centimeter at 1.000 micromho per centimeter at 25
Mass 25 degrees Celsius (uS/cm degrees Celsius (pmho/cm
at 25 °C) at 25 °C)
microgram (pg) 0.000 015 43 grain (gr) millisiemens per meter at 25 millimho per meter at 25 de-
gram (g) 0.035 27 ounce, avoirdupois (oz avdp) degrees Celsius (mS/m at grees Celsius (mmho/m at
kilogram (kg) 2220 5 pound, avoirdupois (Ib avdp) 25 °C) 25 °C)

Any use of trade names and trademarks in this publication is for descriptive purposes only and does not constitute endorsement by the U.S. Geologi-

cal Survey.

National Geodetic Vertical Datum (NGVD) of 1929: A geodetic datum derived from a general adjustment of the first-order level nets of both the
United States and Canada, formerly called “Mean Sea Level.”
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Use of Aeromagnetic Data to Define Boundaries of a
Carbonate-Rock Aquifer in East-Central Nevada

By Russell W. Plume

Abstract

A major problem in the study of ground-water flow
systems in carbonate rocks in the eastern Great Basin is that
of defining flow-system boundaries. Aeromagnetic data have
been used to define such boundaries in a part of the White
River flow system of eastern Nevada. In the northern part of
this flow system, the upper Precambrian and Paleozoic
stratigraphic section consists of about 40,000 feet of clastic
and carbonate sedimentary rocks. The carbonate-rock aqui-
fer in this area is contained within two units of carbonate
rocks that are separated by a relatively thin unit of clastic
rocks.

Two models of subsurface geology based on interpre-
tation of aeromagnetic data indicate that the northern part of
the flow system is bounded on the east and west by
Cretaceous and Tertiary granitic intrusions. In between, the
stratigraphic section is underlain by either Precambrian base-
ment or by younger granitic rocks. Although either model is
considered geologically reasonable, the Precambrian base-
ment model is favored because the configuration of the
basement surface seems to coincide with inferred fault
offsets of the base of the stratigraphic section. This suggests
that stratigraphic thickness can be used to estimate possible
aquifer thickness in the northern part of the White River flow
system. In this area, the maximum thickness of the
carbonate-rock aquifer is still uncertain but probably is less
than about 26,000 feet; its width is about 25 miles, in contrast
to an earlier estimate of 15 miles. With this revised value of
flow-system width, the transmissivity of the aquifer is an
estimated 20,000 feet squared per day, whereas the earlier
estimate was 30,000 feet squared per day.

INTRODUCTION

The eastern Great Basin (eastern Nevada and
western Utah) is underlain by thick sections of Paleozoic
carbonate rocks (limestone and dolomite) that contain
several regional ground-water flow systems. A major
difficulty involved with the study of these flow systems is
that of defining their base and lateral limits. These
properties are difficult to define for at least three rea-
sons: first, deep borehole data for the Precambrian and
Paleozoic sections generally are not available; second,

the complex geology of the Great Basin makes estimates
of aquifer thickness based only on stratigraphic thickness
uncertain; and third, water-level data from wells, mines,
and regional springs representative of the carbonate-rock
aquifer are sparse, they generally represent heads in the
shallower part of the aquifer, and they indicate only
general directions of ground-water movement. This
paper shows how aeromagnetic data were used to define
the lateral boundaries and possible base of part of a
carbonate-rock aquifer in east-central Nevada (fig. 1).
These properties are important because they are directly
related to other aquifer properties such as transmissivity
and cross-sectional area of flow.

This work was done as part of the Great Basin
Regional Aquifer-System Analysis Program. The overall
study is one of a series of systematic studies of regional
aquifer systems being made by the U.S. Geological
Survey throughout the United States.

One of the first carbonate-rock flow systems to be
recognized and described in the Great Basin was the
White River flow system in eastern Nevada (Eakin,
1966); it consists of 13 valleys, 6 of which are tributary to
the Colorado River via ephemeral streams and the other
7 of which are topographically closed (Eakin, 1966, p.
251-253). Eakin showed that the flow system is con-
tained within Paleozoic carbonate rocks that underlie the
mountains and valleys of the area. Furthermore, he
tentatively considered the lateral limits of the flow system
to be ground-water divides that coincide with the outer
topographic divides of valleys in the system. Eakin
described in broad terms the regional geology of the flow
system, the regional movement of water, and a water
budget. For the northern part of the flow system (north
end of White River Valley), he estimated an effective
aquifer width of 15 mi and a transmissivity of 30,000 ft?/d
(1966, p. 266).

The area discussed in this paper is near the north
end of the White River flow system (figs. 1 and 2). This
area includes the north end of White River Valley, Jakes
Valley, and parts of the White Pine and Egan Ranges.
The line A-A4’ in figures 1 and 2 shows the location of a
geologic section and magnetic profile, both of which are

Use of Aeromagnetic Data to Define Boundaries of a Carbonate-Rock Aquifer in East-Central Nevada 1
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White River
flow system of
Eakin (1966)

Geology from Stewart and Carison {1978);
modified by RW. Plume, 1984,
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]

Figure 1.

L
40 KILOMETERS

Hydrogeologic map of the study area. Abbreviations: E, Egan Range; J,

Jakes Valley; N, Newark Valley; R, Railroad Valley; S, Steptoe Valley; W, White Pine

Range; WR, White River Valley.

used to describe the subsurface geology across the flow
system and to define aquifer boundaries. The line is
normal to the regional southward flow of ground water.

The area of the White River flow system in eastern
Nevada is one where north-south-trending mountains
and valleys are as much as 100 mi long and 15 mi wide.
Altitudes generally range from 2,000 to 6,000 ft above
sea level at valley floors and from 5,000 to almost 11,000
ft along the crests of mountain ranges. The area is arid to
semi-arid, although the higher mountains receive sub-
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stantial amounts of winter precipitation, part of which
becomes ground-water recharge. Much recharge occurs
in the north part of the flow system (part of the study
area) because this is the area of highest altitude in the
flow system, typically 6,000 ft in valleys and 8,000 to
nearly 11,000 ft in mountains.

REGIONAL GEOLOGY

The continental margin of western North America
was located in what is now eastern Nevada from late
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Precambrian time through the Paleozoic and Early Trias-
sic (Hose and Blake, 1976, p. 3; Stewart, 1980, p. 14,
35-36, and 60). During that period, a section of marine
clastic and carbonate sedimentary rocks as thick as
40,000 ft accumulated (Humphrey, 1960, p. 9; Drewes,
1967, p. 4-6; Moores and others, 1968, p. 1707; Hose and
Blake, 1976, p. 3-16; Stewart, 1980, p. 14-64). For
purposes of this study, the section has been divided into
four hydrogeologic units (fig. 1): (1) upper Precambrian
and Lower Cambrian clastic rocks (about 14,000 ft
thick); (2) Middle Cambrian to Devonian carbonate
rocks (about 16,000 ft); (3) Upper Devonian and Missis-
sippian clastic rocks (about 3,000 ft); and (4) Pennsylva-
nian and Permian carbonate rocks (about 6,800 ft). The
base of this section is not exposed in east-central Nevada;
however, the oldest rocks of the section presumably
overlie Precambrian basement (metamorphic and gra-

nitic rocks), as they do in southern Nevada and eastern
California. Locally, the rocks of the section are intruded
by Cretaceous and Tertiary granitic rocks and are over-
lain by Tertiary volcanic rocks. Basin-fill deposits of
Tertiary and Quaternary age overlie large areas of the
older rocks, as shown on figure 1.

The major structural features of east-central
Nevada are extensional faults of Cenozoic age that
include both low- and high-angle normal faults. These
faults produced the present-day topography of the
region. Low-angle faults generally have moved younger
rocks over older ones and have resulted in apparent
thinning of the stratigraphic section. These structural
features have been recognized in the White Pine Range
(Moores and others, 1968, p. 1713-1724), the Egan
Range (Hose and Blake, 1976, p. 30), and east of the
study area in the Schell Creek and Snake Ranges

Use of Aeromagnetic Data to Define Boundaries of a Carbonate-Rock Aquifer in East-Central Nevada 3
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EXPLANATION
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(Drewes, 1967, p. 66-70; Gans and others, 1985). High-
angle normal faults cut the upper plates of low-angle
faults and in some cases have been shown to flatten and
merge at depth with low-angle faults (Allmendinger and
others, 1983, p. 535; Gans and others, 1985, p. 193).

The carbonate-rock aquifer of the White River
flow system comprises parts of the Pennsylvanian and
Permian and the Middle Cambrian to Devonian carbon-
ate rocks, along with the intervening Upper Devonian
and Mississippian clastic rocks. The clastic rocks may be
a local barrier to ground-water flow. Fault offsets, how-
ever, have juxtaposed the upper and lower carbonate-
rock units (figs. 1 and 4), and for this reason, the
carbonate-rock aquifer, when considered over large
areas, can be treated as a single unit even though it
consists of parts of three hydrogeologic units. The strat-
igraphic thickness of this combined carbonate- and
clastic-rock unit is about 26,000 ft (see previously listed
thicknesses). The base of the aquifer is presumed to be
no deeper than the top of upper Precambrian and Lower
Cambrian clastic rocks, but it is probably much shallower
than that.

MAGNETIC ANOMALIES

Figure 2 shows an aeromagnetic map' of the area
shown in figure 1 and a magnetic profile along line 4-A4".

! Changes in the intensity of a magnetic field such as that shown
in figure 2 are mainly caused by differences in the magnetic-mineral
content of adjacent bodies. For instance, sedimentary rocks such as
those of the Paleozoic section usually have low concentrations, at most,
of magnetic minerals. In contrast, volcanic and intrusive rocks have
relatively high concentrations of magnetic minerals. A magnetic body
will produce a relatively strong anomaly when it is at or near land
surface, but the intensity of the anomaly becomes weaker as the depth
to the body increases.

The map, which depicts the total-intensity magnetic field
of the Earth relative to an arbitrary datum, is based on
three aeromagnetic surveys made in 1975 (U.S. Geolog-
ical Survey, 1976a, b, and c). The surveys were flown at a
barometric altitude of 11,500 ft along north-south flight
lines spaced at 1-mi intervals.

Three magnetic anomalies on the map may have
sources that are hydrologically significant. Two are
prominent magnetic highs in the Egan and White Pine
Ranges and the third is a broad magnetic low along the
west side of White River Valley and the east side of the
White Pine Range. This paper demonstrates that source
bodies for the two highs are lateral boundaries of the
aquifer and that the source for the low can be used to
estimate a possible maximum depth to the base of the
aquifer. Each anomaly is described below.

The elongate anomaly along the west side of the
Egan Range and the east side of White River Valley was
described by Brokaw and others (1962) and Carlson and
Mabey (1963). They concluded that (1) the source for the
high at the north end of the anomaly is a monzonite-
porphyry intrusion at the Robinson mining district near
Ely, (2) monzonite dikes near the high at the south end of
the anomaly suggest a relatively shallow intrusive body,
and (3) the two bodies are connected at depth. Carlson
and Mabey (1963) estimated that the depth to the top of
the source at the south end of the anomaly is about 3,000
ft below the floor of the White River Valley.

The circular high on the west side of the White
Pine Range is also associated with nearby intrusive rocks
(fig. 2). Two granodiorite stocks have been mapped on
the west side of the range (Humphrey, 1960), and the
close association of these outcrops with the anomaly
strongly suggests that the source is a large igneous
intrusion. The depth to the top of the intrusive body on

Use of Aeromagnetic Data to Define Boundaries of a Carbonate-Rock Aquifer in East-Central Nevada 5



the south side of the anomaly (the area where line A-A’
crosses) is estimated to be 9,000 ft, on the basis of the
gradient-analysis method of Vacquier and others (1951).
The source for the broad low on the west side of White
River Valley and east side of the White Pine Range (fig.
2) most likely is either Precambrian basement or Creta-
ceous and Tertiary granitic rocks. Regardless, the source
is deeply buried, possibly beneath the entire accumula-
tion of upper Precambrian and Paleozoic sedimentary
rocks.

MODELS OF SUBSURFACE GEOLOGY

The magnetic profile shown in figure 2 was used to
develop two theoretical models of the subsurface geology
along line A-A’ (fig. 3). Model bodies are defined in the
x and z directions (horizontal and vertical directions
along the profile), and also in the y direction (normal to
the profile). Each of the models shown in figure 3 is
accompanied by two magnetic profiles: the measured
data (solid curve) and the profile computed from the
model (dotted curve). The close fits of the measured and
computed profiles shown in figures 34 and B were
achieved by using reasonable values of magnetic suscep-
tibility for model bodies and then adjusting model geom-
etry. They are not unique solutions, however, because
similar fits could be achieved with different susceptibili-
ties and appropriate changes in model geometry.

Some parts of the models are fairly well con-
strained. For instance, the steep gradients of the anom-
alies along the observed profile define the horizontal
positions of associated source bodies to within several
thousand feet. Further, gradient analyses (see previous
section) provide estimated depths to these sources. The
base of each of the models is loosely constrained by an
estimated depth of 60,000 ft to the Curie-point temper-
ature (A.H. Lachenbruch, U.S. Geological Survey, oral
commun., 1984), which is the temperature at which rocks
become demagnetized. Although this depth is uncertain
in eastern Nevada, it provides a tentative lower limit for
the models. Model properties that are not constrained
are magnetic susceptibilities for all bodies and the geom-
etry of body 2 (fig. 3). Because of these uncertainties,
estimated depths based on the models may be in error by
25 percent or more.

The two models shown in figure 3 are presented as
possible solutions, both considered to be geologically
reasonable. For both models, the dimensions for body 1
in the y direction are 4 mi north and 6 mi south of line
A-A’ and those for body 3 are 10 mi north and 7 mi south
of the line. Body 2, in contrast, was modeled as a slab of
infinite extent in the y direction. Bodies 1 and 3 in figures
34 and B are assumed to be granitic intrusions with

6  Selected Papers in the Hydrologic Sclences

magnetic susceptibilities® of 0.001. Body 2 was assumed
to be either Precambrian basement or Tertiary or Cre-
taceous granitic rocks. The values of susceptibility used
for this body are 0.0001 for figure 34 (T.G. Hildenbrand,
U.S. Geological Survey, oral commun., 1984) and 0.001
for figure 3B.

The values of susceptibility that were used for the
models are order-of-magnitude estimates that fall within
the ranges of values for granitic and metamorphic rocks
(Lindsley and others, 1966, p. 548). In addition, values
used for bodies 1 and 3 provided fits within the vertical
constraints described above. Figure 3 shows that order-
of-magnitude changes in the susceptibility of body 2 dc
not greatly affect the configuration of either model.
However, such changes cannot be made for bodies 1 anc
3 without producing unreasonable models.

INTERPRETATION OF THE GEOLOGIC
MODELS

The models discussed above and the geolog’
mapped by Hose and Blake (1976) were used to con-
struct a geologic section along line A~A4’ across the north
part of the White River flow system (fig. 4). The section
shows that the flow system is bounded on the west by a
granitic intrusion that underlies the west side of the
White Pine Range and on the east by a granitic intrusion
that underlies the west side of the Egan Range and th=
east side of White River Valley. Between the intrusive
bodies, a thick section of faulted upper Precambrian and
Paleozoic sedimentary rocks overlies either Precambrian
basement or a younger granitic intrusion. The long-
dashed line in figure 4 is the base of the stratigraphic
section, assuming (1) an approximate thickness of 40,007
ft and (2) no structural thinning or thickening caused by
low-angle faults, folds, or regional tilting. This secon-
assumption is unverified in the study area but is useful
for comparing stratigraphic thickness to estimates of
apparent thickness. The line above and the line below the
long-dashed line are the modeled configurations for the
upper surface of magnetic basement (body 2, fig. 3). The
dotted line is the hypothetical surface of Precambrian
basement, which is from 35,000 to 45,000 ft below land
surface along the section. The deeper dashed-dotted lire
is a hypothetical granitic intrusion at a depth of about
45,000 ft.

2 Magnetic susceptibility is a dimensionless quantity that differs
in magnitude, depending on which system of units is used. The tvo
systems of units conventionally used in geophysics are the meter-
kilogram-second (SI) system and the centimeter-gram-second (CG®)
system. Values of magnetic susceptibility used in this paper are bas=d
on the CGS system. For more details, see Sheriff (1980, p. 134-135
and 143).
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The stratigraphic section in figure 4 depicts several ~ depths shown. The fault offsets are inferred from the
structural blocks bounded by high-angle faults. The  geologic map. Even with these limitations, however, the
positions of these faults at depth are considered diagram-  geologic section suggests a possible relationship between
matic because no proof exists that they extend to the  the modeled configuration of the hypothetical Precam-
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brian basement and the base (possibly faulted) of the
upper Precambrian and Paleozoic section (long-dashed
line). The gradual rise in the Precambrian basement
surface from west to east, as shown in figure 4, may
instead be an abrupt rise owing to fault offset. At these
great depths, an abrupt offset of magnetic material, such
as Precambrian basement, probably would be reflected
as a gradual lateral change in the magnetic field.

The hypothetical Precambrian basement model
(dotted line in figure 4) is considered to be the more
realistic of the two models in figure 3, although, as stated
carlier, either model is geologically reasonable. The
Precambrian basement model indicates that the
carbonate-rock aquifer in the northern part of the White
River flow system may be as thick as 26,000 ft (stratigra-
phic thickness), and either model indicates that the
aquifer is about 25 mi wide. This width contrasts with
Eakin’s (1966, p. 266) estimate of 15 mi for the flow
system at the north end of White River Valley. The actual
thickness of the aquifer probably is less than 26,000 ft
because lowest parts of the carbonate rocks may not be
permeable if fractures are not wide enough to store and
transmit water.

HYDROGEOLOGIC IMPLICATIONS

This study has shown that carbonate-rock aquifer
boundaries in part of the White River flow system consist
of large granitic intrusions rather than ground-water
divides that coincide with topographic divides between
valleys. Interpretation of aeromagnetic data indicates
that the aquifer width is about 25 mi, compared to the
width of 15 mi estimated by Eakin (1966, p. 266). This
difference in aquifer width would significantly change
Eakin’s estimate of transmissivity that he made for the
flow system at the north end of White River Valley
(30,000 ft*/d). His estimate is based on a form of Darcy’s
Law:

Q=Tiw
where Q =underflow through the aquifer, in cubic
feet per day;
T =transmissivity, in feet squared per day;
i =gradient of the potentiometric surface, in
feet per foot; and
w =aquifer width, in feet.
Using Eakin’s values for underflow and gradient and the
value of flow-system width determined from this study,
the estimate of 7 would be about 20,000 ft?/d.

Interpretation of the data also suggests that strati-
graphic thickness can be used for estimating possible
aquifer thickness in this part of the White River flow
system. The techniques used in this study are considered
to have potential application for defining similar

carbonate-rock aquifer boundaries elsewhere in the
Great Bagsin. The ultimate test of this approach, however,
must await the availability of deep borehole data in an
area for which such aeromagnetic interpretations are
made.
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Collection of Benthic Invertebrates by Drift Net and
Dip Net, Little Boulder Creek, Idaho

By Keith V. Slack, Larry J. Tilley, and Susan S.

Abstract

The relative effectiveness of benthic invertebrate collec-
tion with drift nets and dip nets was tested in a meadow and
in a canyon reach of a mountain stream. Ephemeroptera and
Diptera, especially Chironomidae, were most abundant in all
collections. The methods provided similar but not identical
information on benthic community composition. At both sites
the 24-hour drift-net collections contained 2.5 times the
number of taxa that were in the dip-net collections. The
number of taxa in pooled catches of two nighttime drift-net
collections (each of 30-minute duration) or three daytime
drift-net collections was the same or larger than the number
of taxa collected by dip net. More than 96 percent of the 259
taxa collected during the study occurred in drift-net collec-
tions, whereas about 40 percent occurred in dip-net collec-
tions. Night drift-net collections contained the largest mean
number of taxa per minute of sampling. Dip-net values for
mean number of taxa per minute were intermediate between
those for a single night and a single day of drift-net collection.
We conclude that drift-net collections provided better sam-
ples of the benthic invertebrate community with less effort
than did dip-net collections.

INTRODUCTION

Benthic invertebrates are the most widely used
group of aquatic organisms for characterizing stream
water quality (Hellawell, 1978). Besides their use as
water-quality indicators, benthic invertebrates serve to
characterize surface waters as habitats for aquatic life
(Hynes, 1970; Hart and Fuller, 1974). Consequently,
benthic invertebrates are commonly collected in recon-
naissance, monitoring, and site investigations.

Recent developments in multivariate methods of
data analysis and wide availability of computer programs
for their use have increased the interpretive power of
biological data (Gauch, 1982). However, commensurate
improvements in sample acquisition have not occurred.
Consequently, sampling continues to be the weak link in
ecological studies involving species distribution and
abundance.

The distribution of benthic invertebrates in streams
is neither uniform nor random, so their quantitative

Hahn

collection is difficult (Elliott, 1977). This is especially
true for rocky substrates on which unit area samplers are
relatively ineffective. Collection of benthic invertebrates
described by Greeson and others (1977) makes use of
both active and passive methods. Active collection meth-
ods, such as the dip net or the Ponar grab, require the
direct participation of the collector in sample acquisition.
Passive collection methods, such as artificial substrates
or drift nets, result in benthic invertebrate collection
without the direct participation of the collector. Passive
methods for benthic invertebrate collection require less
onsite time, less operator training, and they produce
samples with relatively smaller amounts of debris than do
most active methods. Also, replicate collections are gen-
erally more consistent than are replicate streambed col-
lections of benthic invertebrates (Chutter, 1975; Allan,
1982; Rosenberg and Resh, 1982), and they are less
destructive of the natural habitat.

Of the two types of passive methods, drift, the
collection of benthic invertebrates suspended in the
water column, has some advantages over artificial sub-
strate collection. Drift collections require exposure dura-
tions of less than an hour to several hours, whereas
artificial substrate collections require exposure durations
of days or weeks (Rosenberg and Resh, 1982). Thus, drift
collection of benthic invertebrates can be made on a
single visit to a site and no equipment remains in place
between visits, in contrast to artificial substrate collec-
tions. Furthermore, drift-collection data are more clearly
associated with related chemical quality and discharge
data than are artificial substrate collection data. Reviews
in the literature for invertebrate drift are given by Waters
(1969, 1972), Bishop and Hynes (1969), Chaston (1972),
and Miiller (1974).

The downstream transport of benthic invertebrates
in the water column has been known since biologists first
anchored nets in streams (Needham, 1928). Later studies
show that drift of benthic invertebrates occurs in streams
from the arctic to the tropics (Miiller, 1974; Hynes, 1975)
and that drift density is affected by hydrologic, water
quality, and biological factors. Large numbers of benthic
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invertebrates are swept into the water column during
floods (Anderson and Lehmkuhl, 1968), after ice break-
up (Maciolek and Needham, 1951), and after spraying
with insecticide (Coutant, 1964). Besides catastrophic
sources of drift, a small proportion of the benthic inver-
tebrate community is found in the drift under noncata-
strophic conditions. Evidence in the literature (McLay,
1970; Elliott, 1971) indicates that individual drifting
invertebrates travel only a few meters before they are
returned to the streambed by turbulent flow, where their
instinctive responses to seek contact with solid objects
and to hide (Bishop and Hynes, 1969) cause them to
reattach. However, not all drift results from accidental
entrainment of the invertebrate in streamflow. Research
on behavior of benthic invertebrate species has demon-
strated active entry into the water column and return to
the streambed by several species in response to biological
and environmental stimuli (Walton, 1978, 1980).

Temporal variations in drift abundance and com-
position range from day-to-night (diel) to year-to-year
differences. A prominent feature of noncatastrophic drift
is its diel pattern in which the numbers of drifting
invertebrates increase at night and decrease during the
day. In the few reported instances of prolonged drift
sampling, little change in density was found for periods of
a week or more, even with a doubling of discharge
(Chutter, 1975). Elliott (1967) found drift density to be
fairly constant for the same month but not for different
months.

The ease of collection, ubiquity, and relation of
drift to the benthic community suggested collection of
drifting invertebrates as an alternative to streambed
sampling for benthic invertebrates (Waters, 1961; Besch,
1966; Larimore, 1974; Slack and others, 1976). These
studies show that the species composition of drift sam-
ples is similar to that of samples of the benthos in the
reach where both are collected, but the relative abun-
dances are different because of differing tendencies of
species to drift (Elliott, 1967; Lehmkuhl and Anderson,
1972; Turcotte and Harper, 1982). Because drift and
benthos samples were similar in composition at different
points in a drainage basin sampled by Elliott and Min-
shall (1968), they concluded that “in the absence of
bottom samples, drift could be used as an index of species
composition.”

The present study compared an active and a passive
method for benthic invertebrate collection in two major
habitats of a mountain stream. Both methods collect
from many different microhabitats, and the relative effec-
tivenss of each method in collection of benthic inverte-
brate taxa was determined. The study was carried out
over a 2-day period in summer.

We thank W.C. Emmett and M.C. Sanguinneti for
generous assistance with drift-net collection and S.F.
Muzzio for help with invertebrate identification.
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Figure 1. - Location of Little Boulder Creek, Idaho, showing
the setting of the meadow and canyon study reaches.

DESCRIPTION OF STUDY SITE

Two third-order reaches of Little Boulder Creek
were sampled (fig. 1). Little Boulder Creek flows east-
ward from the White Cloud Peaks into the East Fork
Salmon River, Custer County, south-central Idaho. The
higher elevation site was at the downstream end of a
meadow at an elevation of 2,466 m and an average
channel gradient of 12 m/km. The lower elevation site
was in a forested canyon, 2.5 stream km downstream
from the meadow, at an elevation of 2,362 m and an
average channel gradient of 43 m/km. The area is shown
on the U.S. Geological Survey 1:24,000-scale topo-
graphic map for the Boulder Chain Lakes quadrangle.
Emmett (1975) gives additional information on the East
Fork Salmon River and its tributaries.

METHODS OF STUDY
Environmental Factors

Stream discharge was measured at the meadow as
described by Buchanan and Somers (1969). Because
there was no water diversion and only negligible tributary
flow between the meadow and the canyon sites, discharge
was assumed to be the same at both sites.

The 24-hour study period, July 12-13, 1977, was
divided into a 14-hour light and a 10-hour dark period.
“Day” was the period from 0700 to 2000 hours mountain
daylight time, whereas “night” was the period from 2100
to 0600 hours. Cumulonimbus clouds obscured the sun
toward evening of July 12, producing a prolonged twi-
light.

Biological Collection and Sample Processing

Thirty-minute drift-net samples were collected at
each site, beginning on the hour, between 1800 hourz



July 12 and 1700 hours, July 13. Nets were made of Nitex
nylon, 216 pm mesh opening, mounted on 25X25 cm
aluminum frames. The ratio of open area of netting to
the area of the drift net mouth was 4:1. A digital flow
meter (General Oceanics model 2030) mounted in the
mouth of each net measured the volume filtered. One net
was installed in the center of flow at each site on vertical
rods driven into the bed. The lower edge of the net frame
rested on the streambed, and the upper edge was below
the water surface. No clogging or back flow from the nets
was observed. The meadow net filtered an average of
46.8 = 2.2 m* (mean = standard deviation) of water per
30-minute collection compared to 29.6 = 1.2 m® for the
canyon net. These volumes were 7.0 and 4.4 percent,
respectively, of the stream discharge of 0.37 m*/s (W.W.
Emmett, oral commun., July 1977). Drift data, when
corrected for volume filtered, are expressed as density,
defined as numbers of individuals or taxa per cubic
meter.

The dip net was selected as the active collection
method for benthic invertebrates because it could be
used in the boulder bed of the canyon reach as well as in
the gravel bed of the meadow reach. Unit area samplers
could not be used effectively in the canyon because of the
large size of the streambed rocks. Benthic invertebrates
were collected for 45 minutes with a D-shaped dip net
(210 um mesh opening) from the major aquatic habitats
at each site (Slack and others, 1976). The sampling effort
for each habitat was approximately in proportion to the
amount of that habitat at the site. Dip-net samples were
collected in the afternoon of July 14 after drift-net
collection was completed. The benthic invertebrate sam-
ples were preserved in 70 percent ethanol.

In the laboratory, invertebrates were sorted from
debris by sugar flotation (Anderson, 1959), and the
residue larger than 210 um was searched with a dissect-
ing microscope to recover invertebrates missed. Aquatic
Insecta and Acari, the numerically dominant groups,
were identified or discriminated to the lowest practical
taxa by use of available references. A few immature
insects could be assigned only to family or order, and
some Chironomidae larvae were placed in “species
groups” when further subdivision was not possible.
Uncommon groups were identified to class or order.
Terrestrial invertebrates and adult aquatic Insecta other
than Coleoptera were not included in the analysis.
Although several taxonomic entities, termed “taxa,” were
used, the treatment was uniform throughout and, we
believe, justifies cautious intercollection comparisons.

Diversity of the collections is expressed by using
Brillouin’s (1962) index, where

1 N!
H=glog oS TN M

in which H is the diversity index, N is the total number of
individuals, N;, N, ... are the number of individuals of
species 1, 2 ..., and s is the total number of species.
Factorials were computed, not estimated (Kaesler and
Herricks, 1976).

The evenness component of diversity is expressed
as relative evenness, e (Zand, 1976), which ranges from 0
for the least even sample to 1 for the most even sample.
It is the ratio

H—Hmin
e---}Imax_l-lmin (2)
in which H_,, and H_, are given by
1 N!
Hmax_NlogZ{(m+1)!}r (’n -’ (3)

where m and r are the quotient and remainder, respec-
tively, of N/s; that is, N = ms + r and r < s (Pielou, 1975;
Zand, 1976), and

1 N!
Hmin_ﬁlogZ(N_s_*_l)! (4)

RESULTS OF STUDY

Composition of the Collections

Immature aquatic Insecta were numerically domi-
nant in all collections, and the greatest numbers of
individuals belonged to the orders Ephemeroptera and
Diptera, especially the dipteran family Chironomidae
(table 1). Chironomids were relatively more abundant in
the canyon than in the meadow (probability <0.01,
Mann-Whitney test, Zar, 1974). Copepoda were abun-
dant in the meadow daytime drift-net collections, com-
mon in nighttime drift-net collections, but rare in dip-net
collections at both sites and in the canyon drift-net
collections (table 1). Because most onsite work is done
during the day, it is of interest to compare the composi-
tion of dip-net collections with that of day drift-net
collections. In the meadow, the percentage of Insecta in
the dip-net collections was larger than in the day drift-net
collections (table 1). Simuliidae, Ephemeroptera, Ple-
coptera, and Coleoptera were relatively more abundant
in the meadow dip-net collections than in the day drift-
net collections. The percentages of Insecta were the same
in canyon dip-net and drift-net collections, although
there were differences in abundances of some groups.
Plecoptera, Simuliidae (Diptera), and Coleoptera were
relatively more abundant in the canyon dip-net collec-
tions than in the day drift-net collections. Chironomidae
were equally abundant in dip-net and day drift-net col-
lections.
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The co-occurrence of the most abundant taxa in
the dip-net and drift-net collections at each site was
examined by ranking the taxa by their abundances. More
than 97 percent of the individuals were in the 10 most
abundant taxa in each type of collection. The same 5 taxa
were among the 10 most abundant taxa in both collection
types at each site. Thirteen taxa in the meadow and 12
taxa in the canyon of the 20 most abundant taxa, account-
ing for 99 percent of the individuals, occurred in both
types of collections at each site. Thus the two methods of
benthic invertebrate collection provided similar but not
identical information on benthic community composition
in the study reaches.

Number of Taxa and Individuals

The composition of single and pooled catches for
day and night drift-net collections and the 24-hour mean
drift was compared with that of the dip-net collections
(table 1). At both sites, the 24-hour drift-net collections
caught 2.5 times the number of taxa in the dip-net
collections. The number of taxa in the pooled catches of
two night drift-net collections (each of 30 minutes dura-
tion) or three day drift-net collections was the same or
larger than the number of taxa collected by dip net. The
diversity of night drift-net collections was larger than that
of day drift-net collections and was similar to dip-net
values. Night drift-net collections contained significantly
larger numbers of taxa and individuals than day collec-
tions (probability <0.01). Figure 2 shows that with the
onset of darkness the numbers of drift taxa and individ-
nals simultaneously increased above the 24-hour mean
values and decreased at dawn below the 24-hour means
with only occasional reversals during the day.

Sampling Efficiency

The efficiency of drift- and dip-net sampling for
collecting taxa was examined by comparing the number
of taxa caught by each method with the number caught by
both methods (table 1). Two hundred and fifty-nine taxa
were collected at both sites by both methods, 193 in the
meadow, and 179 in the canyon. More than 96 percent of
the collected taxa occurred in drift-net collections,
whereas 40 percent or less occurred in dip-net collec-
tions. About half of the total taxa in drift-net collections
at both sites were caught in the first three postdusk
collections. Comparable day drift-net values required
four postdawn collections. However, nearly 65 percent of
the 24-hour total number of taxa was obtained at both
sites by pooling three daytime and three night drift-net
collections.

The number of taxa, or individuals per collection,
divided by the sampling duration gives an estimate of
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Figure 2. The number of taxa per 30-minute collection (A)
and the density of individuals per cubic meter (B} in drift-net
collections of benthic invertebrates, Little Boulder Creek,
Idaho, July 12-13, 1977.

effectiveness per minute of sampling. Night drift-net
collections contained the largest mean number of taxa
per minute of all methods, and it was among the most
efficient methods for catching individuals (table 1). The
dip-net values for mean number of taxa per sampling
effort were intermediate between those for a single day
and a single night drift-net collection.

DISCUSSION

Biological methods for water-quality evaluation
based on benthic invertebrate community structure
require consistent collection of a variety of invertebrate
species having different responses to stress. Drift sam-
pling fulfills these requirements (Coutant, 1964; Besch,
1966; Wojtalik and Waters, 1970; Larimore, 1974; Hall
and others, 1982). Although many species collected in
the drift nets in Little Boulder Creek exhibited day-night
differences in abundances, the diel variability did not
prevent collection of adequate samples of benthic inver-
tebrates at any time. Pooled collections of any two of the
nighttime or three of the daytime 30-minute drift-net
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samples contained the same or larger numbers of taxa as
did the dip-net collections, which attempted to include all
of the aquatic habitats.

The most likely explanation for the larger number
of taxa collected by the drift nets compared to the dip
nets is the differences in their sample sizes. Large bio-
logical collections (large numbers of individuals) include
more rare species than do small collections (Hulbert,
1971). Moreover, a wider spectrum of microhabitat
sources probably contributed to the drift-net collections
than could be recognized and sampled by dip net. Thus
the drift nets composited invertebrates from many
sources into more comprehensive samples of the benthic
fauna than could be obtained with the dip nets. Further-
more, the drift-net collections accumulated without
attention while other onsite activities were carried out.

We conclude that the drift-net collections provided
better samples of the benthic invertebrate community in
each study reach with less effort than did the dip-net
collections. However, several sources of variability in
composition of the benthic invertebrate collections were
evident. These were differences between sites for a given
collection method, differences within sites for different
collection methods, and differences between day and
night drift-net collection. Night appears to be the opti-
mum time for drift collection if study objectives require
maximum number of taxa per unit sampling effort. As
with other biological methods (Green, 1979), consistency
in drift-net collection is essential if the results are to be
compared between collection sites or times.
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Dual-Acidity Titration Curves—Fingerprint, Indicator of
Redox State, and Estimator of Iron and Aluminum
Content of Acid Mine Drainage and Related Waters

By Arthur N. Ott

Abstract

Titration curves constructed from data obtained from
the determination of dual acidities of acid mine drainage
samples can be used to estimate a sample’s redox state as
well as its dissolved ferrous iron, ferric iron, and aluminum
content. A nonlinear regression equation with a correlation
coefficient of 0.98 was determined for the relation between
the titratable acidity to pH 4.0 and the concentration of
oxidized iron. A linear regression equation with a correlation
coefficient of 0.99 was derived for the relation between the
titratable acidity for the hydrogen-peroxide-treated sample
from pH 4.0 to 5.0 and the concentration of aluminum. The
dual titration curves constitute a characteristic shape, or
“fingerprint,” for the acid mine drainage sample that should
not change—except to contract or elongate, depending on
sample dilution—unless a geochemical change occurs to
alter the metal proponrtions.

INTRODUCTION

The acidity of acid mine drainage (AMD) is nor-
mally considered only in the context of its total acid
concentration. It is, therefore, a value used primarily for
comparing the acid strength between AMD samples.
Acidity can also be considered as a property of a solution
that can be characterized by a titration curve. According
to Brown and others (1970) “the construction of a
titration curve permits . . . a more reliable understanding
of the reactions taking place during the neutralization.”
In addition, Rainwater and Thatcher (1960) conclude
that the concentration of a specific acid compound can be
determined by titration with a base to a practical end
point. However, this end point differs with the acid
compound and makes it impossible to determine the acid
concentrations of mixtures of hydrolyzable salts by titra-
tion to a single predetermined end point.

The purpose of this report is to describe the use of
dual-acidity titration curves and evaluate a technique for
identifying and estimating the concentration of dissolved
ferrous iron, ferric iron, and aluminum by using different

end points in an acidity titration curve produced for
AMD and related waters. These waters were collected
within the Eastern Coal Province, an area of coal depos-
its extending from northern Pennsylvania southwestward
to central Alabama (fig. 1).

METHODS OF STUDY

Initially, water samples were collected periodically
from March 1981 to March 1983 from coal mine shafts
and their receiving streams in north-central Pennsylvania
(table 1) for a study conducted by Ott (1986).

Acidity titration curves were produced for these
samples under temperature-controlled laboratory condi-
tions. Metal concentrations were determined for each
acidity titration performed and were correlated to the
acid concentration of their respective hydrolyzable salts.
Ferrous iron was originally believed to be absent or in
low concentration in the AMD sampled, since initial
ferrous iron concentrations were found to be 1.5 mg/L or
less. This was in line with the general conclusions of
previous investigators (L.A. Reed, and J.R. Ward, U.S.
Geological Survey, oral commun., 1981). Acidities were
therefore not determined on samples oxidized with H,O,
(hydrogen peroxide). This omission could be the major
reason for the occasional occurrence of poor prediction
of iron concentration in samples. The regression equa-
tions derived from the correlations of the iron and
aluminum concentrations to their respective acidities did,
however, allow for reasonable metal estimates to be
predicted from field titration data derived from previous
studies by Ward (1976) and Reed (1980) for AMD
samples collected from the same area in north-central
Pennsylvania.

Samples from streams and ground waters affected
by AMD were collected in the spring of 1984 from
Kentucky, Maryland, Ohio, western Pennsylvania, and
West Virginia to test the utility of the technique on water
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Figure 1. Eastern Coal Province study area.

that contained ferrous iron and originated in areas other
than north-central Pennsylvania (table 2). The Pennsyl-
vania samples are ground waters, whereas all other
samples are from streams. A combination of high
streamflow, which diluted the AMD, and limestone
streams whose number increase in a southerly direction
caused streams designated to be sampled in Georgia,
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Tennessee, and Virginia to be above pH 5.0 and there-
fore not appropriate for use in this study.

LABORATORY PROCEDURES

Samples collected in the field were shipped chilled
to the laboratory and then refrigerated until analysis.



Table 1. Sampling site locations for samples collected in
north-central Pennsylvania

Station
Site name number Lalitude  Longitude
Mine-discharge sites
Mitchel No. 2, near Antrim.. .... 01548413 41°37'43"" 77°18'12""
Anna S No. 1, near Antrim...... 01548416 41°37'26" 77°18'07"’
Hunter Drift, near Antrim ...... 01548418 41°37'05"" 77°18'40"
Stream sites
Bridge Run, near Antrim........ 01548415 41°37'32"" 77°17'43"'
Basswood Run, near Antrim. . ... 01548421 41°36’50"" 77°17'38"'
Wilson Creek, at Morris ........ 01548423 41°35'51"" 77°17'50"'
Morris Run, near Blossburg. . ... 01516256 41°39'47'" 77°02'23"
Coal Creek, at Blossburg. ....... 01516260 41°40°17’" 77°03'41"
Bear Creek, at Blossburg........ 01516267 41°41°00"° 77°03'53"

Acidities were performed in the laboratory on whole
water samples. Sample aliquots for metal analyses were
taken each time an acidity was performed, filtered
through a 0.45-p filter, and acidified with concentrated
nitric acid to pH less than 2. Initially, a single acidity
titration was performed for each untreated sample. The
titration was performed on an untreated sample warmed
to 23° to 25°C in a water bath. During the latter part of
the study a second titration was performed on a subsam-
ple treated with 5 to 10 drops of 30 percent H,0,, heated
to boiling, and immediately cooled to 23° to 25°C. Sample
aliquots of 25 or 50 mL were titrated with standard
NaOH (sodium hydroxide) to pH 83. Samples were
magnetically stirred. A Beckman Altex 71 pH meter with
temperature compensation and a Beckman combination
glass electrode no. 531013 were used in the titrations.

The instrument was calibrated with pH 4.0 and pH
7.0 buffers at least once daily and occasionally checked
with pH 9.18 buffer. Because calibration was with two
standards, the instrument automatically computed slope
(corrected for temperature) and corrected offset. To
obtain consistent results and eliminate operator “judg-
ment,” the “Auto Read” function of the pH meter was
used. The pH reading in this mode is locked on digital
display when the pH readings change by no more than
+0.004 pH in 10 seconds. Titrant increments were
generally on the order of 0.25 mL. Laboratory analyses of
iron and aluminum were performed according to proce-
dures described by Skougstad and others (1979).

TITRATION CURVE CHARACTERISTICS

Buffer Zones

Examples of single-acidity titration curves for
untreated samples representative of AMD or streams
affected by AMD are presented in figure 2. Although the

Table 2. Sampling site locations for samples collected in
Kentucky, Maryland, Ohio, western Pennsylvania, and West
Virginia

Site Station number  Latitude  Longitude
Kentucky
Flat Creek, near Madisonville . . . 03321050 37°15°11""  87°26’50”’
Lick Creek, near Rabbit Ridge . . 03384035 37°18"15""  87°24'58"’
Maryland
Abrams Creek, near Mount Storm 01595275 39°18'45""  79°12'43"'
Laurel Run, near Wilson. . ..... 01594930 39°14'38°"  79°25'41"’
Mill Run, near Morrison ... ..... 01598980 39°31'03""  79°25'41"
Three Forks Run, at Vindex . ... 01595550 39°24’53’" 79°10°55"’
Ohio
Sandy Run, near Lake Hope . ... 03201600 39°21'45'* 82°18'47"
Yost Run, near Nelsonville . .. .. 03201535 39°25'34"'  82°18'37"
Western Pennsylvania
Control Wellno. 1 ........... 410950079253411 41°09°50""  79°25'34""
Control Well THno. 2 . ....... 410948076253711 41°09'48""  76°25'37"
Maindrain ................. 410945079252801 41°09'45""  79°2528""
Seep2.. ..t 410939079254701 41°09'39'"  79°25'47"
Seep2A .. ...l 410939079254702 41°09'39""  79°25°47""
TR2Wellno. 1.............. 410951079253211 41°09'S51""  79°25’32"
WellT ..., 410945079253211 41°09'45""  79°25'32""
WellU....oooviiiiionn 410947079253213 41°09'47""  79°25'32"'
WelldK ...t 410951079253011 41°09'51""  79°25’30""
Well 7K ..o 410945079252712 41°09'45""  79°25'27"
Well 11K ...........l..l. 410948079252911 41°09'48""  79°2529"'
West Virginia
Canyon Creek, at Canyon . .. ... - 39°40'35""  79°53'46"’
Conner Run, near Valley Point . . 03070310 39°34'18""  79°40'39"
Dents Run, near Laurel Point . . . — 39°37'59’"  80°02'45""
Glade Run, near Valley Point . . . - 39°34'37"" 79°39'48""
Sovern Run, near Valley Point. . . — 38°37°14""  79°42'17"
West Run, near Morgantown. . . . - 39°39'09""  79°54'52"

acidity and ionic concentrations for the samples differ, all
curves show the same characteristic two-tier buffer zone
below pH 6.0. Salotto and others (1967) showed these
same characteristic buffer zones when titrating the acid-
ity of 0.02N sulfuric acid solutions containing ferric iron
and aluminum salts. Buffering below pH 4.0 occurred
with the ferric iron salt solution and between pH 4.0 and
5.0 with the aluminum salt solution. Similar titration
curves were obtained by Payne and Yeates (1970) for
titrations of ferrous iron in sulfuric acid and ferric iron in
sulfuric acid after both solutions had been subjected to
oxidation with a 3 percent H,O, solution.

The titration characteristics below pH 5.0 for
AMD samples appear to be due to the neutralization of
free acid

2NaOH +H,S0,—Na,S0, +2H,0
and the subsequent hydrolysis of ferric and aluminum
sulfates, which produce additional free acid
Fe,(SO,),+6H,0—2Fe(OH),+3H,S0,
Al,(SO,), +6H,0—2AI(OH), +3H,S0,
and create the buffering.
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Figure 2. Titration curves for selected acid mine discharges in northeast Pennsylvania.

Relation Between Acidity and Iron and
Aluminum Concentration

To see if the acidity derived from metal hydrolysis
could be separated as implied by the data of Salotto and
others (1967) and Payne and Yeates (1970), subsamples
were taken from the sample during the course of an
acidity titration to determine the iron and aluminum
concentration as the sample titration progressed. An
initial titration was performed, curve plotted, and ten
points selected along the curve where the metal determi-
nations would be made. Amounts of titrant were added
to 10 subsamples equivalent to the titrant volume at the
10 preselected points on the initial titration curve. Sam-
ples were stirred until the expected pH was attained and
were then filtered and analyzed for iron and aluminum.
The titration curve and corresponding reductions of
ferric iron and aluminum are shown in figure 3. These
data show that midway into the pH 3.0 buffer zone, 55
percent of the iron precipitated and that 97 percent had
precipitated at the end of the zone. The aluminum data
show that at this latter point, about 25 percent of the
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dissolved aluminum had coprecipitated with the iron.
This is supported by Kolthoff and Sandell (1937), whe
report that the precipitation of hydrous aluminum oxide
begins at pH 3.0.

The precipitation of iron appears essentially com-
plete before the initiation of the second buffer zone at pF*
4.0, the area where the majority of the dissolved alumi-
num precipitates. The precipitation of dissolved alumi-
num is essentially complete by pH 5.0. Thus, although
there appears to be some coprecipitation of aluminum
with iron, the first buffer zone represents the neutraliza-
tion of the initial free acidity and the acidity produced by
iron hydrolysis, and the second buffer zone represents
the neutralization of acid produced by the hydrolysis of
aluminum.

Titration Characteristics of Various Chemical

States

The AMD samples represented by the titration
curves depicted in figure 2 contained little if any ferrous
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Figure 3. Decrease in ferric iron and aluminum content during neutralization of Mitchel No. 2 discharge at 25°C.

iron. Selvig and Ratliff (1922) found that the methyl
orange acidity (to pH 3.7) was a “more nearly correct”
free sulfuric acid value if the ferric sulfate in the AMD
sample was first reduced. This implies that ferrous iron is
not a factor in the hydrolysis reaction at least to pH 3.7.
Salotto and others (1967) showed nearly identical titra-
tion curves for separate sulfuric acid solutions containing
equal milliequivalents of ferric iron and ferrous iron
oxidized with H,O, (fig. 4). These curves exhibited a
buffer zone to approximately pH 4.0. In contrast, the
titration of a non-oxidized sulfuric acid solution contain-
ing the same milliequivalents of ferrous iron exhibited
the buffer zone from approximately pH 5.5 to 7.5.

Figure 4 indicates that the shape created by the
dual titration curves for an AMD sample depends upon
the ferrous iron content relative to the ferric iron content.
Takai and others (1956) found that in terms of the
oxidation-reduction (redox) potential, ferrous iron con-
stitutes more than 50 percent of the ferrous and ferric
iron content in waterlogged paddy soils at redox values
below +0.2 volts and increases proportionately as the
reducing intensity increases. Thus, the greater the system’s
reducing intensity, the greater the proportion of ferrous to
ferric iron; conversely, the greater the system’s oxidizing
intensity, the lower the proportion of ferrous to ferric
iron.

The titration curves shown in figure 5 illustrate
various redox states. These are indicated by the extent of
the similarity between the curves of the untreated and
H,0,-treated samples. The oxidized state is character-
ized by the two titration curves being nearly superim-
posed upon each other (Well T); the non-oxidized state is

characterized by radically divergent curves that begin
with totally different pH values (TR2 Well no. 1); and the
intermediate state is characterized by curves that, while
divergent, do not radically differ in their initial pH value
(Well U).

Fol3 /
10~ — Fet2 o
sssnce Fot2 OXIDIZEO WITH H0p

2 1 1 1 1 1 I

2 3 4 5 L] 7 8 8
MILLITERS OF 0.10 N SODIUIM HYDROXIDE

Figure 4. Titration curves for solutions of ferrous iron, ferric
iron, and ferrous iron oxidized with H,0,.
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Figure 5. Titration curves characterizing AMD in an oxi-
dized, intermediate, and non-oxidized state.

Site Fingerprint

To further explore the effect the redox state has on
the acidity titration curve, samples known to have high
concentrations of both ferrous and ferric iron were
collected from a reclaimed strip mine located in western
Pennsylvania. Duplicate samples were titrated at 25°C as
(1) an untreated sample and (2) an oxidized sample,
treated with 5 drops 30 percent H,0,. The resultant
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curves for three samples containing different metal con-
centrations are illustrated in figure 5.

Analysis of the iron species for the three samples
showed that the iron in the sample from Well T was 21
percent ferrous iron (3.0 mg Fe*?, 17 mg total dissolvec
iron); the sample from well U was 60 percent ferrous
iron (558 mg Fe*?, 930 mg total dissolved iron); and the
sample from TR2 Well no. 1 was 99 percent ferrous iror
(270 mg Fe™?, 273 mg total dissolved iron). It appears
from the three data sets that the similarity, or conversely,
dissimilarity, between the untreated and H,0,-treated
titration curves is dependent upon the ferrous to ferric
iron ratio. The larger the ratio of ferrous iron to ferric
iron, the greater the divergence between the untreated
and H,O,-treated titration curves.

Thus, if the bulk of the iron content is ferrous iron.
the dual titration curves characterize the non-oxidized
state (TR2 Well no. 1); if the bulk of the iron content is
ferric iron, the dual titration curves characterize the
oxidized state (Well T). The intermediate state is repre-
sented by Well U. To reinforce the “fingerprint” concept.
three additional sites were characterized and are pre-
sented in figure 6.

The characteristic shape of the dual acidity titratior
curves does not appear to change significantly for AMD
samples taken at the same site over a period of time. This
similarity is reflected in figures 7-9 and indicates that if
the proportions of the major AMD constituents do not
radically change, the general shape of the titration curve
will not change. The curves can therefore be looked upor
as a “fingerprint” for a mine site that will graphically
indicate when a geochemical change occurs to signifi-
cantly alter the metal proportions.

ESTIMATION OF IRON AND ALUMINUM
CONCENTRATION IN ACID MINE DRAINAGE

Description of Technique

Figure 2 indicates a direct relation between metal
concentration and the length of the buffer zone for
samples in an oxidized state. This implies that the acid
concentration may be related to the metal concentratior
relative to a buffer zone. Various procedures were
attempted to relate the buffer acidity (in mg/I. CaCO,) tc
metal concentration. Because of the variability encoun-
tered in accurately identifying the inflection points from
titration curves representing a variety of AMD samples
arbitrary pH end points were used to separate the acidity
ascribed to the hydrolysis of ferric iron and acidity due tc
the hydrolysis of aluminum. The method used in this
report involves the relation of the ferric iron concentra-
tion to the acidity (as mg/L CaCO,) required to titrate
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Figure 6. Titration curves for six AMD samples that characterize the oxidized, intermediate, and non-oxidized state.

from the initial pH to pH 4.0 and the aluminum concen-
tration to the acidity value (as mg/L CaCO,) required to
titrate from pH 4.0 to 5.0. A statistical analysis of the iron
relation to acidity using data from table 3 for samples
believed to be in an oxidized state and using a nonlinear
least-squares fitting procedure results in a plot (fig. 10)
having the general relationship:

y=0.0128¢"°%* + 0.90 1)

#=0.98

where y =ferric iron concentration, in milligrams per
liter,
x =acidity, in milligrams per liter as CaCO,
equivalent, and
r* =correlation coefficient.

A linear least squares fitting procedure was used to
produce a plot (fig. 11) with the general relationship for
the aluminum relation to acidity:

y=0.2139x + 1.150 )
#=0.97
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Figure 7. Similarity in titration curve characteristics for AMD
from Seep no. 2, Clarion County, Pennsylvania, for samples
collected in January 1984 and October 1984.

where y =aluminum concentration, in milligrams per
liter, and
x =acidity, in milligrams per liter as CaCO,
equivalent.

These equations were tested on field titration data
and corresponding iron and aluminum values that were
determined in the laboratory. These data were collected
from 1975 to 1980 for AMD-related water samples from
north-central Pennsylvania. Of 122 iron estimates rang-
ing in concentration from 4 to 280 mg/L, 75 percent were
less than £25 percent of the laboratory-determined
value, while less than 1 percent were greater than £50
percent of the laboratory values. For 96 aluminum esti-
mates ranging from 1 to 120 mg/L, 84 percent were less
than £25 percent, whereas 3 percent were greater than
+50 percent of the laboratory values. New regression
equations were calculated by using only data collected for
the latter part of the study. These data, found in table 4,
were from samples that were both untreated and treated
with H,0, and heated. Paired t tests were run to com-
pare the estimated iron values with the laboratory-
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Figure 8. Similarity in titration curve characteristics for AML
from Well 4K, Clarion County, Pennsylvania, for samples
collected in January 1984 and October 1984.

determined values and to make a comparison between
the estimated values derived from the two equations.
Significant differences at the 95 percent confidence level
were not noted between either group of estimated values
and the laboratory values. However, the mean difference
and the standard error of the mean were much lower for
the data obtained using the regression equation associ-
ated with the H,O,-treated samples. The paired t test
was then used to compare the estimated values from both
equations. This time a significant difference at the 95
percent confidence level was noted. Therefore, the equa-
tion derived from the peroxide treatment is to be used fo~
estimating iron values.

It is believed that the difference between the equa-
tions exists primarily because titrations were performed
on both untreated and oxidized samples collected during
the latter part of the study, while only single titrations
were performed on untreated samples collected during
the first part of the study.

The modified equation for iron is:

y=0.0386 x'**°¢ +0.90 3)
#=0.98



Table 3. Chemical analyses of acid mine drainage and related waters from north-central Pennsylvania
[Concentrations are in milligrams per liter, unless otherwise indicated; no entry in column means no data available]

Specific
conduct-
ance  Acidity
{Micro-  (CaCO4 Magne- Potas- Manga- Phos-
Date of siemens equiva- Calcium  sium  Sodium sium Iron  Aluminum nese Zinc Copper  Silica phorus Chloride Sulfate
collection pPH  at25C) lenty (Ca) (Mg (Na) (K (Fe  (A) (Mn)  (Zn) (CUkgL) Si0) () ©) (04
Mitchel 2 Mine Discharge (01548413)
1981
March 18...... 2.7 2,450 890 91 64 38 0.01 1,900
April 20....... 2.7 2,310 790 79 83 120 34 5,400 42 1,300
October 15.... 2.7 3,160 1,290 160 25 69 2,300
1982
January 28..... 2.6 3,140 1,390 150 150 1.7 0.9 26 50 62 9,800 30 13 2,200
March 31...... 2.6 2,580 855 102 102 13 9 75 65 36 5,970 420 20 .01 1.0 1,530
April 14....... 28 2,490 822 102 91 1.4 1.1 82 69 43 6,050 400 19 .01 2.0 1,230
May 18........ 2.8 2,820 971 144 137 1.7 .8 106 70 43 6,600 450 47 .04 1.0 1,200
June 7 ........ 2.8 2,200 629 91 75 1.4 14 66 55 32 4,180 410 35 03 20 1,410
June 24 ....... 2.8 2,420 660 118 106 1.7 9 57 53 33 4,920 370 41 02 2.0 870
July16........ 2.8 2,580 79 142 120 1.8 22 74 56 34 5,240 370 17 .03 1.0 1,200
August 13..... 2.7 3,000 840 128 112 0.8 1.1 92 63 34 5,150 330 50 .03 3.0 1,050
Anna S Mine Discharge (01548416)
1981
March 18...... 2.8 1,800 400 40 28 10 .01 750
April 20....... 2.8 1,600 410 59 34 35 13 2,600 36 630
June 9 ........ 32 1,500 24 20 8.5 540
%ctober 15.... 2.7 1,620 487 43 21 15 720
1982
January 28..... 2.7 1,620 497 66 42 2.7 14 39 33 15 2,600 33 1.9 690
Hunter Drift Mine Discharge (01548418)
1981
March 18...... 2.7 2,090 800 110 60 22 1,600
April 20....... 2.7 1,865 617 41 84 72 14 2,900 35 800
June 9 ........ 2.9 2,400 130 59 22 1,200
Bridge Run (01548415)
1981
March 18...... 3.1 705 140 4.9 5.8 34 220
April 20....... 33 650 80 30 39 45 31 210 18 200
June 9........ 33 780 43 6.0 3.7 230
Wilson Creek at Morris (01548423)
1981
March 18...... 35 500 140 35 8 3.5 .01 180
April 20....... 37 317 43 16 23 3.9 2.1 300 8.5 100
June 9 ........ 3.7 430 1.6 5.0 34 160
Sheff Mine Discharge (01541414)
1983
March 11...... 2.6 2,242 690 82

where y =iron concentration, in milligrams per liter,
and
x =acidity, in milligrams per liter as CaCO,
equivalent.
The modified equation for aluminum is
y=02161x +2.0932
7 =0.99
where y =aluminum concentration, in milligrams per
liter, and
x =acidity, in milligrams per liter as CaCO,
equivalent.

“

The acidity titrated to pH 4.0 for the untreated
samples is considered to relate to the free mineral acidity
and to the acidity formed from the hydrolysis of ferric
sulfate, since it was previously mentioned that ferrous
iron does not hydrolyze below at least pH 3.7. The acidity
titrated to pH 4.0 for the oxidized sample is also the
product of free mineral acidity and the acidity formed
from the hydrolysis of ferric sulfate as well as that formed
from the oxidation and hydrolysis of ferrous sulfate. As
previously shown in figure 4, the curves for the solutions
containing equal milliequivalents (meq) of oxidized fer-
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Figure9. Similarity in titration curve characteristics for AMD
from Control Well TH no. 2, Clarion County, Pennsylvania, for
samples collected in September 1984 and October 1984.

rous iron and ferric iron are, for all practical purposes,
identical. This identity means that the acidity equivalent
to 1 mg ferric iron is equivalent to

27.9 mg/meq Fe*?
18.6 mg/meq Fe*?

=1.5 mg ferrous iron.

In estimating the iron content from the titratable
acidity of an AMD sample, two titrations should be
made—one titration on an untreated (raw) sample and
one on a subsample treated with H,O,. The iron in the
untreated sample may be composed of ferric and ferrous
iron. Their estimations are determined separately. This is
accomplished by quantifying the ferric iron in the untrea-
ted sample and subtracting it from the oxidized iron value
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Figure 10. Relation between ferric iron concentration and
amount of calcium carbonate equivalent required to raise the
initial sample pH to 4.0 at 25°C.
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Figure 11. Relation between aluminum concentration anc'
the amount of calcium carbonate equivalent required to raise
sample pH from 4.0 to 5.0 at 25°C.

determined for the treated sample. The ferric and fer-
rous iron values are then added together to arrive at a
total dissolved iron value.

It should be pointed out that the relation achieved
between the iron concentration and acidity to pH 4.0
breaks down at high concentrations of iron and acidity.
However, satisfactory estimates for samples having acid-
ities to pH 4.0 greater than 1,300 mg/LL CaCO, can be
obtained by halving the acidity value and doubling its
corresponding iron concentration to equate with the
original acidity value.

Application of Technique
The procedure for the estimation technique fol-
lows:
(1) Untreated sample curve
(a) y = 0.0386 x'**° + 0.90 = mg/L ferric iron
where x = acidity to pH 4.0 as mg/L CaCO,



(2) Treated sample curve
(a) y = 0.0386x'***°+ 0.90 = mg/L oxidized iron
where x = acidity to pH 4.0 as mg/L CaCO,
(b) oxidized iron (2a) — ferric iron (1a) X 1.5 =
mg/L ferrous iron
(c) ferric iron (1a) + ferrous iron (2b) = total
dissolved iron

Example:
Figure 5, Well T—Sample in an oxidized state
(1) Untreated sample curve
(a) y = 0.0381x'*%°% + 0.90 = mg/L ferric iron
0.0381 X 130'*%% + 0.90 = 25 mg/L
ferric iron
(2) Treated sample curve
(a) y = 0.0381x'*%°¢ + 0.90 = mg/L oxidized iron
0.0381 X 129'3?% 4+ (0,90 = 25 mg/L
oxidized iron
(b) oxidized iron — ferric iron X 1.5 = ferrous

iron

25 mg/L—-25 mg/L X 1.5 = 0 mg/L ferrous
iron

(c) ferric iron + ferrous iron = total dissolved
iron

25 mg/L + 0 mg/L = 25 mg/L
laboratory value = 14 mg/L total dissolved
iron
Figure 5, Well U—Sample in an intermediate state
(1) Untreated sample curve
(a) y = 0.0381x"*?*® + 0.90 = mg/L ferric iron

1.3256
00381 x 122477
mg/L ferric iron

(2) Treated sample curve
(@) y = 0.0381x"*?°°+0.90 = mg/L oxidized iron

+ 0.90 X 2=697

00381 x 2227 1 590 x 2 = 945
mg/L oxidized iron
(b) oxidized iron—ferric iron X 1.5 = ferrous
iron
945 mg/L — 697 mg/LL X 1.5 = 372 mg/L
ferrous iron
(c) ferric iron + ferrous iron = total dissolved
iron
697 mg/L. + 372 mg/LL = 1,069 mg/L total
dissolved iron
laboratory value = 930 mg/L total dissolved
iron
Figure 5, TR2 Well no. 1—Sample in a non-oxidized
state
(1) Untreated sample curve
(2) y = 0.0381x'*?°° + 0.90 = mg/L ferric iron
0.0381 X 0'*%° + 0,90 = 0 mg/L ferric
iron
(2) Treated sample curve

(a) y = 0.0381x'***® + 0.90 = mg/L oxidized iron
0.0381X450'*%°¢ + 0.90 = 128 mg/L
oxidized iron
(b) oxidized iron — ferric iron X 1.5 = ferrous
iron
128 mg/L — 0 mg/LL X 1.5 = 192 mg/L
ferrous iron
(c) ferric iron + ferrous iron = total dissolved
iron
0 mg/L + 192 mg/L = 192 mg/L total dis-
solved iron
laboratory value = 270 mg/L total dissolved
iron

Comparison between the estimated ferrous and
total dissolved iron concentrations and laboratory-deter-
mined concentrations are made for samples collected in
April 1984 in western Pennsylvania (table 5). These data
are tabulated below.

The data show a consistently low estimate of ferrous
iron relative to the laboratory-determined ferrous iron
values. It also appears that at least more than 11 mg/L
ferrous iron need be present before being detected by the
estimation technique. The consistently low estimate
could be inherent to the method of the acidity titration.
Stirring of the sample is required to ensure adequate
dispersal of the titrant and metal precipitate. The stirring
oxygenates and may oxidize some ferrous iron.

There is little difference between the present
regression equation for aluminum and the initial equa-
tion derived from the north-central Pennsylvania sam-
ples. With the recommendation that two titrations be
performed per sample, two acidity values from pH 4.0 to
5.0 are available. A statistical analysis using the paired t
test for comparing the estimated aluminum concentra-
tion to the laboratory-determined value for the untreated
samples and for the oxidized samples indicated that
neither the oxidized nor untreated estimated values were
significantly different from the laboratory values. How-
ever, the standard deviation and the standard error of the
mean were lower for the oxidized versus the laboratory
values than for the untreated versus the laboratory
values. Separate regression equations were calculated for
the oxidized acidities from pH 4.0 to 5.0 and laboratory
aluminum values and for the untreated acidities from pH
4.0 to 5.0 and the laboratory aluminum values. There was
less of a difference between the equations representing
the oxidized samples and the original data than between
the equation representing the untreated and original
data. An example is presented that shows that complete
oxidation is required to best estimate the aluminum
content. Separate titrations were performed on subsam-
ples from Well C-2 that contained over 1,000 mg/L
ferrous iron. The titrations were performed on an
untreated sample, H,O,-treated sample, and H,O,-
treated and heated sample. The three curves are illus-
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Table 4. Titration curve, laboratory-analyzed, and estimated metal data for samples from Kentucky, Maryland, Ohio, western
Pennsylvania, and West Virginia collected for the period from December 1983 to June 1984

-, nO data]
Acidity (milligrams Iron Aluminum
Specific per liter as CaCOaq) (milligrams per liter) (milligrams per liter)
conductance Laboratory’ Laboratory’
Location pH (microsiemens at 25°C) pH4 pH5 pHB83 Estimate 1 2 Estimate 1 2
Kentucky
Flat Creek
Untreated......... 33 1,870 35 87 200 — — — — — —
Treated........... 33 — 35 89 193 3.6 26 — 21 17 —
Lick Creek
Untreated......... 3.9 817 2 20 42 —_ —_ — — — —
Treated ........... 39 — 3 17 50 1.0 03 — 6 4 —
Maryland
Aagams Creek
Untreated......... 4.2 610 0 34 60 — — — — — —
Treated........... 34 —_ 15 22 60 34 05 — 7 9 —
Laure! Run
Untreated......... 34 485 40 31 102 —_ —_— —_ — —_ —
Treated........... 3.1 — 46 31 100 54 85 — 9 7
Mill Run
Untreated......... 38 719 4 27 49 — — —_ — — —
Treated ........... 34 — 16 15 50 1.7 03 — 5 6 —_
Three Forks Run
Untreated......... 33 580 29 27 78 — — —_ — — —_—
Treated........... 33 — 36 21 81 3.7 47 — 7 5 —
Ohio
Sandy Run
Untreated......... 35 465 13 22 53 —_— — —_ _ —_ —_—
Treated ........... 3.4 — 17 17 55 2.8 05 — 6 5 —
Yost Run
Untreated......... 34 1,150 20 75 160 — —_ —_ — —_ —_
Treated ........... 33 — 27 68 160 4.5 0.7 — 17 14 —_
West Virginia
Canyon Creek
Untreated......... 2.8 2,640 245 350 785 — — - — — —
Treated ........... 2.7 — 240 342 745 50 38 — 76 82 —
Conner Run
Untreated......... 3.0 1,800 150 240 550 — — — — — —
Treated ........... 2.8 — 150 230 535 25 26 — 52 52 —
Dents Run
Untreated......... 2.6 5,110 670 920 2,220 — —_ — — — —
Treated ........... 23 — 717 873 2,220 268 142 74 191 180 151
Glade Creek
Untreated......... 2.9 4,180 190 498 990 —_ — — — _— —
Treated ........... 2.8 — 190 495 955 35 25 47 — — —
Sovern Run
Untreated......... 3.6 675 12 110 184 — — — — — —
Treated........... 33 — 32 9 168 4.1 45 — 22 24 —
West Run
Untreated......... 2.8 2,280 292 196 630 — — — — — —
Treated........... 2.6 — 300 190 630 75 71 — 43 44 —
Western Pennsylvania
Dec. 1983
Main Drain
Untreated........ 235 6,600 1,300 975 3,450 — — — — — —
Treated.......... 245 — 1,825 900 3,515 768 700 605 197 200 155
Seep 2
UII;treated. cevv... 318 580 105 60 245 —_ — —_ — — —
Treated.......... 3.18 — 110 60 245 22 35 10 15 11 4
Well U
Untreated......... 2.85 1,600 150 215 585 — — — — — —
Treated.......... 2.85 — 200 185 565 51 15 14 42 55 42
Well 4K
Untreated........ 2.77 3,000 330 515 1,350 — — — — — —
Treated.......... 2.89 — 550 458 1,450 208 210 219 101 100 79
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Table 4. Titration curve, laboratory-analyzed, and estimated metal data for samples from Kentucky, Maryland, Ohio, western
Pennsylvania, and West Virginia collected for the period from December 1983 to June 1984—Continued

Acidity (milligrams Iron Aluminum
Specific _per liter as CaCQOa) {milligrams per liter) (milligrams per liter)
conductance Laboratory” Laboratory’
Location pH (microsiemens at 25°C) pH4 pHS5 pH8.3 Estimate 1 2 Estimate 1 2
Western Pennsylvania— Continued
Well 7K
Untreated........ 328 5,500 210 380 2,220 — — — — — —
Treated.......... 2.60 — 1,360 480 2,520 638 870 383 106 96 69
Well 11K
Untreated........ 2.56 5,000 735 955 259 — — — — — —
Treated.......... 2.62 — 1,020 910 2,680 444 420 385 199 190 161
Feb. 1984 ..........
Main Drain .......
Untreated........ 2.5 5,000 640 620 2,220 — — — — — —
Treated.......... 1.90 — 1,140 540 2,260 553 — 606 118 — 144
Well 4K
Untreated........ 29 2,600 152 273 1,090 — — — — — —
Treated.......... 21 — 535 255 1,160 226 — 324 57 — 57
Well 7K...........
Untreated. ....... 24 4,000 650 630 2,480 — — — — — —
Treated.......... 1.9 — 1,020 700 2,400 462 — 561 153 — 179
Mar. 1984
Main Drain .......
Untreated........ 22 4,000 885 715 2,740 — — — —_ — —
Treated.......... 2.0 — 1,380 650 2,800 518 — 505 142 — 129
Apr. 1984
ntrolno.1 ......
Untreated. ........ 25 6,000 504 802 2,740 — — — — — —_
Treated.......... 27 — 1,540 745 3,000 705 720 630 163 160 107
Main Drain
Untreated........ 2.4 5,200 889 826 2,620 — — — — — —
Treated.......... 24 — 1,354 793 2,800 500 550 498 173 190 119
Seep 2
Untreated........ 3.0 1,950 202 189 573 — — — — —_ —
Treated.......... 29 — 201 189 589 45 60 54 42 39 24
Seep 2A
Untreated. ....... 3.6 1,750 27 97 345 — — — — — —
Treated.......... 2.9 — 151 75 367 45 80 76 17 15 41
TR2 Well no. 1
Untreated........ 4.0 6,000 0 200 1,237 — — — — — —
Treated.......... 27 — 457 322 1,455 196 290 273 72 200 91
Well T
Untreated......... 3.0 2,000 130 460 880 — — — — — —
Treated.......... 3.0 — 129 454 880 25 14 13 100 120 8
Well 4K
Untreated........ 2.9 2,700 216 389 1,090 — — — — — —
Treated.......... 22 — 506 303 1,075 207 190 197 67 70 60
Well 11K .........
Untreated. . ...... 2.6 4,500 529 755 2,050 —_— — — — — -
Treated.......... 27 — 850 690 2,180 365 340 330 151 130 168
Well U
Untreated........ 23 6,500 1,924 1,335 4,650 — — — — — —
Treated.......... 24 — 2,422 1311 4,730 1,069 930 781 285 280 195

1Laboratory 1 and 2 represent split samples analyzed by two different laboratories.

trated in figure 12. It should be noted that the oxidized
unheated sample is incompletely oxidized as evidenced
by its lower acidity content to pH 4.0, as opposed to the
acidity contained by the oxidized and heated sample. The
acidity from 4 to 5 for the oxidized sample correlates with
73 mg/L aluminum, while the acidity from the oxidized
and heated sample correlates with 36 mg/L aluminum.

The laboratory-determined aluminum value is 27 mg/L.
Thus it appears that ferrous iron can be an interference
between pH 4.0 and 5.0 and must be completely oxidized
before aluminum can be properly estimated.

Therefore the acidity from pH 4.0 to 5.0 for the
oxidized (treated) and heated samples should be used for
the estimation of aluminum.
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Figure 12. Titration curves for subsamples from Well C-2
that are untreated, treated with H,0,, and treated with H,O,
and heated.

Estimation of aluminum for the samples in
figure 5 follows:
Well T—Sample in an oxidized state
(1) Treated sample curve
(a) acidity from pH 4.0 to 50 = X (regression
equation) = mg/L aluminum
455 mg/L CaCO; = X (0.2161x + 2.0932) =
100 mg/L aluminum
laboratory value = 120 mg/L aluminum
Well U—Sample is in an intermediate state
(1) Treated sample curve
(a) acidity from pH 4.0 to 5.0 = X (regression
equation) = mg/L aluminum
1,275 mg/L CaCO,; = X (0.2161x + 2.0932) =
278 mg/L aluminum
laboratory value = 280 mg/L aluminum
TR2 Well no. 1—Sample in a non-oxidized state
(1) Treated sample curve
(a) acidity from pH 4.0 to 5.0 = X (regression
equation) = mg/L aluminum
336 mg/L CaCO; = X (0.2161x + 2.0932) =
75 mg/L aluminum
laboratory value = 91 mg/L aluminum
A decrease of 1.0 to 1.5 pH units was observed by
Salotto and others (1967) for the inflection points of iron,
aluminum, and manganese titration curves derived at
90°C as opposed to the inflection points obtained for
titration curves at 25°C. Therefore, temperature appears
to be an important factor when use is made of the metal
- estimation technique.
Curves for duplicate AMD samples titrated at 4°C
and 35°C are depicted in figure 13. The samples at
ambient room temperature contained 96 and 69 mg/L of
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Figure 13. Effect of temperature on titration curve
characteristics.

Table 5. Comparison between estimated and laborator:-
determined concentrations of ferrous and total disssolved
iron

[Values are in milligrams per liter]

Ferrous iron Total dissolved iron

Site Estimate Latgc:;a- Estimate Latgc:;a-
Well T.......... e 0 35 25 14
Well4K................ 150 210 199 197
Seep2 ...l 0 11 45 54
Seep2A................ 41 90 45 76
Control Wellno. 1...... 557 630 705 720
TR2 Wellno. 1......... 200 270 196 273
Control Well THno.2.. 599 798 617 566
Well 11K............... 207 325 365 340
WellU................. 372 558 1,069 930
Main drain ............. 186 364 500 498

iron and aluminum, respectively. The estimated iron an-
aluminum concentrations at 4°C are 86 and 43 mg/L,
respectively, and at 35°C are 101 and 63 mg/L, respec-
tively. This indicates that, particularly in the case of
aluminum, poor estimates are obtained from titratiors
determined at low temperature.

Fortunately, field titrations are probably seldom
performed at these temperatures because of the care
required to adjust the electrolyte concentration of the pH
electrode filling solution. The electrolyte used to fill the
electrode at room temperature will “salt out” at low
temperatures because of supersaturation and will te
undersaturated at the elevated temperatures. Either case
will produce erroneous pH readings unless the electro-
Iyte concentration is adjusted.



SUMMARY AND CONCLUSIONS

The acidity determination provides a value that
denotes the quantitative capacity of the water sample to
neutralize a strong base to pH 83. However, much
additional information can be obtained when dual acidi-
ties are determined and their respective titration curves
constructed. This is accomplished by titrating (1) an
untreated sample at room temperature and (2) a sample
treated with H,0,, heated to boiling, and cooled to room
temperature. Titration curves for each are then con-
structed from the recorded data of titrant increments and
their corresponding pH values. After the two curves are
plotted, an indication can be obtained of the sample’s
redox state and its dissolved ferrous iron, ferric iron, and
aluminum content.

Redox states are indicated by the extent of similar-
ity between the titration curves of the untreated and
H,0,-treated samples. The oxidized state is character-
ized by the dual titration curves being nearly superim-
posed upon each other; the non-oxidized state character-
ized by radically divergent titration curves and totally
different initial pH values; and the intermediate state
characterized by curves that, while divergent, do not
radically differ in their initial pH value.

A nonlinear regression equation with a correlation
cocfficient of 0.98 was determined for the relation
between the titratable acidity (as mg/L CaCQ,) to pH 4.0
and the concentration of oxidized iron as determined by
laboratory analysis. This correlation was achieved despite
the fact that the titratable acidity is due not only to the
hydrolysis of ferric iron but also to the free mineral
acidity and to the hydrolysis of some aluminum that
co-precipitates with the iron.

The estimation of ferrous, ferric, and total dis-
solved iron is achieved by using the titration curves of the
oxidized and untreated samples. The oxidized iron is
estimated from the oxidized sample and represents the
combined concentration of the oxidized ferrous and
original ferric iron. The ferric iron concentration is
estimated from the untreated, raw sample and represents
the ferric iron concentration in the original sample. The
concentration value of the ferric iron is subtracted from
the oxidized iron value and multiplied by 1.5 to obtain the
estimated ferrous iron concentration. The total dissolved
iron concentration is then obtained by adding the ferrous
iron value with that of ferric iron.

A linear regression equation with a correlation
coefficient of 0.99 was derived for the relation between
the titratable acidity (as mg/L CaCQO,) for the oxidized
sample from pH 4.0 to 5.0 and the concentration of
aluminum. The relationship suggests that although some
aluminum hydrolysis occurs below pH 4.0, the total
dissolved aluminum is directly proportional to the dis-
solved aluminum in solution between pH 4.0 and 5.0.

The dual titration curves constitute a characteristic
shape, or fingerprint, for the AMD sample collected at a
site. This configuration should not change for the sam-
pling site except to contract or elongate, depending on
sample dilution, unless a geochemical change occurs to
alter the metal proportions.

The dual acidity titration curves provide a useful
tool in reconnaissance studies of AMD sites in that they
indicate the redox state of a sample and allow an estimate
of the samples’s ferrous, ferric, and total dissolved iron
and aluminum content.
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Figure 5.—Continued

season, which had considerably less rainfall than the
second rainy season. Chlordane was found mostly at or
below detection level (0.10 pg/L), except during one
storm in the first rainy season, when the pesticide
exceeded detection level at both sites, and then once
more at the industrial site only (fig. 5). Methoxychlor and
endosulfan exceeded detection level only during March
of both years (1982 and 1983) (fig. 5). Lindane exceeded
detection level only once at the residential site, but for
unknown reasons it exceeded detection level seven times
af the industrial site, five of them during the first year of
the study (fig. 5). The chlorophenoxy-acid herbicide
2,4-D exceeded detection level only during January
through March (fig. 5) of both rainy seasons (1982 and
1983).

The detection of most of these pesticides in the
Fresno area rainfall generally coincided with periods in
which pesticides are known to be applied to the trees and
fields in the surrounding agricultural areas. This coinci-
dence suggests that the rainfall quality is related to
localized activities. Data are not available, however, to
show to what extent these pesticides are transported from
their application points.
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The Flux of Particulate Organic Carbon in
Estuaries: Phytoplankton Productivity and

Oxygen Consumption

By David H. Peterson, Laurence E. Schemel, Richard E. Smith, Dana D. Harmon,

and Stephen W. Hager

Abstract

Phytoplankton are by definition the principal source of
organic matter in phytoplankton-based estuaries. Conceptu-
ally, such estuaries with higher phytoplankton productivity
(higher carbon flux) have the capacity to maintain higher
organic-matter mineralization rates and thus higher oxygen
consumption rates than estuaries with lower productivity. To
test this concept in a preliminary way we compare two
possible phytoplankton-based estuaries: Chesapeake Bay
(and its tributary Potomac estuary) and northern San Fran-
cisco Bay. Reported estimates of annual mean phytoplank-
ton productivity are higher for Chesapeake Bay than for
northern San Francisco Bay and, indeed, the rates of water-
column oxygen consumption are also consistently higher in
Chesapeake Bay than in San Francisco Bay. Furthermore,
the literature values of water-column oxygen consumption
rates from other estuaries are within the approximate range
observed for San Francisco and Chesapeake Bays, or, are
even higher. Apparently our estimate of the “average” rate of
water-column oxygen consumption in northern San Fran-
cisco Bay, 6 micromoles O, per liter per day, represents a
low estuarine value, but this rate is still higher than similar
rates reported for the photic ocean.

INTRODUCTION

Variability in the biogeochemistry of many aquatic
systems is controlled predominately by rates of supply,
dilution, and removal of organic matter. Since phyto-
plankton are often the principle source of such organic
matter, aquatic systems are often classified solely on the
basis of their phytoplankton productivity. In very large
systems such as the oceans, however, observed local
biogeochemical rates are not always representative of the
system as a whole or even major portions of the system.
For example, observations of dissolved silica fluxes esti-
mated from benthic chamber experiments off the north-
west coast of Africa (Rowe and others, 1977) appear to

overestimate the average benthic flux beneath shelf
waters when extrapolated to this entire region (Carothers
and Grant, 1983).

Estuaries are also difficult to fully characterize by a
few discrete observations such as phytoplankton produc-
tivity and benthic exchange because estuaries are located
at the crossroads between terrestrial and marine environ-
ments. As a result, estuarine distributions are highly
variable, and few generalizations about estuarine systems
have ever been attempted. For these reasons a review
from the early 1970’s stated “. . . what we know of the
broadest biotic functions of estuaries is still largely guess
work” (Woodwell and others, 1973).

One generality that does seem to be broadly appli-
cable in understanding the biogeochemistry of estuaries
is that estuaries with higher concentrations of suspended
sediment and consequently higher diffuse-light extinction
coefficients have lower phytoplankton productivity than
estuaries with lower suspended sediment concentrations
(table 1; see also Wofsy, 1983; Day, 1981; Pennock and
others, 1983; and Peterson and Festa, 1984). And, to the
extent that phytoplankton are the major source of
organic matter, we propose that phytoplankton produc-
tivity in estuaries is a controlling mechanism for many
biogeochemical processes. We test this premise in a
preliminary way by comparing rates of oxygen consump-
tion in the water column of northern San Francisco Bay,
an estuary with below-average annual phytoplankton
productivity, to rates in Chesapeake Bay, an estuary with
above-average productivity. The link, if any, between
phytoplankton-based systems and oxygen consumption is
a relatively recent subject of research because oxygen
consumption rates in most systems are poorly defined
(Packard and others, 1983). Thus, in an attempt to put
the oxygen consumption rates for northern San Francisco
Bay and Chesapeake Bay into perspective, we have
reviewed published oxygen consumption rates from the
ocean and other estuaries.
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Table 1. Estuarine phytoplankton productivity and optical
depth

[Optical depth is the inverse of the diffuse-light extinction coefficient; see text
and references for details regarding this and other estuarine parameters]

Phytoplank-  Opticat
Estuary ton productivity depth References
@Ccm3") (m

Neuse River . ....... 520 0.77 Fisher and others, 1982a.

Chesapeake Bay .. ... 480 91 Boynton and others, 1982;
Champ and others, 1980.

Narragansett ....... 310 98 Furnas and others, 1976;
Oviatt and others, 1981.

Delaware Estuary . ... 290 .67 Pennock and others, 1983.

South River ........ 290 40  Fisher and others, 1982b.

Northern San

Francisco Bay ... ... 110 .50 Cole, 1982; Peterson, 1979.

Wassaw Estuary ..... 90 .56  Turner and others, 1979.

Ems.............. 55 A48 Cadee and Hegman, 1974.

Dollart ............ 13 .11 Cadee and Hegman, 1974.

Reviews by W. Broenkow, R.S. Carney, R. Harvey,
D. Johnson, and A.Y. Ota, discussions with T. Callender,
T.J. Conomos, Douglas Hammond, J.F. Festa, F.H.
Nichols, and J.K. Thompson, and technical assistance of
S. Chapralis, J.S. DiLeo-Stevens, and the San Francisco
Bay and Potomac Estuarine research teams are appreci-
ated.

A CONCEPTUAL MODEL

In this report, the concept of estuaries is simplified
by assuming light intensity as the principal forcing func-
tion for the in-situ production of organic matter. Several
estuaries follow a broad relation between mean annual
productivity and optical depth (table 1). Optical depth is
the reciprocal of the diffuse-light extinction coefficient.

Our model assumes that estuaries having higher
rates of productivity (more available light) support
higher rates of mineralization. This simple model pro-
vides a frame of reference for evaluating some of the
many positive (and negative) feedback mechanisms that
considerably complicate estuaries and facilitates broad
comparisons between diverse estuaries. In general, then,
high rates of mineralization are considered a conse-
quence rather than the cause of high productivity. Addi-
tional assumptions include neglect of water circulation
and mixing effects and nutrient sources, but to some
extent water circulation and mixing must control light
intensity and, therefore, is considered.

METHODS OF STUDY

Phytoplankton productivity was studied in northern
San Francisco Bay during 1976 and 1977 (daylight and
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24-hour rates, Peterson and others, 1984, unpub. data)
and 1980 (24-hour rates, B.E. Cole, 1982) and by others
in Chesapeake Bay during 1977 and 1978 (Kemp anc
Boynton, 1981) and in its tributary Potomac estuary
during 1977 and 1978 (short term, daylight and 24-hour
rates, Cole and Harmon, 1981). Dark-bottle oxyger
consumption was studied in northern San Francisco Bay
during 1976 and 1977 (12- and 24-hour rates, Petersor
and others, 1984, unpub. data),and in Chesapeake Bay
during 1977 and 1978 (Kemp and Boynton, 1981), and ir
its tributary Potomac estuary during 1977 and 1978 (12-
and 24-hour rates, Cole and Harmon, 1981). Sample
locations and methods are detailed in these reports.

For purposes of comparison the following conver-
sion factors were used throughout this paper: optical
depth equals Secchi depth times 1.5 (Holmes, 1970), 1
mole O, produced equals 1 mole C fixed, and 1 mole C
mineralized equals 1 mole O, consumed. Oxygen con-
sumption rates from the various sources were not nor-
malized for temperature effects.

RESULTS AND DISCUSSION

Although observations of dark-bottle oxygen con-
sumption are a gross and relatively low-precision mea-
surement, the results are reproducible. For example, in
agreement with Williams (1982), we saw no significant
differences in dark-bottle rates during the Potomac estu-
arine study between daylight and 24-hour incubation
experiments (for a range in values of 14 to 130 umole O,
L'd? (umole = 10° molecular weight) (the daylight
rate = 0.02 + 1.01 times the 24-hour rate and with a
mean deviation £4.4 pmole O, L™'d?; the correlation
coefficient, R?, = 0.94; the number of samples, n, = 22).
Also, many oxygen consumption rates observed in San
Francisco Bay are probably near our limit of analytical
detection and, therefore, these rates are clearly lower
than those observed in the outer Potomac estuary by use
of the same techniques (fig. 1). Further validation of this
estuarine difference in rates is provided by Kemp and
Boynton (1981). Their measurements in Chesapeake Bay
by different techniques but at the same time of the year
as our Potomac estuary rates showed similar or even
higher values (fig. 1).

On the basis of presently available data, Chesa-
peake Bay has one of the highest phytoplankton produc-
tivities and presumably highest oxygen consumption
rates, whereas northern San Francisco Bay is an estuary
with lIower productivity and oxygen consumption rates
(tables 1 and 2). We explore this difference in the
following way. First the offshore decrease in concentra-
tion of organic matter in the ocean and some of the
consequences with regard to oxygen consumption are
briefly reviewed. Then we characterize some of the









tive to direct estimate of oxygen consumption was made.
It was assumed that the ratio of daylight water-column
oxygen productivity to night respiration was the same in
Narragansett Bay as their observed ratio in experimental
microcosm tanks. Note that annual-mean respiration in
the microcosm tanks including the walls and water but
not bottom sediment was 15 umole O, L™'d"! (Oviatt and
others, 1981). Assuming, then, that night oxygen con-
sumption equals daylight oxygen productivity divided by
1.7 (Oviatt and others, 1981) and assuming a 12-hour
night, oxygen consumption in the bay is 94 mmole md™.
Therefore, for a mean water depth of 9 m (Kremer and
Nixon, 1978) annual mean oxygen consumption is 10
pmole O, L™'d"". Annual mean benthic oxygen consump-
tion is 32 mmole O, m2d"' (Nixon and others, 1976).

Newport River Estuary, Rhode Island

Results for this estuary are included because they
provide an estvarine example in which phytoplankton
biomass is relatively low. As a caution, however, a simple
profile of this system could be misleading because in
contrast to the previously described systems the average
water depth, 1.2 m, is less than the photic depth (Wil-
liams and Murdoch, 1966; Williams, 1966) and benthic
filter feeding is considered to be an important control on
phytoplankton standing stock (Officer and others, 1982).

Annual mean phytoplankton standing stock is 2 X
10° cells L' and (or) 4 pg chlorophyll L'! (Williams and
Murdoch, 1966; Williams, 1966). Annual (net) produc-
tivity, 48 ¢ C m%y”’, must be less than the potential
productivity because the mean depth of the estuary is less
than the photic depth. Using their observation that
water-column respiration is 48 percent gross photosyn-
thesis per unit area, oxygen consumption is 13 umole O,
L'd* (19 in summer and 7 pmole O, L"'d" in winter).

In this estuary annual mean oxygen consumption is
two times higher than the value observed for San Fran-
cisco Bay, whereas productivity is two times lower than
for San Francisco Bay. However, Newport estuary is very
shallow and although productivity on an area basis is two
times lower than for San Francisco Bay, on a volume
basis productivity is about two times higher than for San
Francisco Bay (and oxygen consumption on a volume
basis is also correspondingly higher than for San Fran-
cisco Bay).

Dollart Estuary, The Netherlands

This is an organic-waste-dominated estuary tribu-
tary to the Ems estuary (Van Es and Ruardij, 1982).
Annval mean phytoplankton standing stock is 9 ug
chlorophyll L?, and productivity is only 13 g C m™?y™!, but

waste input is 400 g C m?y" and benthic oxygen con-
sumption is high, between 50 and 60 mmole O, m>d™.

Waste waters of the Dollart are partially mixed and
diluted with waters from the major Ems estuary (Van Es
and Ruardij, 1982). In the Ems, the lowest oxygen
consumption rates are only 6 umole L'*d! (except in the
outer estuary during phytoplankton blooms, when oxy-
gen consumption rates are 10 to 15 umole L''d™"). An
annual average value of oxygen consumption in the
Dollart is about 16 umole L™d. During summer, when
average water temperatures are higher (20°C), oxygen
consumption rates in the Dollart vary from 7 pmole O,
L*d? near the mouth to 30 umole O, L'd" near the
waste-dominated inner reaches. Thus, the carbon fluxes
(phytoplankton plus waste-derived) and oxygen con-
sumption rates are higher than for San Francisco Bay and
similar to values estimated for Chesapeake Bay.

Wassaw Estuary, Mississippi

This system is similar to the Dollart in that nonphy-
toplankton sources of organic matter apparently support
higher rates of oxygen consumption than might be
expected from phytoplankton productivity alone. Annual
mean oxygen consumption is 14 umole O, L''d" and
varies between about 15 to 60 pmole O, L*d' in
summer (Turner, 1978). Although annual mean phyto-
plankton productivity, 90 g C m™y™, is not sufficient to
support these observed rates of dissolved-oxygen con-
sumption (Turner and others, 1979), the shortfall of
organic matter is met by dissolved organic carbon exu-
dates from nearshore macroscopic algae (about 190 g C
m?y’!, Turner, 1978).

Southhampton Estuary, England

Background rates of oxygen consumption in the
upper estuary were between S and 10 gmole O, L'd"
(Lima and Williams, 1978). Rates increased to about 23
umole O, L d™ when chlorophyll peaked to about 24 ug
chlorophyll L™, but these rates may have been up to 2
times higher because phytoplankton activity varied
between 50 and 100 percent after sample processing
(Lima and Williams, 1978).

IMPLICATIONS

Oxygen consumption rates in San Francisco Bay
are consistently lower than in Chesapeake Bay (table 2
and references cited therein) and seem to be in the range
expected on the basis of results from the ocean, other
estuaries, and differences in organic carbon flux such as
phytoplankton productivity per unit area. However, esti-
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mating annual rates of water-column oxygen consump-
tion in estuaries is confounded by two limitations: in
many instances the observed rates are near analytical
precision and the temporal and spatial sampling fre-
quency is minimal. Thus, these differences between estu-
aries are considered qualitatively valid only.

There is a link between phytoplankton productivity
and benthic oxygen consumption in many shallow-water
coastal marine environments including estuaries, even
though only 25 to 50 percent of the supply of organic
matter is mineralized on the bottom (Nixon, 1981).
Potentially, then, almost 50 to 75 percent of the organic
matter is available for mineralization in the water col-
umn, burial in the bottom sediment, or export to the sea.
As an example calculation for the water column, using a
mean-tide water depth of 4 m for northern San Francisco
Bay and our estimated mean oxygen consumption rate of
6 umole O, L''d?, annual water-column consumption of
organic carbon in northern San Francisco Bay is 100 g C
m%y!. This rough estimate suggests that the observed

rates of oxygen consumption are reasonable and close to

what might be expected if phytoplankton are the princi-
pal source of organic matter that is mineralized in the
northern bay (table 1).

Sediment-associated organic matter borne by riv-
ers is also an important source, but some of this organic
matter is undoubtedly refractile and, as such, accumu-
lates in bottom sediment. It is also unknown what frac-
tion of annual phytoplankton productivity supports ben-
thic oxygen consumption. Nevertheless, it seems
impressive that annual mean benthic oxygen consump-
tion rates in Chesapeake Bay (table 4) are equivalent to
150 g C m?y’, because this makes benthic organic-
matter mineralization rates in Chesapeake Bay similar
to, or even possibly higher, than annual mean phyto-
plankton productivity in northern San Francisco Bay
(table 1).

Spatial variability in oXygen consumption rates are
poorly defined but are probably very important to estu-
arine budgets. For example, oxygen consumption rates in
near-surface waters can be higher than at depth because
oxygen consumption in near-surface photic waters
includes respiratory growth and maintenance processes,
whereas oxygen consumption in aphotic waters at depth
may be attributed solely to maintenance processes
(Rivkin and others, 1982). As an example calculation,
using a mean water depth of 7 m (Jaworski, 1981) and an
annual mean oxygen consumption rate of 16 umole O,
L'd' makes annual water-column consumption of
organic carbon in Chesapeake Bay 490 g C my’. This
calculation used average rates of oxygen consumption
from water depths of 3 to 6 m (Kemp and Boynton,
1981). As such the oxygen consumption rates may be
weighted to higher near-surface values than an average
value for Chesapeake Bay as a whole, because more than
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30 percent of the area of Chesapeake Bay is at a water
depth greater than 9 m (Pritchard, 1952). The average
depth of Narragansett Bay is 9 m, and Oviatt and others
(1981) observed that oxygen consumption rates from
samples at depth were frequently less than near-surface
samples (see also Turner and Allen, 1982). On the
average, obviously, amounts of light and photosynthesis
are lower at depth. Similarly, estuary respiration (per
unit volume) in the Newport River was a smaller per-
centage, 19 percent, of gross maximum photosyntheses
(per unit volume at the 50 percent light intensity) in the
two instances of extremely high turbidity (optical depthe
of 0.13 and 0.19 m) in comparison to the estuarine
average of 29 percent (Williams, 1966).

Oxygen consumption rates tend to increase with
increasing chlorophyll concentrations (noted in discus-
sion above and Fisher and others, 1982b). Because
annual mean chlorophyll concentrations in San Franciscc
Bay and Chesapeake Bay are apparently similar (table 2).
specific photosynthetic activity in Chesapeake Bay is
most likely, higher on the average than San Franciscc
Bay. This is probably a physical and physiological conse-
quence of the lower average suspended sediment concen-
tration in surface waters of Chesapeake Bay than in Sar
Francisco Bay (Flemer, 1970; Biggs and Flemer, 1972:
Conomos and others, 1979; Wofsy, 1983; Cole and
Cloern, 1984; Peterson and Festa, 1984).

Although observations of dissolved-oxygen con-
sumption rates are a very gross parameter, such rates
seem to provide a general frame of reference for unan-
swered questions regarding Chesapeake and San Fran-
cisco Bays. High phytoplankton biomass and productivity
support high bacterial biomass and productivity (J.J.
Cole, 1982; Linley and others, 1983; Ducklow, 1983;
Azam and others, 1983) but it remains to be seen if the
average bacterial biomass, productivity, and associated
microbial activities are indeed higher in Chesapeake Bay
than in northern San Francisco Bay.

Estuaries having very high annual rates of phyto-
plankton productivity (table 1) tend to have low ambient
concentrations of dissolved inorganic nutrients, in com-
parison to estuaries having low productivity (Chesapeake
Bay versus San Francisco Bay). Narragansett Bay, in fact.
is considered slightly oligotrophic (Kremer and Nixon.
1978). In the broad range of estuaries considered, we
assumed that organic-matter recycling rates largely
depend on phytoplankton productivity. But in the estu-
aries of relatively high phytoplankton productivity, phy-
toplankton productivity also depends on organic-matter
recycling rates (positive feedback). This is one explana-
tion why long-term increases in nutrient sources are
considered to be an important control altering the bio-
geochemistry of Chesapeake Bay (Officer and others
1984), but perhaps less so for northern San Francisco
Bay.



In summary, it is understandable that there is a
reluctanceto make generalizations about the biogeochem-
istry of estuaries because they are very complex systems
and to a large degree each system is unique. Preliminary
interpretations indicate that estuarine oxygen consump-
tion rates make sense when the magnitude of organic
source is known or approximately known and when
considered on annual or, possibly, seasonal time scales.
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Steady-State Solutions for Concentration of a Solute
with First-Order Decay in a River

By Nobuhiro Yotsukura

Abstract

Many dissolved substances transported in a river are
not conservative and often lose their mass at a rate described
by a first-order reaction. For these types of substances or
solutes, the transport process in an open-channel flow is
linear and the principle of superposition of solutions is valid.

This paper describes the mathematical aspects of
obtaining the steady-state solutions for solute concentration
in steady, nonuniform, riverine flow by application of the
superposition principle. The resulting solutions should be
applicable to a one-, two-, or three-dimensional (space)
problem and be particularly useful for the determination of
first-order decay coefficients from field data.

INTRODUCTION

Many dissolved substances or solutes transported
in rivers are not conservative and often lose their mass at
a rate described by a first-order reaction. One basic
description of the concentration of a nonconservative
solute, C, is to relate it to that of a conservative solute, C,,
by

Cloyat)=m Clayatiep(K). (D

Equation 1 is based on the initial condition that a mixture
of mass, M, of the nonconservative solute and mass, M.,
of the conservative solute is released instantaneously to
the river at =0. The variables x,),z, and ¢ are measures of
longitudinal channel distance, cross-channel distance,
vertical distance above a datum, and time, respectively.
The subscript, ¢, indicates a “conservative” solute con-
centration or “conservative” mass. Equation 1 combines
the concept of first-order decay,

dC
ar ke

with that of the hydraulic transport by advection and
diffusion, which are assumed identical for for both sol-
utes. The decay coefficient, K, is assumed to be effective

from the instant of solute release and to be constant with
respect to time, £. Equation 1 is, thus, valid for unsteady
flow, and provides the most practical description of
first-order decay for the three-dimensional transport
problem in rivers (Holley and Yotsukura, 1984).

When the river flow is steady, it is desirable to have
the steady-state version of equation 1, because the exper-
imental determination of transport parameters tends to
be accomplished more easily and the results are more
reliable statistically under steady-state conditions than
under transient-state conditions. In addition, the steady-
state solution is more compatible with procedures used
to measure naturally occurring solute plumes. These
plumes often exhibit steady-state, transport/decay pat-
terns. It is the purpose of this report to obtain the
steady-state solutions from equation 1, which will be
particularly useful for the determination of X from field
data.

The mathematical technique used throughout this
report is the principle of superposition for a linear
system. It will be applied, first, to the one-dimensional
problem in uniform, open-channel flow to reconfirm the
well-known steady-state solution. This not only provides
a clue to the expected form of solution for nonuniform
flow but also provides physical insight into the relation-
ship between diffusion and decay. The steady-state solu-
tions for nonuniform flow will then be derived by appli-
cation of the same principle. These solutions will be
compared term-by-term with the one-dimensional,
uniform-flow solution to demonstrate the exactness of
mathematical derivations.

STEADY-STATE SOLUTIONS FOR UNIFORM
FLOWS

Consider the one-dimensional transport equation
for a nonconservative solute in steady, uniform flow,

8C  3C__8C
S UG =DigzKC, )
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in which both U, the longitudinal velocity, and D,, the
longitudinal dispersion coefficient, are assumed constant.
For an instantaneous release of mass, M, at x=0, the
transient-state solution is

(x —Ut)?

A\/—exp(— )exp{ } 3)

where A is the constant cross-sectional area. Note that
equation 3 with K=0 provides the expression for C./M_ of
the conservative solute so that equation 3 is a one-
dimensional form of equation 1.

Because equation 2 is a linear, homogeneous,
partial differential equation, the principle of superposi-
tion of solutions is valid (Churchill, 1941). A continuous,
uniform release of mass per time, m, is equivalent to an
infinite number of sequential instantaneous releases with
mdr=M, where r designates the time of solute release
having the same origin as r. The superposition of equa-
tion 3 for all releases between r=0 and r=¢ is (Yotsu-
kura and Kilpatrick, 1973)

Clo)=—m 1
®) A\/417DXJ; Vi-t
K(t-7) kU@ 4)
exp{ K(t —7) 2D (17) }d

By introducing a new variable of integration,
p=Vt—7, increasing ¢ to infinity, and utilizing the well-
known integration formula

[Tew (4

0

2

A Vo
M=\, (5)

equation 4 yields the steady-state solution

Clx)= U\';’_ exp{ZD (1-Vita) }

where the nondimensional parameter, a, is defined by

_4D,K

Equation 6 is identical to the form obtained by O’Connor
and Lawler (1965), who solved the second-order ordi-
nary differential equation obtained by eliminating the
0C/ot term from equation 2.

In order to further simplify equation 6, one needs
to assume that o is much smaller than unity. The term
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V1+a in the denominator of equation 6 will thus be
approximated by unity, while the V1+a term in the
exponential function of equation 6 can be approximated
by 1+a/2. Equation 6 is then simplified to

kx
Co=75 (=7 ) - ®)

Equation 8 is simpler to use than equation 6 for the
determination of K from experimental data. Also, equa-
tion 8 is the solution of equation 2 without the 6C/6¢ and
D,8*C/&x* terms. For this reason, equation 8 is called the
“plug-flow” solution. Fischer and others (1979) have
discussed the physical conditions for which application of
equation 8 in natural rivers is appropriate and concluded
that o must be less than 0.06 for equation 8 to be a
satisfactory solution for nonconservative solutes.

The two- and three-dimensional solutions could be
obtained by employing the same technique as above,
assuming rectangular channel flow, constant velocity, and
diffusion coefficients. Reference is made to Glover
(1964), who applied the superposition principle to a
two-dimensional equation. This solution suggests that
one major condition for the two- and three-dimensional
plug flow solutions is that the nondimensional parameter,
a, be much smaller than unity, as is required for the
one-dimensional solution, also. The deficiency of this
approach, however, is that the velocity is assumed con-
stant in a cross section. As is well known from the
hydraulics of transport (Fisher and others, 1979), the
major contributor to the longitudinal dispersion coeffi-
cient is the variation of longitudinal velocity within a
cross section. Thus, any set of two- or three-dimensional
transport equations with constant velocity, U, is unable to
describe correctly the process of longitudinal dispersion
in which the coefficient is never constant and continues to
increase with time toward an asymptotic one-dimen-
sional value. Because of this problem, the two- and
three-dimensional steady-state solutions with constant
parameters, though elegant in mathematics, do not pro-
vide any more useful information than the one-dimen-
sional solution and, thus, will not be presented here.

STEADY-STATE SOLUTIONS FOR
NONUNIFORM FLOWS

In this approach, one again assumes that the solute
transport is described by a set of linear homogeneous
equations including boundary conditions, whatever these
equations may be. Moreover, strong justification for use
of the principle of superposition comes from empirical
observations that “the one thing that seems to be agreed,
whatever theory one may have about diffusion, is that
diffusing distributions are superposable” (Taylor, 1959).



This approach, similar to the method of unit hydrograph
for linear runoff process, considers that the form of
equation 1 remains the same at a fixed point in a steady
nonuniform flow, as long as the time, ¢, is measured
relative to the time of release.

Consider equation 1 as a superposition response
function. Then by introducing the normalized response
function, f(xy,zt), as

feopaty= —Sclopsl) ©

C.(xy,z,t)dt
0

where f(xy,zt) has the dimension of time™*, one notes

that the area under the curve, f versus ¢, is unity. The
denominator of equation 9 is an expression of the total
solute mass that passed through the point (xy,z) and is,
thus, variable in a cross section.

This variability is accounted for by introducing the
mass distribution factor,¢(xy,z), as

Qf ch(x, ,2,t)dt
p(oyz)=———r—

c

(10)

where Q is the steady river discharge. Because of the
requirement for conservation of mass,

A ©
Mc=j; u(x,y,z)J; C.(xyzt)dtda, (11

where u(xy,z) is the longitudinal velocity and da desig-
nates an infinitesimal cross-sectional area and the inte-
gration with respect to da covers the entire
cross-sectional area, A.

Note that ¢(x,y,z) is defined as a nondimensional
parameter independent of ¢ and in view of equations 10
and 11,

[ o6er2) utsyzjda=o. (12)

When the integral, f C.(xyzt)dt, of equation 10 is
constant in a cross sectlon equations 10 and 11 show that
o(xy,z) becomes unity.

Substituting equations 9 and 10 into equation 1,
one is able to reduce the latter to

Clinat)=gptonz) f (iyat) exp( =K1 ). (13)

A continuous uniform release of mass per time, m, of a
nonconservative solute is again considered as equivalent
to an infinite number of sequential releases with mdr=
M, so that the superposition of equation 13 is

C(xy,z,r)=g¢(c,y,z) fo Tz t-r)exp{~K(t-r)dr} . (14)

Introducing a new variable of integration p=¢—7, and
increasing ¢ to infinity, one obtains the steady-state
solution by superposition that is expressed as

C(xy,1)=g¢(£y,z,) j; wf(xy,z, ) exp( —Kp)dp . (15)

In order to reduce equation 15 to a more tractable
form, first revert to the more familiar notation, ¢, from p
without losing generality of the discussion. Following the
definition of equation 9, one obtains

f Tfospatpdr=1. (16)

The mean travel time, £ (x,y,z), is the first-order moment
of f, or

f(oyat)= J; eyt . (17)

The results of uniform flow analysis, in particular,
equation 8, strongly suggest that the integral of equation
15 will be related to exp{—Kf (xy,z)}, where £ is analo-
gous to x/U of equation 8. This was confirmed, also, by
numerical integration of the one-dimensional response
functions measured in Cowaselon Creek (Yotsukura and
others, 1983). Following this clue, assuming K to be
constant, utilizing equation 16 and 17, and expanding the
exponential functions into series form, one obtains

J; wf(x,y,z, t) exp( —Kt)dt—exp {kf(x, 22Z) }

2 —1) K" w _
_ 2(_1)7__ [ [yt~ (x,y,z))"], (18)

n=2

where 7 is an integer index.
The right-hand side of equation 18 can be shown by
some tedious mathematical manipulations to be

SEUET S rresyznde-wuz) ]

n=2

X (-1)'K"

=eXp{‘Kf_ (3:2) Py

n=2

[ =Py fempanar (19)
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so that the integral term of equation 15 reduces to

fo “fley,t) exp( ~Kt)de

«©

(~YK
!

=6XP{"K’_ y2) }1+ p

fo “(e~Fep2)) flopztdt . (20)

Designating the bracketed term of equation 20 as the
correction term, E(x,y,z), one can obtain the final form of
the steady-state solution, which may be written from
equation 15 as

Cley2) =7 )E(spz)exp {-xmya} e

where

Exyz)=1+ 2(;1;1)—,':@

n=2

f (=T op2))'f eyt . (22)

Because the above superposition involves only
time-dependent variables, equations 21 and 22 are inde-
pendent of spatial dimensions and thus valid for one-,
two-, or three-dimensional problems, except that ¢=1
for a one-dimensional problem as noted before. For a
typical form of f(xyzt) in natural rivers and for a
moderate value of K, the summation term of equation 22
tends to be much smaller than unity, so that equation 21
may be approximated by

Clana)=go0na) o {~K(xya) - 23)

Equation 23 is comparable to equation 8 for uniform
flow and may be designated as the plug flow solution for
nonuniform flows. The requirement that the summation
term of equation 22 must be much smaller than unity
corresponds to the condition that o of equation 7 be
much smaller than unity for the use of equation 8.
Equations 21, 22, and 23, therefore, generalize the
description of steady-state solute concentration, which
appears so far to have been provided only by the one-
dimensional, uniform-flow solution (Fischer and others,
1979).
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EXAMPLE CALCULATIONS

Because the development from equation 15 tc
equations 21 and 22 involves rather tedious manipula-
tions that are cumbersome to present in detail, it is
worthwhile to illustrate the equivalence of these two sets
of equations by means of examples.

For the first example, assume a rectangular nor-
malized response function such that f(¢) is constant, 1/L
for t, <t <tp, where t,—t,=L, and f{t) is zero for al’
other ¢ values. The spatial dimension of the response
function is immaterial, thus the following equations will
neglect it. Assuming m$/Q=1 for simplicity, equation 15
is written and integrated directly as

]l
c= j:\ exp(—Ki)dt

{050 Yen &), @8
where
r=’D;’A : (25)

Equations 21 and 22 may be combined as

]

-1)"K" {0 1
=1+ YUK (oo _ppd KF
c=[ 2, - f, (=7 fdt] exp(=KT), (26)
in which the integration can be carried out directly.
Equation 26 thus becomes

C=P+

By expanding exp(KL/2) and exp( —KL/2) and arranging
the terms in series form with increasing power of KL, the
first four terms of equation 24, which represents equa-
tion 15, can be shown to be identical to those evident in
equation 27, which represents equations 21 and 22. This
example demonstrates that equation 21 is valid for the
response function, which has a finite duration between ¢,
and fp,, but is discontinuous at ¢/, and f;,.

For the second example, consider the one-dimen-
sional problem in a uniform flow discussed previously.
The normalized response function, f(xt), can be obtained
from equation 3 by letting K=0 for the conservative
solute and noting that

K’L? KLt KeL®
(2)(12) " (24)(80) ' (720)(448) "

] exp(—KP). (27)

fm C.(xt)dt=M_/AU.
0

Following the definition of equation 9, then



fost)= xp{ i 2) @9
VaxD 4Dt

The steady-state solution expressed by equation 15 was
obtained previously as equation 6. Assuming m/AU=1
for simplicity, equation 6 is rewritten as

1
C(x)=\/_aexp {B(l—\/1+a) } 29)

where the nondimensional parameter, o, was defined by
equation 7, and 8 is defined by

xU |
2D

B= (30)

X

By expanding the V' 1+« term in the exponential function
of equation 29 by means of the binomial formula and
noting that af8/2=Kx/U, equation 29 is expanded partially
as

2 3 4
C(x)=(1+d)"l'2exp[8g B_lié+51‘;0é ...]exp[l—g].(ﬁ)

The preliminary step needed to express equation
21 and 22 in a form comparable with equation 31 is to
calculate various moments from equation 28. The first
four moments are given as the following:

x (B+1)
Fo= [t amna=5 5= (32)
e 2 _ﬁ (B+2)
J 700 pesnar=Tz S5 (33)
[“e-reor = OB ng (aa)
f =7 fonnpir=g SEEZEED) a5

The specific form of equations 32 through 35, in
which the term (%)" is retained for the purpose of
combining it with the term Kn of equation 22, permits
one to express (—) —(—g)" Substituting equations 32

through 35 into equations 21 and 22 with some manipu-
lations, one obtains

C(x)=exp [——][1 b A (8 +82) o

(38+8)0® (38+278+60)a’
48 384

] exp[—%‘]. (36)

Expanding equations and 31 and 36 further, except

the term exp( — ——), ca]culatmg the product terms, and
arranging the resultlng series in the increasing order of
power of a, one can show that equation 31, which
represents equation 15, and equation 36, which repre-
sents equations 21 and 22, are identical term by term up
to the order of a*. This calculation confirms that the term
V1+« in the demoninator of equation 6 is necessary to
provide the exact superposition solution. Also, note that
f (x) given by equation 32 is not the same as x/U, and the
third moment given by equation 34 is not zero. This is
because equation 28 has a slightly skewed distribution
with respect to 7 (x), as it is considered to be the function
of t at a fixed distance x.

The above example calculations, though limited to
several initial terms of the infinite series, appear suffi-
cient in demonstrating that equation 21 and 22 are the
exact steady-state solution obtained by the principle of
superposition.

SUMMARY

It has been shown that, if the mass of a nonconser-
vative solute decays according to a first-order reaction
rate, the steady-state solution for solute concentration in
nonuniform, open-channel flow can be obtained by
applying the principle of superposition to an unspecified
response function. Equations 21 and 22 provide a solu-
tion that is applicable to any one-, two-, or three-
dimensional problem. Equation 23 is a plug flow approx-
imation of the steady-state solution and provides the
simplest form for the calculation of decay coefficients
from experimental data. For this approximation, how-
ever, the summation term of equation 22 must be much
less than unity. For a typical response function of several
hours duration in rivers and for a moderate value of K on
the order of 4 day™" or less, the summation term may not
exceed 0.04, normally. However, the assessment of phys-
ical situations suitable for use of these solutions is
beyond the scope of this report and will be based on
future experimental observations.
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Fire-Related Debris Flows in the Beaver Creek
Drainage, Lewis and Clark County, Montana

By Charles Parrett

Abstract

A moderate August 1984 rainstorm produced substan-
tial debris flows from tributaries of Beaver Creek, a small
Missouri River tributary located near Helena, Montana. The
debris flows occurred only in the parts of the drainage that
had been burned by an extensive forest fire just prior to the
rainstorm. Peak debris discharges were determined at 31
sites by using a variation of the slope-area, superelevation,
and critical-flow methods and were determined to be close to
or larger than maximum known water floods in Montana.

Unit peak discharges ranged from 0.4 to 34,000 cubic
feet per second per square mile, with the largest value and
most spectacular debris flow occurring in Bear Guich Creek.
The Bear Gulch Creek debris flow apparently was triggered
by mass erosion of burned topsoil near the drainage divide.
The flow increased by bulking until it reached an estimated
peak of 29,900 cubic feet per second at a measurement site
0.7 mile upstream from the mouth. The discharge rapidly
attenuated to 3,100 cubic feet per second about 0.4 mile
downstream. The large peak and rapid attenuation are
presumed to result from debris damming and subsequent
release near the upstream measurement site.

The peak debris discharge at the upstream measure-
ment site on Bear Gulch Creek was determined by the
superelevation method. The computed discharge was then
used in the slope-area equation to solve for Manning’s n
value, and it was found that the n value had to be doubled to
account for the additional energy loss caused by the debris
load. The doubling of n values was presumed to be applica-
ble to all other disch<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>