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PREFACE
Selected Papers in the Hydrologic Sciences, a U.S. Geological Survey- 

managed journal-type publication in the Water-Supply Paper series, is aimed at 
meeting widespread public and professional needs for results of broad-based 
integrated hydrologic studies derived from the Federal research program, Federal- 
State cooperative program, and, to some extent, work done on behalf of other 
Federal agencies. This is the fifth issue of the series and comprises 12 topical 
papers that address a broad range of topics including biochemistry, atmospheric 
hydrology, ground- and surface-water hydrology, and selected geologic and chemi­ 
cal techniques for hydrologic studies.

Selected Papers is intended to serve as a forum that encourages dialog 
between readers and authors. Participation in such dialog among hydroscientists 
within and outside the Federal sector would be beneficial. Discussion papers by all 
members of the hydroscience community are desired. A discussion section for 
readers' comments and authors' replies will be included in each issue. Such discus­ 
sion papers for this issue will be open until September 1989. Address comments to 
Editor, Selected Papers in the Hydrologic Sciences, U.S. Geological Survey, 444 
National Center, Reston, VA 22092.

Seymour Subitzky 
Editor

Preface



SI and Inch-Pound Unit Equivalents
International System of Units (SI), a modernized metric system of measurement. All values have been rounded to four significant digits. Use of 
hectare (ha) as an alternative name for square hectometer (hm2) is restricted to measurement of land or water areas. Use of liter (L) as a special name 
for cubic decimeter (dm3) is restricted to the measurement of liquids and gases.

Multiply SI units By
To obtain inch-pound

units

Length
micrometer (u.m)
millimeter (mm)
centimeter (cm)
meter (m)

kilometer (km)

0.000 039 37
0.039 37
0.393 7
3.281
1.094
0.621 4

inch (in)
inch (in)
inch (in)
foot (ft)
yard (yd)
mile (mi)

Area
centimeter* (cm2)
meter2 (m2)

hectometer2 (hm2)
kilometer2 (km2)

0.1550
10.76

1.196
0.000 247 1
2.471
0.386 1

inch2 (in2)
foot2 (ft2)
yard2 (yd2)
acre
acre
mile2 (mi2)

Volume
centimeter3 (cm3)
milliliter (mL)
liter (L)

meter3 (m3)

kilometer3 (km3)

0.061 02
0.061 02

61.02
0.035 31

33.82
2.113
1.057
0.2642

35.31
1.308

264.2
0.000 810 7
0.239 9

inch3 (in3)
inch3 (in3)
inch3 (in3)
foot3 (ft3)
ounce, fluid (oz)
pint(pt)
quart (qt)
gallon (gal)
foot3 (ft3)
yard3 (yd3)
gallon (gal)
acre-foot (acre-ft)
mile3 (mi3)

Mass
microgram (pig)
gram (g)
kilogram (kg)

0.000 015 43
0.035 27
2.220 5

grain (gr)
ounce, avoirdupois (oz avdp)
pound, avoirdupois (Ib avdp)

Multiply SI units By
To obtain inch-pound 

units

Mass per unit volume

microgram per liter (u.g/L) 
milligram per liter (mg/L)

0.000 058 41
0.058 41

grain per gallon (gr/gal) 
grain per gallon (gr/gal)

Mass or volume per unit time (includes flow)

gram per minute (g/min) 

milliliter per minute (mL/min)

liter per second (L/s) 
meter3 per second (m3/s)

meter per second (tn/s) 
meter per day (m/d)

0.035 27 

0.033 82

0.035 31 
15.85 
35.31 

15850 
3.281 
3.281

ounce (avoirdupois) per 
minute (oz/min) 

ounce (fluid) per minute (oz/ 
rain) 

foot3 per second (ft3/s) 
gallon per minute (gal/min) 
foot3 per second (ft3/s) 
gallon per minute (gal/min) 
foot per second (ft/s) 
foot per day (ft/d)

Transmissivity

meter2 per day (m2/d) 10.76 foot2 per day (fl2/d)

Force per unit area

kilopascal (kPa) 0.14503
kilogram per meter2 (kg/m2) 0.204 8
kilogram per meter3 (kg/m3) 0.624 6

pound-force per inch2 (lbf/in2) 
pound-force per foot2 (lbf/ft2) 
pound-force per foot3 (lbf/ft3)

Temperature

degree Celsius (°C) Temp °F= 1.8 temp "C+32 degree Fahrenheit (°F) 

Specific conductance

microsiemens per centimeter at 1.000
25 degrees Celsius (uS/cm
at 25 °C) 

millisiemens per meter at 25 1.000
degrees Celsius (mS/m at
25 °C)

micromho per centimeter at 25 
degrees Celsius (^mho/cm 
at 25 °C)

millimho per meter at 25 de­ 
grees Celsius (nunho/m at 
25 °C)

Any use of trade names and trademarks in this publication is for descriptive purposes only and does not constitute endorsement by the U.S. Geologi­ 
cal Survey.
National Geodetic Vertical Datum (NGVD) of 1929: A geodetic datum derived from a general adjustment of the first-order level nets of both the 
United States and Canada, formerly called "Mean Sea Level."
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Use of Aeromagnetic Data to Define Boundaries of a 
Carbonate-Rock Aquifer in East-Central Nevada
By Russell W. Plume

Abstract

A major problem in the study of ground-water flow 
systems in carbonate rocks in the eastern Great Basin is that 
of defining flow-system boundaries. Aeromagnetic data have 
been used to define such boundaries in a part of the White 
River flow system of eastern Nevada. In the northern part of 
this flow system, the upper Precambrian and Paleozoic 
stratigraphic section consists of about 40,000 feet of clastic 
and carbonate sedimentary rocks. The carbonate-rock aqui­ 
fer in this area is contained within two units of carbonate 
rocks that are separated by a relatively thin unit of clastic 
rocks.

Two models of subsurface geology based on interpre­ 
tation of aeromagnetic data indicate that the northern part of 
the flow system is bounded on the east and west by 
Cretaceous and Tertiary granitic intrusions. In between, the 
stratigraphic section is underlain by either Precambrian base­ 
ment or by younger granitic rocks. Although either model is 
considered geologically reasonable, the Precambrian base­ 
ment model is favored because the configuration of the 
basement surface seems to coincide with inferred fault 
offsets of the base of the stratigraphic section. This suggests 
that stratigraphic thickness can be used to estimate possible 
aquifer thickness in the northern part of the White River flow 
system. In this area, the maximum thickness of the 
carbonate-rock aquifer is still uncertain but probably is less 
than about 26,000 feet; its width is about 25 miles, in contrast 
to an earlier estimate of 15 miles. With this revised value of 
flow-system width, the transmissivity of the aquifer is an 
estimated 20,000 feet squared per day, whereas the earlier 
estimate was 30,000 feet squared per day.

INTRODUCTION

The eastern Great Basin (eastern Nevada and 
western Utah) is underlain by thick sections of Paleozoic 
carbonate rocks (limestone and dolomite) that contain 
several regional ground-water flow systems. A major 
difficulty involved with the study of these flow systems is 
that of defining their base and lateral limits. These 
properties are difficult to define for at least three rea­ 
sons: first, deep borehole data for the Precambrian and 
Paleozoic sections generally are not available; second,

the complex geology of the Great Basin makes estimates 
of aquifer thickness based only on stratigraphic thickness 
uncertain; and third, water-level data from wells, mines, 
and regional springs representative of the carbonate-rock 
aquifer are sparse, they generally represent heads in the 
shallower part of the aquifer, and they indicate only 
general directions of ground-water movement. This 
paper shows how aeromagnetic data were used to define 
the lateral boundaries and possible base of part of a 
carbonate-rock aquifer in east-central Nevada (fig. 1). 
These properties are important because they are directly 
related to other aquifer properties such as transmissivity 
and cross-sectional area of flow.

This work was done as part of the Great Basin 
Regional Aquifer-System Analysis Program. The overall 
study is one of a series of systematic studies of regional 
aquifer systems being made by the U.S. Geological 
Survey throughout the United States.

One of the first carbonate-rock flow systems to be 
recognized and described in the Great Basin was the 
White River flow system in eastern Nevada (Eakin, 
1966); it consists of 13 valleys, 6 of which are tributary to 
the Colorado River via ephemeral streams and the other 
7 of which are topographically closed (Eakin, 1966, p. 
251-253). Eakin showed that the flow system is con­ 
tained within Paleozoic carbonate rocks that underlie the 
mountains and valleys of the area. Furthermore, he 
tentatively considered the lateral limits of the flow system 
to be ground-water divides that coincide with the outer 
topographic divides of valleys in the system. Eakin 
described in broad terms the regional geology of the flow 
system, the regional movement of water, and a water 
budget. For the northern part of the flow system (north 
end of White River Valley), he estimated an effective 
aquifer width of 15 mi and a transmissivity of 30,000 ft2/d 
(1966, p. 266).

The area discussed in this paper is near the north 
end of the White River flow system (figs. 1 and 2). This 
area includes the north end of White River Valley, Jakes 
Valley, and parts of the White Pine and Egan Ranges. 
The line A-A' in figures 1 and 2 shows the location of a 
geologic section and magnetic profile, both of which are

Use of Aeromagnetic Data to Define Boundaries of a Carbonate-Rock Aquifer in East-Central Nevada 1
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Figure 1. Hydrogeologic map of the study area. Abbreviations: E, Egan Range; J, 
Jakes Valley; N, Newark Valley; R, Railroad Valley; S, Steptoe Valley; W, White Pine 
Range; WR, White River Valley.

used to describe the subsurface geology across the flow 
system and to define aquifer boundaries. The line is 
normal to the regional southward flow of ground water. 

The area of the White River flow system in eastern 
Nevada is one where north-south-trending mountains 
and valleys are as much as 100 mi long and 15 mi wide. 
Altitudes generally range from 2,000 to 6,000 ft above 
sea level at valley floors and from 5,000 to almost 11,000 
ft along the crests of mountain ranges. The area is arid to 
semi-arid, although the higher mountains receive sub­

stantial amounts of winter precipitation, part of which 
becomes ground-water recharge. Much recharge occurs 
in the north part of the flow system (part of the study 
area) because this is the area of highest altitude in the 
flow system, typically 6,000 ft in valleys and 8,000 to 
nearly 11,000 ft in mountains.

REGIONAL GEOLOGY
The continental margin of western North America 

was located in what is now eastern Nevada from late

Selected Papers in the Hydrologic Sciences



EXPLANATION

BASIN-FILL DEPOSITS-Poorly sorted to 
unsorted, unconsolidated to consolidated 
deposits that range in size from clay to 
boulders

VOLCANIC ROCKS--Andesite, rhyodacite, and 
latite lava flows and air-fall and 
ash-flow tuffs

QUATERNARY 
AND TERTIARY

  TERTIARY

INTRUSIVE ROCKS-Monzonite and granodiorjtej 

CARBONATE ROCKS-Mostly limestone, but ~~|_ 
includes some sandstone and dolomite _J

CLASTIC ROC KS-Shale, sandstone, siltstone, I 
claystone, and limestone I

CARBONATE ROCKS-Mostly limestone and 
dolomite, but includes some sandstone and 
shale

CLASTIC ROCKS-Mostly quartzite and shale

TERTIARY AND 
CRETACEOUS

PERMIAN AND 
PENNSYLVANIAN

MISSISSIPPIAN 
AND DEVONIAN

DEVONIAN TO 
MIDDLE CAMBRIAN

LOWER CAMBRIAN 
AND PRECAMBRIAN

  CENO2OIC

CENOZOIC AND 
MESOZOIC

  PALEOZOIC

PALEOZOIC AND 
PRECAMBRIAN

HIGH-ANGLE FAULT-Dashed where 
approximately located; dotted where 
concealed

  LOW-ANGLE FAULT-Dashed where approximately 
located. Barbs on upper plate

A'
LINE OF MAGNETIC PROFILE AND GEOLOGIC 

SECTION-See figures 2-4

DRAINAGE DIVIDE-Constitutes Eakin's (1966) 
topographic boundary of White River flow 
system

Precambrian time through the Paleozoic and Early Trias- 
sic (Hose and Blake, 1976, p. 3; Stewart, 1980, p. 14, 
35-36, and 60). During that period, a section of marine 
clastic and carbonate sedimentary rocks as thick as 
40,000 ft accumulated (Humphrey, 1960, p. 9; Drewes, 
1967, p. 4-6; Moores and others, 1968, p. 1707; Hose and 
Blake, 1976, p. 3-16; Stewart, 1980, p. 14-64). For 
purposes of this study, the section has been divided into 
four hydrogeologic units (fig. 1): (1) upper Precambrian 
and Lower Cambrian clastic rocks (about 14,000 ft 
thick); (2) Middle Cambrian to Devonian carbonate 
rocks (about 16,000 ft); (3) Upper Devonian and Missis- 
sippian clastic rocks (about 3,000 ft); and (4) Pennsylva- 
nian and Permian carbonate rocks (about 6,800 ft). The 
base of this section is not exposed in east-central Nevada; 
however, the oldest rocks of the section presumably 
overlie Precambrian basement (metamorphic and gra­

nitic rocks), as they do in southern Nevada and eastern 
California. Locally, the rocks of the section are intruded 
by Cretaceous and Tertiary granitic rocks and are over­ 
lain by Tertiary volcanic rocks. Basin-fill deposits of 
Tertiary and Quaternary age overlie large areas of the 
older rocks, as shown on figure 1.

The major structural features of east-central 
Nevada are extensional faults of Cenozoic age that 
include both low- and high-angle normal faults. These 
faults produced the present-day topography of the 
region. Low-angle faults generally have moved younger 
rocks over older ones and have resulted in apparent 
thinning of the stratigraphic section. These structural 
features have been recognized in the White Pine Range 
(Moores and others, 1968, p. 1713-1724), the Egan 
Range (Hose and Blake, 1976, p. 30), and east of the 
study area in the Schell Creek and Snake Ranges

Use of Aeromagnetic Data to Define Boundaries of a Carbonate-Rock Aquifer in East-Central Nevada 3
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Figure 2. Aeromagnetic map and profile of the study area. Abbreviations: E, Egan Range; J, Jakes Valley; N, 
Newark Valley; R, Railroad Valley; S, Steptoe Valley; W, White Pine Range; WR, White River Valley.
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EXPLANATION

r   1 BASIN-FILL DEPOSITS

Hill SEDIMENTARY AND VOLCANIC ROCKS

   INTRUSIVE ROCKS

LINE OF EQUAL MAGNETIC INTENSITY--Shows total-intensity 
magnetic field of the Earth, in negative gammas, relative to 
arbitrary datum. Interval 50 gammas. See text for 
sources of data

DRAINAGE DIVIDE-Constitutes Eakin's (1966) topographic 
boundary of White River flow system

(Drewes, 1967, p. 66-70; Gans and others, 1985). High- 
angle normal faults cut the upper plates of low-angle 
faults and in some cases have been shown to flatten and 
merge at depth with low-angle faults (Allmendinger and 
others, 1983, p. 535; Gans and others, 1985, p. 193).

The carbonate-rock aquifer of the White River 
flow system comprises parts of the Pennsylvanian and 
Permian and the Middle Cambrian to Devonian carbon­ 
ate rocks, along with the intervening Upper Devonian 
and Mississippian clastic rocks. The clastic rocks may be 
a local barrier to ground-water flow. Fault offsets, how­ 
ever, have juxtaposed the upper and lower carbonate- 
rock units (figs. 1 and 4), and for this reason, the 
carbonate-rock aquifer, when considered over large 
areas, can be treated as a single unit even though it 
consists of parts of three hydrogeologic units. The strat- 
igraphic thickness of this combined carbonate- and 
clastic-rock unit is about 26,000 ft (see previously listed 
thicknesses). The base of the aquifer is presumed to be 
no deeper than the top of upper Precambrian and Lower 
Cambrian clastic rocks, but it is probably much shallower 
than that.

MAGNETIC ANOMALIES

Figure 2 shows an aeromagnetic map1 of the area 
shown in figure 1 and a magnetic profile along \ineA-A'.

1 Changes in the intensity of a magnetic field such as that shown 
in figure 2 are mainly caused by differences in the magnetic-mineral 
content of adjacent bodies. For instance, sedimentary rocks such as 
those of the Paleozoic section usually have low concentrations, at most, 
of magnetic minerals. In contrast, volcanic and intrusive rocks have 
relatively high concentrations of magnetic minerals. A magnetic body 
will produce a relatively strong anomaly when it is at or near land 
surface, but the intensity of the anomaly becomes weaker as the depth 
to the body increases.

The map, which depicts the total-intensity magnetic field 
of the Earth relative to an arbitrary datum, is based on 
three aeromagnetic surveys made in 1975 (U.S. Geolog­ 
ical Survey, 1976a, b, and c). The surveys were flown at a 
barometric altitude of 11,500 ft along north-south flight 
lines spaced at 1-mi intervals.

Three magnetic anomalies on the map may have 
sources that are hydrologically significant. Two are 
prominent magnetic highs in the Egan and White Pine 
Ranges and the third is a broad magnetic low along the 
west side of White River Valley and the east side of the 
White Pine Range. This paper demonstrates that source 
bodies for the two highs are lateral boundaries of the 
aquifer and that the source for the low can be used to 
estimate a possible maximum depth to the base of the 
aquifer. Each anomaly is described below.

The elongate anomaly along the west side of the 
Egan Range and the east side of White River Valley was 
described by Brokaw and others (1962) and Carlson and 
Mabey (1963). They concluded that (1) the source for the 
high at the north end of the anomaly is a monzonite- 
porphyry intrusion at the Robinson mining district near 
Ely, (2) monzonite dikes near the high at the south end of 
the anomaly suggest a relatively shallow intrusive body, 
and (3) the two bodies are connected at depth. Carlson 
and Mabey (1963) estimated that the depth to the top of 
the source at the south end of the anomaly is about 3,000 
ft below the floor of the White River Valley.

The circular high on the west side of the White 
Pine Range is also associated with nearby intrusive rocks 
(fig. 2). Two granodiorite stocks have been mapped on 
the west side of the range (Humphrey, 1960), and the 
close association of these outcrops with the anomaly 
strongly suggests that the source is a large igneous 
intrusion. The depth to the top of the intrusive body on

Use of Aeromagnetic Data to Define Boundaries of a Carbonate-Rock Aquifer in East-Central Nevada 5



the south side of the anomaly (the area where \ineA-A' 
crosses) is estimated to be 9,000 ft, on the basis of the 
gradient-analysis method of Vacquier and others (1951). 
The source for the broad low on the west side of White 
River Valley and east side of the White Pine Range (fig. 
2) most likely is either Precambrian basement or Creta­ 
ceous and Tertiary granitic rocks. Regardless, the source 
is deeply buried, possibly beneath the entire accumula­ 
tion of upper Precambrian and Paleozoic sedimentary 
rocks.

MODELS OF SUBSURFACE GEOLOGY

The magnetic profile shown in figure 2 was used to 
develop two theoretical models of the subsurface geology 
along \ine,A-A' (fig. 3). Model bodies are defined in the 
x and z directions (horizontal and vertical directions 
along the profile), and also in they direction (normal to 
the profile). Each of the models shown in figure 3 is 
accompanied by two magnetic profiles: the measured 
data (solid curve) and the profile computed from the 
model (dotted curve). The close fits of the measured and 
computed profiles shown in figures 3/4 and B were 
achieved by using reasonable values of magnetic suscep­ 
tibility for model bodies and then adjusting model geom­ 
etry. They are not unique solutions, however, because 
similar fits could be achieved with different susceptibili­ 
ties and appropriate changes in model geometry.

Some parts of the models are fairly well con­ 
strained. For instance, the steep gradients of the anom­ 
alies along the observed profile define the horizontal 
positions of associated source bodies to within several 
thousand feet. Further, gradient analyses (see previous 
section) provide estimated depths to these sources. The 
base of each of the models is loosely constrained by an 
estimated depth of 60,000 ft to the Curie-point temper­ 
ature (A.H. Lachenbruch, U.S. Geological Survey, oral 
commun., 1984), which is the temperature at which rocks 
become demagnetized. Although this depth is uncertain 
in eastern Nevada, it provides a tentative lower limit for 
the models. Model properties that are not constrained 
are magnetic susceptibilities for all bodies and the geom­ 
etry of body 2 (fig. 3). Because of these uncertainties, 
estimated depths based on the models may be in error by 
25 percent or more.

The two models shown in figure 3 are presented as 
possible solutions, both considered to be geologically 
reasonable. For both models, the dimensions for body 1 
in the y direction are 4 mi north and 6 mi south of line 
A-A' and those for body 3 are 10 mi north and 7 mi south 
of the line. Body 2, in contrast, was modeled as a slab of 
infinite extent in they direction. Bodies 1 and 3 in figures 
3/4 and B are assumed to be granitic intrusions with

magnetic susceptibilities2 of 0.001. Body 2 was assumed 
to be either Precambrian basement or Tertiary or Cre­ 
taceous granitic rocks. The values of susceptibility used 
for this body are 0.0001 for figure 3A (T.G. Hildenbrand, 
U.S. Geological Survey, oral commun., 1984) and 0.001 
for figure 3B.

The values of susceptibility that were used for the 
models are order-of-magnitude estimates that fall within 
the ranges of values for granitic and metamorphic rock? 
(Lindsley and others, 1966, p. 548). In addition, values- 
used for bodies 1 and 3 provided fits within the vertical 
constraints described above. Figure 3 shows that order- 
of-magnitude changes in the susceptibility of body 2 dc 
not greatly affect the configuration of either model. 
However, such changes cannot be made for bodies 1 anc1 
3 without producing unreasonable models.

INTERPRETATION OF THE GEOLOGIC 
MODELS

The models discussed above and the geology 
mapped by Hose and Blake (1976) were used to con­ 
struct a geologic section along line, A-A' across the north 
part of the White River flow system (fig. 4). The section 
shows that the flow system is bounded on the west by a 
granitic intrusion that underlies the west side of the 
White Pine Range and on the east by a granitic intrusion 
that underlies the west side of the Egan Range and th? 
east side of White River Valley. Between the intrusive 
bodies, a thick section of faulted upper Precambrian and 
Paleozoic sedimentary rocks overlies either Precambrian 
basement or a younger granitic intrusion. The long- 
dashed line in figure 4 is the base of the stratigraphic 
section, assuming (1) an approximate thickness of 40,001 
ft and (2) no structural thinning or thickening caused by 
low-angle faults, folds, or regional tilting. This second 
assumption is unverified in the study area but is useful 
for comparing stratigraphic thickness to estimates of 
apparent thickness. The line above and the line below the 
long-dashed line are the modeled configurations for the 
upper surface of magnetic basement (body 2, fig. 3). The 
dotted line is the hypothetical surface of Precambrian 
basement, which is from 35,000 to 45,000 ft below land 
surface along the section. The deeper dashed-dotted lire 
is a hypothetical granitic intrusion at a depth of about 
45,000 ft.

2 Magnetic susceptibility is a dimensionless quantity that differs 
in magnitude, depending on which system of units is used. The tvo 
systems of units conventionally used in geophysics are the meter- 
kilogram-second (SI) system and the centimeter-gram-second (CG") 
system. Values of magnetic susceptibility used in this paper are based 
on the COS system. For more details, see Sheriff (1980, p. 134-135 
and 143).
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The stratigraphic section in figure 4 depicts several 
structural blocks bounded by high-angle faults. The 
positions of these faults at depth are considered diagram­ 
matic because no proof exists that they extend to the

depths shown. The fault offsets are inferred from the 
geologic map. Even with these limitations, however, the 
geologic section suggests a possible relationship between 
the modeled configuration of the hypothetical Precam-
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brian basement and the base (possibly faulted) of the 
upper Precambrian and Paleozoic section (long-dashed 
line). The gradual rise in the Precambrian basement 
surface from west to east, as shown in figure 4, may 
instead be an abrupt rise owing to fault offset. At these 
great depths, an abrupt offset of magnetic material, such 
as Precambrian basement, probably would be reflected 
as a gradual lateral change in the magnetic field.

The hypothetical Precambrian basement model 
(dotted line in figure 4) is considered to be the more 
realistic of the two models in figure 3, although, as stated 
earlier, either model is geologically reasonable. The 
Precambrian basement model indicates that the 
carbonate-rock aquifer in the northern part of the White 
River flow system may be as thick as 26,000 ft (stratigra- 
phic thickness), and either model indicates that the 
aquifer is about 25 mi wide. This width contrasts with 
Eakin's (1966, p. 266) estimate of 15 mi for the flow 
system at the north end of White River Valley. The actual 
thickness of the aquifer probably is less than 26,000 ft 
because lowest parts of the carbonate rocks may not be 
permeable if fractures are not wide enough to store and 
transmit water.

HYDROGEOLOGIC IMPLICATIONS

This study has shown that carbonate-rock aquifer 
boundaries in part of the White River flow system consist 
of large granitic intrusions rather than ground-water 
divides that coincide with topographic divides between 
valleys. Interpretation of aeromagnetic data indicates 
that the aquifer width is about 25 mi, compared to the 
width of 15 mi estimated by Eakin (1966, p. 266). This 
difference in aquifer width would significantly change 
Eakin's estimate of transmissivity that he made for the 
flow system at the north end of White River Valley 
(30,000 ft2/d). His estimate is based on a form of Darcy's 
Law:

Q=Tiw 
where Q = underflow through the aquifer, in cubic

feet per day;
T = transmissivity, in feet squared per day; 
/ = gradient of the potentiometric surface, in

feet per foot; and 
w = aquifer width, in feet.

Using Eakin's values for underflow and gradient and the 
value of flow-system width determined from this study, 
the estimate of T would be about 20,000 ft2/d.

Interpretation of the data also suggests that strati- 
graphic thickness can be used for estimating possible 
aquifer thickness in this part of the White River flow 
system. The techniques used in this study are considered 
to have potential application for defining similar

carbonate-rock aquifer boundaries elsewhere in the 
Great Basin. The ultimate test of this approach, however, 
must await the availability of deep borehole data in an 
area for which such aeromagnetic interpretations are 
made.
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Collection of Benthic Invertebrates by Drift Net and 
Dip Net, Little Boulder Creek, Idaho
By Keith V. Slack, Larry J. Tilley, and Susan S. Hahn

Abstract

The relative effectiveness of benthic invertebrate collec­ 
tion with drift nets and dip nets was tested in a meadow and 
in a canyon reach of a mountain stream. Ephemeroptera and 
Diptera, especially Chironomidae, were most abundant in all 
collections. The methods provided similar but not identical 
information on benthic community composition. At both sites 
the 24-hour drift-net collections contained 2.5 times the 
number of taxa that were in the dip-net collections. The 
number of taxa in pooled catches of two nighttime drift-net 
collections (each of 30-minute duration) or three daytime 
drift-net collections was the same or larger than the number 
of taxa collected by dip net. More than 96 percent of the 259 
taxa collected during the study occurred in drift-net collec­ 
tions, whereas about 40 percent occurred in dip-net collec­ 
tions. Night drift-net collections contained the largest mean 
number of taxa per minute of sampling. Dip-net values for 
mean number of taxa per minute were intermediate between 
those for a single night and a single day of drift-net collection. 
We conclude that drift-net collections provided better sam­ 
ples of the benthic invertebrate community with less effort 
than did dip-net collections.

INTRODUCTION

Benthic invertebrates are the most widely used 
group of aquatic organisms for characterizing stream 
water quality (Hellawell, 1978). Besides their use as 
water-quality indicators, benthic invertebrates serve to 
characterize surface waters as habitats for aquatic life 
(Hynes, 1970; Hart and Fuller, 1974). Consequently, 
benthic invertebrates are commonly collected in recon­ 
naissance, monitoring, and site investigations.

Recent developments in multivariate methods of 
data analysis and wide availability of computer programs 
for their use have increased the interpretive power of 
biological data (Gauch, 1982). However, commensurate 
improvements in sample acquisition have not occurred. 
Consequently, sampling continues to be the weak link in 
ecological studies involving species distribution and 
abundance.

The distribution of benthic invertebrates in streams 
is neither uniform nor random, so their quantitative

collection is difficult (Elliott, 1977). This is especially 
true for rocky substrates on which unit area samplers are 
relatively ineffective. Collection of benthic invertebrates 
described by Greeson and others (1977) makes use of 
both active and passive methods. Active collection meth­ 
ods, such as the dip net or the Ponar grab, require the 
direct participation of the collector in sample acquisition. 
Passive collection methods, such as artificial substrates 
or drift nets, result in benthic invertebrate collection 
without the direct participation of the collector. Passive 
methods for benthic invertebrate collection require less 
onsite time, less operator training, and they produce 
samples with relatively smaller amounts of debris than do 
most active methods. Also, replicate collections are gen­ 
erally more consistent than are replicate streambed col­ 
lections of benthic invertebrates (Chutter, 1975; Allan, 
1982; Rosenberg and Resh, 1982), and they are less 
destructive of the natural habitat.

Of the two types of passive methods, drift, the 
collection of benthic invertebrates suspended in the 
water column, has some advantages over artificial sub­ 
strate collection. Drift collections require exposure dura­ 
tions of less than an hour to several hours, whereas 
artificial substrate collections require exposure durations 
of days or weeks (Rosenberg and Resh, 1982). Thus, drift 
collection of benthic invertebrates can be made on a 
single visit to a site and no equipment remains in place 
between visits, in contrast to artificial substrate collec­ 
tions. Furthermore, drift-collection data are more clearly 
associated with related chemical quality and discharge 
data than are artificial substrate collection data. Reviews 
in the literature for invertebrate drift are given by Waters 
(1969,1972), Bishop and Hynes (1969), Chaston (1972), 
and Miiller (1974).

The downstream transport of benthic invertebrates 
in the water column has been known since biologists first 
anchored nets in streams (Needham, 1928). Later studies 
show that drift of benthic invertebrates occurs in streams 
from the arctic to the tropics (Miiller, 1974; Hynes, 1975) 
and that drift density is affected by hydrologic, water 
quality, and biological factors. Large numbers of benthic
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invertebrates are swept into the water column during 
floods (Anderson and Lehmkuhl, 1968), after ice break­ 
up (Maciolek and Needham, 1951), and after spraying 
with insecticide (Coutant, 1964). Besides catastrophic 
sources of drift, a small proportion of the benthic inver­ 
tebrate community is found in the drift under noncata- 
strophic conditions. Evidence in the literature (McLay, 
1970; Elliott, 1971) indicates that individual drifting 
invertebrates travel only a few meters before they are 
returned to the streambed by turbulent flow, where their 
instinctive responses to seek contact with solid objects 
and to hide (Bishop and Hynes, 1969) cause them to 
reattach. However, not all drift results from accidental 
entrainment of the invertebrate in streamflow. Research 
on behavior of benthic invertebrate species has demon­ 
strated active entry into the water column and return to 
the streambed by several species in response to biological 
and environmental stimuli (Walton, 1978, 1980).

Temporal variations in drift abundance and com­ 
position range from day-to-night (diel) to year-to-year 
differences. A prominent feature of noncatastrophic drift 
is its diel pattern in which the numbers of drifting 
invertebrates increase at night and decrease during the 
day. In the few reported instances of prolonged drift 
sampling, little change in density was found for periods of 
a week or more, even with a doubling of discharge 
(Chutter, 1975). Elliott (1967) found drift density to be 
fairly constant for the same month but not for different 
months.

The ease of collection, ubiquity, and relation of 
drift to the benthic community suggested collection of 
drifting invertebrates as an alternative to streambed 
sampling for benthic invertebrates (Waters, 1961; Besch, 
1966; Larimore, 1974; Slack and others, 1976). These 
studies show that the species composition of drift sam­ 
ples is similar to that of samples of the benthos in the 
reach where both are collected, but the relative abun­ 
dances are different because of differing tendencies of 
species to drift (Elliott, 1967; Lehmkuhl and Anderson, 
1972; Turcotte and Harper, 1982). Because drift and 
benthos samples were similar in composition at different 
points in a drainage basin sampled by Elliott and Min- 
shall (1968), they concluded that "in the absence of 
bottom samples, drift could be used as an index of species 
composition."

The present study compared an active and a passive 
method for benthic invertebrate collection in two major 
habitats of a mountain stream. Both methods collect 
from many different microhabitats, and the relative effec- 
tivenss of each method in collection of benthic inverte­ 
brate taxa was determined. The study was carried out 
over a 2-day period in summer.

We thank W.C. Emmett and M.C. Sanguinneti for 
generous assistance with drift-net collection and S.F. 
Muzzio for help with invertebrate identification.

114°32'30" 114°27'30"

44° 
Ob- 
00"

44° 
02' 
30"

Figure 1. Location of Little Boulder Creek, Idaho, showing 
the setting of the meadow and canyon study reaches.

DESCRIPTION OF STUDY SITE

Two third-order reaches of Little Boulder Creek 
were sampled (fig. 1). Little Boulder Creek flows east­ 
ward from the White Cloud Peaks into the East Fork 
Salmon River, Custer County, south-central Idaho. The 
higher elevation site was at the downstream end of a 
meadow at an elevation of 2,466 m and an average 
channel gradient of 12 m/km. The lower elevation site 
was in a forested canyon, 2.5 stream km downstream 
from the meadow, at an elevation of 2,362 m and an 
average channel gradient of 43 m/km. The area is shown 
on the U.S. Geological Survey l:24,000-scale topo­ 
graphic map for the Boulder Chain Lakes quadrangle. 
Emmett (1975) gives additional information on the East 
Fork Salmon River and its tributaries.

METHODS OF STUDY 

Environmental Factors

Stream discharge was measured at the meadow as 
described by Buchanan and Somers (1969). Because 
there was no water diversion and only negligible tributary 
flow between the meadow and the canyon sites, discharge 
was assumed to be the same at both sites.

The 24-hour study period, July 12-13, 1977, wa^ 
divided into a 14-hour light and a 10-hour dark period. 
"Day" was the period from 0700 to 2000 hours mountain 
daylight time, whereas "night" was the period from 2100 
to 0600 hours. Cumulonimbus clouds obscured the sun 
toward evening of July 12, producing a prolonged twi­ 
light.

Biological Collection and Sample Processing

Thirty-minute drift-net samples were collected at 
each site, beginning on the hour, between 1800 hour:
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July 12 and 1700 hours, July 13. Nets were made of Nitex 
nylon, 216 jx.m mesh opening, mounted on 25X25 cm 
aluminum frames. The ratio of open area of netting to 
the area of the drift net mouth was 4:1. A digital flow 
meter (General Oceanics model 2030) mounted in the 
mouth of each net measured the volume filtered. One net 
was installed in the center of flow at each site on vertical 
rods driven into the bed. The lower edge of the net frame 
rested on the streambed, and the upper edge was below 
the water surface. No clogging or back flow from the nets 
was observed. The meadow net filtered an average of 
46.8 ± 2.2 m3 (mean ± standard deviation) of water per 
30-minute collection compared to 29.6 ±1.2 m3 for the 
canyon net. These volumes were 7.0 and 4.4 percent, 
respectively, of the stream discharge of 0.37 m3/s (W.W. 
Emmett, oral commun., July 1977). Drift data, when 
corrected for volume filtered, are expressed as density, 
defined as numbers of individuals or taxa per cubic 
meter.

The dip net was selected as the active collection 
method for benthic invertebrates because it could be 
used in the boulder bed of the canyon reach as well as in 
the gravel bed of the meadow reach. Unit area samplers 
could not be used effectively in the canyon because of the 
large size of the streambed rocks. Benthic invertebrates 
were collected for 45 minutes with a D-shaped dip net 
(210 jan mesh opening) from the major aquatic habitats 
at each site (Slack and others, 1976). The sampling effort 
for each habitat was approximately in proportion to the 
amount of that habitat at the site. Dip-net samples were 
collected in the afternoon of July 14 after drift-net 
collection was completed. The benthic invertebrate sam­ 
ples were preserved in 70 percent ethanol.

In the laboratory, invertebrates were sorted from 
debris by sugar flotation (Anderson, 1959), and the 
residue larger than 210 ^tm was searched with a dissect­ 
ing microscope to recover invertebrates missed. Aquatic 
Insecta and Acari, the numerically dominant groups, 
were identified or discriminated to the lowest practical 
taxa by use of available references. A few immature 
insects could be assigned only to family or order, and 
some Chironomidae larvae were placed in "species 
groups" when further subdivision was not possible. 
Uncommon groups were identified to class or order. 
Terrestrial invertebrates and adult aquatic Insecta other 
than Coleoptera were not included in the analysis. 
Although several taxonomic entities, termed "taxa," were 
used, the treatment was uniform throughout and, we 
believe, justifies cautious intercollection comparisons.

Diversity of the collections is expressed by using 
Brillouin's (1962) index, where

(1)

in which H is the diversity index, N is the total number of 
individuals, Nlt N2 ... are the number of individuals of 
species 1, 2 ..., and s is the total number of species. 
Factorials were computed, not estimated (Kaesler and 
Herricks, 1976).

The evenness component of diversity is expressed 
as relative evenness, e (Zand, 1976), which ranges from 0 
for the least even sample to 1 for the most even sample. 
It is the ratio

e=
TT _ rr 
 "max  "min

(2)

in which Hmax and Hmin are given by

_____ iy (m l)s' r

where m and r are the quotient and remainder, respec­ 
tively, ofN/s; that is, N = ms + r and r < s (Pielou, 1975; 
Zand, 1976), and

= ,min g2 -
N!

(4)

=}N °g AVAV

RESULTS OF STUDY 

Composition of the Collections

Immature aquatic Insecta were numerically domi­ 
nant in all collections, and the greatest numbers of 
individuals belonged to the orders Ephemeroptera and 
Diptera, especially the dipteran family Chironomidae 
(table 1). Chironomids were relatively more abundant in 
the canyon than in the meadow (probability <0.01, 
Mann-Whitney test, Zar, 1974). Copepoda were abun­ 
dant in the meadow daytime drift-net collections, com­ 
mon in nighttime drift-net collections, but rare in dip-net 
collections at both sites and in the canyon drift-net 
collections (table 1). Because most onsite work is done 
during the day, it is of interest to compare the composi­ 
tion of dip-net collections with that of day drift-net 
collections. In the meadow, the percentage of Insecta in 
the dip-net collections was larger than in the day drift-net 
collections (table 1). Simuliidae, Ephemeroptera, Ple- 
coptera, and Coleoptera were relatively more abundant 
in the meadow dip-net collections than in the day drift- 
net collections. The percentages of Insecta were the same 
in canyon dip-net and drift-net collections, although 
there were differences in abundances of some groups. 
Plecoptera, Simuliidae (Diptera), and Coleoptera were 
relatively more abundant in the canyon dip-net collec­ 
tions than in the day drift-net collections. Chironomidae 
were equally abundant in dip-net and day drift-net col­ 
lections.
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The co-occurrence of the most abundant taxa in 
the dip-net and drift-net collections at each site was 
examined by ranking the taxa by their abundances. More 
than 97 percent of the individuals were in the 10 most 
abundant taxa in each type of collection. The same 5 taxa 
were among the 10 most abundant taxa in both collection 
types at each site. Thirteen taxa in the meadow and 12 
taxa in the canyon of the 20 most abundant taxa, account­ 
ing for 99 percent of the individuals, occurred in both 
types of collections at each site. Thus the two methods of 
benthic invertebrate collection provided similar but not 
identical information on benthic community composition 
in the study reaches.

Number of Taxa and Individuals

The composition of single and pooled catches for 
day and night drift-net collections and the 24-hour mean 
drift was compared with that of the dip-net collections 
(table 1). At both sites, the 24-hour drift-net collections 
caught 2.5 times the number of taxa in the dip-net 
collections. The number of taxa in the pooled catches of 
two night drift-net collections (each of 30 minutes dura­ 
tion) or three day drift-net collections was the same or 
larger than the number of taxa collected by dip net. The 
diversity of night drift-net collections was larger than that 
of day drift-net collections and was similar to dip-net 
values. Night drift-net collections contained significantly 
larger numbers of taxa and individuals than day collec­ 
tions (probability <0.01). Figure 2 shows that with the 
onset of darkness the numbers of drift taxa and individ­ 
uals simultaneously increased above the 24-hour mean 
values and decreased at dawn below the 24-hour means 
with only occasional reversals during the day.

Sampling Efficiency

The efficiency of drift- and dip-net sampling for 
collecting taxa was examined by comparing the number 
of taxa caught by each method with the number caught by 
both methods (table 1). Two hundred and fifty-nine taxa 
were collected at both sites by both methods, 193 in the 
meadow, and 179 in the canyon. More than 96 percent of 
the collected taxa occurred in drift-net collections, 
whereas 40 percent or less occurred in dip-net collec­ 
tions. About half of the total taxa in drift-net collections 
at both sites were caught in the first three postdusk 
collections. Comparable day drift-net values required 
four postdawn collections. However, nearly 65 percent of 
the 24-hour total number of taxa was obtained at both 
sites by pooling three daytime and three night drift-net 
collections.

The number of taxa, or individuals per collection, 
divided by the sampling duration gives an estimate of

80

60

40

20

30

20-

10-

24 HR MEAN
NUMBER OF TAXA

Meadow 59
Canyon 47

40- B 24 HR MEAN DENSITY. 
Meadow 14.6 
Canyon 22.9

Daylight

18 22 02 06 10
TIME, IN HOURS

14 18

Figure 2. The number of taxa per 30-minute collection (A) 
and the density of individuals per cubic meter (B) in drift-net 
collections of benthic invertebrates, Little Boulder Creek, 
Idaho, July 12-13, 1977.

effectiveness per minute of sampling. Night drift-net 
collections contained the largest mean number of taxa 
per minute of all methods, and it was among the most 
efficient methods for catching individuals (table 1). The 
dip-net values for mean number of taxa per sampling 
effort were intermediate between those for a single day 
and a single night drift-net collection.

DISCUSSION

Biological methods for water-quality evaluation 
based on benthic invertebrate community structure 
require consistent collection of a variety of invertebrate 
species having different responses to stress. Drift sam­ 
pling fulfills these requirements (Coutant, 1964; Besch, 
1966; Wojtalik and Waters, 1970; Larimore, 1974; Hall 
and others, 1982). Although many species collected in 
the drift nets in Little Boulder Creek exhibited day-night 
differences in abundances, the diel variability did not 
prevent collection of adequate samples of benthic inver­ 
tebrates at any time. Pooled collections of any two of the 
nighttime or three of the daytime 30-minute drift-net
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samples contained the same or larger numbers of taxa as 
did the dip-net collections, which attempted to include all 
of the aquatic habitats.

The most likely explanation for the larger number 
of taxa collected by the drift nets compared to the dip 
nets is the differences in their sample sizes. Large bio­ 
logical collections (large numbers of individuals) include 
more rare species than do small collections (Hulbert, 
1971). Moreover, a wider spectrum of microhabitat 
sources probably contributed to the drift-net collections 
than could be recognized and sampled by dip net. Thus 
the drift nets composited invertebrates from many 
sources into more comprehensive samples of the benthic 
fauna than could be obtained with the dip nets. Further­ 
more, the drift-net collections accumulated without 
attention while other onsite activities were carried out.

We conclude that the drift-net collections provided 
better samples of the benthic invertebrate community in 
each study reach with less effort than did the dip-net 
collections. However, several sources of variability in 
composition of the benthic invertebrate collections were 
evident. These were differences between sites for a given 
collection method, differences within sites for different 
collection methods, and differences between day and 
night drift-net collection. Night appears to be the opti­ 
mum time for drift collection if study objectives require 
maximum number of taxa per unit sampling effort. As 
with other biological methods (Green, 1979), consistency 
in drift-net collection is essential if the results are to be 
compared between collection sites or times.
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Dual-Acidity Titration Curves Fingerprint, Indicator of 
Redox State, and Estimator of Iron and Aluminum 
Content of Acid Mine Drainage and Related Waters
By Arthur N. Ott

Abstract

Titration curves constructed from data obtained from 
the determination of dual acidities of acid mine drainage 
samples can be used to estimate a sample's redox state as 
well as its dissolved ferrous iron, ferric iron, and aluminum 
content. A nonlinear regression equation with a correlation 
coefficient of 0.98 was determined for the relation between 
the titratable acidity to pH 4.0 and the concentration of 
oxidized iron. A linear regression equation with a correlation 
coefficient of 0.99 was derived for the relation between the 
titratable acidity for the hydrogen-peroxide-treated sample 
from pH 4.0 to 5.0 and the concentration of aluminum. The 
dual titration curves constitute a characteristic shape, or 
"fingerprint," for the acid mine drainage sample that should 
not change except to contract or elongate, depending on 
sample dilution unless a geochemical change occurs to 
alter the metal proportions.

INTRODUCTION

The acidity of acid mine drainage (AMD) is nor­ 
mally considered only in the context of its total acid 
concentration. It is, therefore, a value used primarily for 
comparing the acid strength between AMD samples. 
Acidity can also be considered as a property of a solution 
that can be characterized by a titration curve. According 
to Brown and others (1970) "the construction of a 
titration curve permits ... a more reliable understanding 
of the reactions taking place during the neutralization." 
In addition, Rainwater and Thatcher (1960) conclude 
that the concentration of a specific acid compound can be 
determined by titration with a base to a practical end 
point. However, this end point differs with the acid 
compound and makes it impossible to determine the acid 
concentrations of mixtures of hydrolyzable salts by titra­ 
tion to a single predetermined end point.

The purpose of this report is to describe the use of 
dual-acidity titration curves and evaluate a technique for 
identifying and estimating the concentration of dissolved 
ferrous iron, ferric iron, and aluminum by using different

end points in an acidity titration curve produced for 
AMD and related waters. These waters were collected 
within the Eastern Coal Province, an area of coal depos­ 
its extending from northern Pennsylvania southwestward 
to central Alabama (fig. 1).

METHODS OF STUDY

Initially, water samples were collected periodically 
from March 1981 to March 1983 from coal mine shafts 
and their receiving streams in north-central Pennsylvania 
(table 1) for a study conducted by Ott (1986).

Acidity titration curves were produced for these 
samples under temperature-controlled laboratory condi­ 
tions. Metal concentrations were determined for each 
acidity titration performed and were correlated to the 
acid concentration of their respective hydrolyzable salts. 
Ferrous iron was originally believed to be absent or in 
low concentration in the AMD sampled, since initial 
ferrous iron concentrations were found to be 1.5 mg/L or 
less. This was in line with the general conclusions of 
previous investigators (L.A. Reed, and J.R. Ward, U.S. 
Geological Survey, oral commun., 1981). Acidities were 
therefore not determined on samples oxidized with H2O2 
(hydrogen peroxide). This omission could be the major 
reason for the occasional occurrence of poor prediction 
of iron concentration in samples. The regression equa­ 
tions derived from the correlations of the iron and 
aluminum concentrations to their respective acidities did, 
however, allow for reasonable metal estimates to be 
predicted from field titration data derived from previous 
studies by Ward (1976) and Reed (1980) for AMD 
samples collected from the same area in north-central 
Pennsylvania.

Samples from streams and ground waters affected 
by AMD were collected in the spring of 1984 from 
Kentucky, Maryland, Ohio, western Pennsylvania, and 
West Virginia to test the utility of the technique on water
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Figure 1. Eastern Coal Province study area.

that contained ferrous iron and originated in areas other Tennessee, and Virginia to be above pH 5.0 and there-
than north-central Pennsylvania (table 2). The Pennsyl- fore not appropriate for use in this study.
vania samples are ground waters, whereas all other
samples are from streams. A combination of high
streamflow, which diluted the AMD, and limestone
streams whose number increase in a southerly direction

LABORATORY PROCEDURES

Samples collected in the field were shipped chilled 
caused streams designated to be sampled in Georgia, to the laboratory and then refrigerated until analysis.
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Table 1. Sampling site locations for samples collected in 
north-central Pennsylvania

Site name
Station 
number Latitude Longitude

Mine-discharge sites

Hunter Drift, near Antrim .

..... 01548413

..... 01548416

..... 01548418

41°37'43" 
41°37'26" 
41°37'05"

77°18'12" 
77°18'07" 
77°18'40"

Stream sites

Basswood Run, near Antrim 
Wilson Creek, at Morris . . .
Morris Run, near Blossburg

..... 01548415
..... 01548421
..... 01548423
. .... 01516256
. .... 01516260
. .... 01516267

41°37'32" 
41°36'50" 
41°35'51" 
41°39'47" 
41°40'17" 
41°41'00"

77°17'43" 
77°17'38" 
77°17'50" 
77°02'23" 
77°03'41" 
77°03'53"

Table 2. Sampling site locations for samples collected in 
Kentucky, Maryland, Ohio, western Pennsylvania, and West 
Virginia

Site Station number Latitude Longitude

Acidities were performed in the laboratory on whole 
water samples. Sample aliquots for metal analyses were 
taken each time an acidity was performed, filtered 
through a 0.45-/X filter, and acidified with concentrated 
nitric acid to pH less than 2. Initially, a single acidity 
titration was performed for each untreated sample. The 
titration was performed on an untreated sample warmed 
to 23° to 25°C in a water bath. During the latter part of 
the study a second titration was performed on a subsam- 
ple treated with 5 to 10 drops of 30 percent H2O2 , heated 
to boiling, and immediately cooled to 23° to 25°C. Sample 
aliquots of 25 or 50 mL were titrated with standard 
NaOH (sodium hydroxide) to pH 8.3. Samples were 
magnetically stirred. A Beckman Altex 71 pH meter with 
temperature compensation and a Beckman combination 
glass electrode no. 531013 were used in the titrations.

The instrument was calibrated with pH 4.0 and pH 
7.0 buffers at least once daily and occasionally checked 
with pH 9.18 buffer. Because calibration was with two 
standards, the instrument automatically computed slope 
(corrected for temperature) and corrected offset. To 
obtain consistent results and eliminate operator "judg­ 
ment," the "Auto Read" function of the pH meter was 
used. The pH reading in this mode is locked on digital 
display when the pH readings change by no more than 
± 0.004 pH in 10 seconds. Titrant increments were 
generally on the order of 0.25 mL. Laboratory analyses of 
iron and aluminum were performed according to proce­ 
dures described by Skougstad and others (1979).

TITRATION CURVE CHARACTERISTICS

Buffer Zones

Examples of single-acidity titration curves for 
untreated samples representative of AMD or streams 
affected by AMD are presented in figure 2. Although the

Kentucky 

Flat Creek, near Madisonville . . . 

Lick Creek, near Rabbit Ridge . . 

Maryland 

Abrams Creek, near Mount Storm

Three Forks Run, at Vindex .... 

Ohio 

Sandy Run, near Lake Hope ....

Western Pennsylvania 

Control Well no. 1 ...........

Control Well TH no. 2 ........

Seep 2. ....................

Seep 2A ...................

TR2 Well no. 1 ..............

Well T ....................

Well U ....................

Well 4K ...................

Well 7K ...................

Well UK ..................

West Virginia

Conner Run, near Valley Point . . 

Dents Run, near Laurel Point . . . 

Glade Run, near Valley Point . . . 

Sovern Run, near Valley Point. . . 

West Run, near Morgantown. . . .

03321050 37°15'11" 

03384035 37°18'15"

01595275 39°18'45" 

01594930 39°14'38"

01598980 39°31'03"

01595550 39°24'53"

03201600 39°21'45" 

03201535 39°25'34"

410950079253411 41°09'50"

410948076253711 41°09'48"

410945079252801 41°09'45"

410939079254701 41°09'39"

410939079254702 41°09'39"

410951079253211 41°09'51"

410945079253211 41°09'45"

410947079253213 41°09'47"

410951079253011 41°09'51"

410945079252712 41°09'45"

410948079252911 41°09'48"

- 39°40'35"

03070310 39°34'18" 

- 39°37'59" 

  39°34'37" 

- 38°37'14" 

- 39°39'09"

87°26'50" 

87°24'58"

79°12'43" 

79°25'41"

79°25'41"

79°10'55"

82°18'47" 

82°18'37"

79°25'34"

76°25'37"

79°25'28"

79°25'47"

79°25'47"

79°25'32"

79°25'32"

79°25'32"

79°25'30"

79°25'27"

79°25'29"

79°53'46"
79°40'39" 

80°02'45" 

79°39'48"

79042' 17"

79°54'52"

acidity and ionic concentrations for the samples differ, all 
curves show the same characteristic two-tier buffer zone 
below pH 6.0. Salotto and others (1967) showed these 
same characteristic buffer zones when titrating the acid­ 
ity of 0.02N sulfuric acid solutions containing ferric iron 
and aluminum salts. Buffering below pH 4.0 occurred 
with the ferric iron salt solution and between pH 4.0 and 
5.0 with the aluminum salt solution. Similar titration 
curves were obtained by Payne and Yeates (1970) for 
titrations of ferrous iron in sulfuric acid and ferric iron in 
sulfuric acid after both solutions had been subjected to 
oxidation with a 3 percent H2 O2 solution.

The titration characteristics below pH 5.0 for 
AMD samples appear to be due to the neutralization of 
free acid

2NaOH+H2SO4 ->Na2SO4 +2H2 O 
and the subsequent hydrolysis of ferric and aluminum 
sulfates, which produce additional free acid

Fe2 (SO4 )3 + 6H2O-»2Fe(OH)3 +3H2SO4 
A12 (SO4 )3 + 6H2 O-»2A1(OH)3 +3H2SO4 

and create the buffering.
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Figure 2. Titration curves for selected acid mine discharges in northeast Pennsylvania.

100

Relation Between Acidity and Iron and 
Aluminum Concentration

To see if the acidity derived from metal hydrolysis 
could be separated as implied by the data of Salotto and 
others (1967) and Payne and Yeates (1970), subsamples 
were taken from the sample during the course of an 
acidity titration to determine the iron and aluminum 
concentration as the sample titration progressed. An 
initial titration was performed, curve plotted, and ten 
points selected along the curve where the metal determi­ 
nations would be made. Amounts of titrant were added 
to 10 subsamples equivalent to the titrant volume at the 
10 preselected points on the initial titration curve. Sam­ 
ples were stirred until the expected pH was attained and 
were then filtered and analyzed for iron and aluminum. 
The titration curve and corresponding reductions of 
ferric iron and aluminum are shown in figure 3. These 
data show that midway into the pH 3.0 buffer zone, 55 
percent of the iron precipitated and that 97 percent had 
precipitated at the end of the zone. The aluminum data 
show that at this latter point, about 25 percent of the

dissolved aluminum had coprecipitated with the iron. 
This is supported by Kolthoff and Sandell (1937), who 
report that the precipitation of hydrous aluminum oxide 
begins at pH 3.0.

The precipitation of iron appears essentially com­ 
plete before the initiation of the second buffer zone at pF 
4.0, the area where the majority of the dissolved alumi­ 
num precipitates. The precipitation of dissolved alumi­ 
num is essentially complete by pH 5.0. Thus, although 
there appears to be some coprecipitation of aluminuir 
with iron, the first buffer zone represents the neutraliza­ 
tion of the initial free acidity and the acidity produced by 
iron hydrolysis, and the second buffer zone represent? 
the neutralization of acid produced by the hydrolysis of 
aluminum.

Titration Characteristics of Various Chemical 
States

The AMD samples represented by the titration 
curves depicted in figure 2 contained little if any ferrou^
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Figure 3. Decrease in ferric iron and aluminum content during neutralization of Mitchel No. 2 discharge at 25°C.

iron. Selvig and Ratliff (1922) found that the methyl 
orange acidity (to pH 3.7) was a "more nearly correct" 
free sulfuric acid value if the ferric sulfate in the AMD 
sample was first reduced. This implies that ferrous iron is 
not a factor in the hydrolysis reaction at least to pH 3.7. 
Salotto and others (1967) showed nearly identical titra- 
tion curves for separate sulfuric acid solutions containing 
equal milliequivalents of ferric iron and ferrous iron 
oxidized with H2 O2 (fig. 4). These curves exhibited a 
buffer zone to approximately pH 4.0. In contrast, the 
titration of a non-oxidized sulfuric acid solution contain­ 
ing the same milliequivalents of ferrous iron exhibited 
the buffer zone from approximately pH 5.5 to 7.5.

Figure 4 indicates that the shape created by the 
dual titration curves for an AMD sample depends upon 
the ferrous iron content relative to the ferric iron content. 
Takai and others (1956) found that in terms of the 
oxidation-reduction (redox) potential, ferrous iron con­ 
stitutes more than 50 percent of the ferrous and ferric 
iron content in waterlogged paddy soils at redox values 
below +0.2 volts and increases proportionately as the 
reducing intensity increases. Thus, the greater the system's 
reducing intensity, the greater the proportion of ferrous to 
ferric iron; conversely, the greater the system's oxidizing 
intensity, the lower the proportion of ferrous to ferric 
iron.

The titration curves shown in figure 5 illustrate 
various redox states. These are indicated by the extent of 
the similarity between the curves of the untreated and 
H2 O2 -treated samples. The oxidized state is character­ 
ized by the two titration curves being nearly superim­ 
posed upon each other (Well T); the non-oxidized state is

characterized by radically divergent curves that begin 
with totally different pH values (TR2 Well no. 1); and the 
intermediate state is characterized by curves that, while 
divergent, do not radically differ in their initial pH value 
(Well U).

F*+ 2 OXIDIZED WITH H2 O2

4 S 6 7 8 
MILLITERS OF 0.10 N SODIUIM HYDROXIDE

Figure 4. Titration curves for solutions of ferrous iron, ferric 
iron, and ferrous iron oxidized with H2OZ .
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Figure 5. Titration curves characterizing AMD in an oxi­ 
dized, intermediate, and non-oxidized state.

Site Fingerprint

To further explore the effect the redox state has on 
the acidity titration curve, samples known to have high 
concentrations of both ferrous and ferric iron were 
collected from a reclaimed strip mine located in western 
Pennsylvania. Duplicate samples were titrated at 25°C as 
(1) an untreated sample and (2) an oxidized sample, 
treated with 5 drops 30 percent H2 O2 . The resultant

curves for three samples containing different metal con­ 
centrations are illustrated in figure 5.

Analysis of the iron species for the three sampler 
showed that the iron in the sample from Well T was 23 
percent ferrous iron (3.0 mg Fe+2,17 mg total dissolved 
iron); the sample from well U was 60 percent ferrous- 
iron (558 mg Fe+2, 930 mg total dissolved iron); and the 
sample from TR2 Well no. 1 was 99 percent ferrous iror 
(270 mg Fe+2 , 273 mg total dissolved iron). It appearr 
from the three data sets that the similarity, or conversely, 
dissimilarity, between the untreated and H2 O2 -treatec> 
titration curves is dependent upon the ferrous to ferric 
iron ratio. The larger the ratio of ferrous iron to ferric 
iron, the greater the divergence between the untreatec1 
and H2O2-treated titration curves.

Thus, if the bulk of the iron content is ferrous iron, 
the dual titration curves characterize the non-oxidized 
state (TR2 Well no. 1); if the bulk of the iron content is 
ferric iron, the dual titration curves characterize the 
oxidized state (Well T). The intermediate state is repre­ 
sented by Well U. To reinforce the "fingerprint" concept, 
three additional sites were characterized and are pre­ 
sented in figure 6.

The characteristic shape of the dual acidity titratior 
curves does not appear to change significantly for AMD 
samples taken at the same site over a period of time. Thie 
similarity is reflected in figures 7-9 and indicates that if 
the proportions of the major AMD constituents do not 
radically change, the general shape of the titration curve 
will not change. The curves can therefore be looked upor 
as a "fingerprint" for a mine site that will graphically 
indicate when a geochemical change occurs to signifi­ 
cantly alter the metal proportions.

ESTIMATION OF IRON AND ALUMINUM 
CONCENTRATION IN ACID MINE DRAINAGE

Description of Technique

Figure 2 indicates a direct relation between metal 
concentration and the length of the buffer zone for 
samples in an oxidized state. This implies that the acid 
concentration may be related to the metal concentration 
relative to a buffer zone. Various procedures were 
attempted to relate the buffer acidity (in mg/L CaCO3 ) tc 
metal concentration. Because of the variability encoun­ 
tered in accurately identifying the inflection points from 
titration curves representing a variety of AMD samples 
arbitrary pH end points were used to separate the acidity 
ascribed to the hydrolysis of ferric iron and acidity due tc 
the hydrolysis of aluminum. The method used in thij- 
report involves the relation of the ferric iron concentra­ 
tion to the acidity (as mg/L CaCO3 ) required to titrate
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Figure 6. Titration curves for six AMD samples that characterize the oxidized, intermediate, and non-oxidized state.

from the initial pH to pH 4.0 and the aluminum concen­ 
tration to the acidity value (as mg/L CaCO3 ) required to 
titrate from pH 4.0 to 5.0. A statistical analysis of the iron 
relation to acidity using data from table 3 for samples 
believed to be in an oxidized state and using a nonlinear 
least-squares fitting procedure results in a plot (fig. 10) 
having the general relationship:

y=0.0128xi -S055 + 0.90 (1)

where y = ferric iron concentration, in milligrams per
liter, 

x = acidity, in milligrams per liter as CaCO3
equivalent, and 

r2 = correlation coefficient.
A linear least squares fitting procedure was used to 

produce a plot (fig. 11) with the general relationship for 
the aluminum relation to acidity:

jy=0.2139* + 1.150 (2) 
^=0.97
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Figure?. Similarity intitration curve characteristics for AMD 
from Seep no. 2, Clarion County, Pennsylvania, for samples 
collected in January 1984 and October 1984.

where y = aluminum concentration, in milligrams per
liter, and

x= acidity, in milligrams per liter as CaCO, 
equivalent.

These equations were tested on field titration data 
and corresponding iron and aluminum values that were 
determined in the laboratory. These data were collected 
from 1975 to 1980 for AMD-related water samples from 
north-central Pennsylvania. Of 122 iron estimates rang­ 
ing in concentration from 4 to 280 mg/L, 75 percent were 
less than ±25 percent of the laboratory-determined 
value, while less than 1 percent were greater than ±50 
percent of the laboratory values. For 96 aluminum esti­ 
mates ranging from 1 to 120 mg/L, 84 percent were less 
than ±25 percent, whereas 3 percent were greater than 
±50 percent of the laboratory values. New regression 
equations were calculated by using only data collected for 
the latter part of the study. These data, found in table 4, 
were from samples that were both untreated and treated 
with H2 O2 and heated. Paired t tests were run to com­ 
pare the estimated iron values with the laboratory-

October 30. 1984
O UNTREATED 

A TREATED

Laboratory

pH 3.0
Sp Cond 2240 micromhos
Fe 148 ing/L
Al 61 mg/L
S04 1390 ng/L

100 200 300 400 500 600 700 800 900 1000
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Figure 8. Similarity in titration curve characteristics for AMC 
from Well 4K, Clarion County, Pennsylvania, for samples 
collected in January 1984 and October 1984.

determined values and to make a comparison between 
the estimated values derived from the two equations. 
Significant differences at the 95 percent confidence level 
were not noted between either group of estimated valuer 
and the laboratory values. However, the mean difference 
and the standard error of the mean were much lower for 
the data obtained using the regression equation associ­ 
ated with the H2 O 2 -treated samples. The paired t test 
was then used to compare the estimated values from both 
equations. This time a significant difference at the 95 
percent confidence level was noted. Therefore, the equa­ 
tion derived from the peroxide treatment is to be used fcr 
estimating iron values.

It is believed that the difference between the equa­ 
tions exists primarily because titrations were performed 
on both untreated and oxidized samples collected during 
the latter part of the study, while only single titrations 
were performed on untreated samples collected during 
the first part of the study.

The modified equation for iron is:
y= 0.0386 x1 - 3256 + 0.90 

^=0.98
(3)
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Table 3. Chemical analyses of acid mine drainage and related waters from north-central Pennsylvania 
[Concentrations are in milligrams per liter, unless otherwise indicated; no entry in column means no data available]

Date of 
collection pH

Specific 
conduct­ 

ance Acidity 
(Micro- (CaCOa 
Siemens equiva- 
at 25°C) lent)

Calcium 
(Ca)

Magne­ 
sium Sodium 
(Mg) (Na)

Potas­ 
sium Iron 

(Fe)

Manga-
Aluminum nese 

(Al) (Mn)
Zinc 
(Zn)

Copper Silica 
(Cu)Cug/L) (Si02)

Phos­ 
phorus Chloride Sulfate 

(P) (Cl) (S04)

Mitchel 2 Mine Discharge (01548413)

1981 
March 18......
April 20.......
October 15 .... 

1982

March 31......
April 14.......
May 18. .......
June 7 ........
June 24 .......
July 16........
August 13 .....

2.7 
2.7 
2.7

2.6 
2.6
2.8 
2.8 
2.8 
2.8 
2.8 
2.7

2,450 
2,310 
3,160

3,140 
2,580 
2,490 
2,820 
2,200 
2,420 
2,580 
3,000

890 
790 

1,290

1,390 
855 
822 
971 
629 
660 
796 
840

79

150 
102 
102 
144 
91 

118 
142 
128

150 1.7 
102 1.3 
91 1.4 

137 1.7 
75 1.4 

106 1.7 
120 1.8 
112 0.8

91 64 
83 120 

160 25

0.9 26 50 
.9 75 65 

1.1 82 69 
.8 106 70 

1.4 66 55 
.9 57 53 

2.2 74 56 
1.1 92 63

38 
34 
69

62 
36 
43 
43 
32 
33 
34 
34

5,400

9,800 
5,970 420 
6,050 400 
6,600 450 
4,180 410 
4,920 370 
5,240 370 
5,150 330

42

30 
20 
19 
47 
35 
41 
17 
50

0.01

13 
.01 1.0 
.01 2.0 
.04 1.0 
.03 2.0 
.02 2.0 
.03 1.0 
.03 3.0

1,900 
1,300 
2,300

2,200 
1,530 
1,230 
1,200 
1,410 

870 
1,200 
1,050

Anna S Mine Discharge (01548416)

1981 
March 18......
April 20.......
June 9 ........
October 15 ....

1982 
January 28. ....

2.8 
2.8 
3.2 
2.7

2.7

1,800 
1,600 
1,500 
1,620

1,620

400 
410

487 

497

59 

66 42 2.7

40 28 
34 35 
24 20 
43 21

1.4 39 33

10 
13 
8.5 

15

15

2,600 

2,600

36 

33

.01

1.9

750 
630 
540 
720

690

Hunter Drift Mine Discharge (01548418)

1981 
March 18......
April 20.......
June 9 ........

2.7 
2.7 
2.9

2,090 
1,865 
2,400

800 
617 41

110 60 
84 72 

130 59

22 
14 
22

2,900 35
1,600 

800 
1,200

Bridge Run (01548415)

1981 
March 18.... ..
April 20.......
June 9 ........

3.1 
3.3 
3.3

705 
650 
780

140 
80 30

4.9 5.8 
3.9 4.5 
4.3 6.0

3.4 
3.1
3.7

210 18
220 
200 
230

Wilson Creek at Morris (01548423)

1981 
March 18......
April 20.......
June 9 ........

3.5 
3.7 
3.7

500 
317 
430

140 
43 16

3.5 8 
2.3 3.9 
1.6 5.0

3.5 
2.1 
3.4

300 8.5
.01 180 

100 
160

Shoff Mine Discharge (01541414)

1983 
March 11...... 2.6 2,242 690 8.2

wherey=iron concentration, in milligrams per liter,
and 

x = acidity, in milligrams per liter as CaCO3
equivalent. 

The modified equation for aluminum is
y=0.2l61x +2.0932 (4) 
r2 =0.99 

where y = aluminum concentration, in milligrams per
liter, and

x = acidity, in milligrams per liter as CaCO3 
equivalent.

The acidity titrated to pH 4.0 for the untreated 
samples is considered to relate to the free mineral acidity 
and to the acidity formed from the hydrolysis of ferric 
sulfate, since it was previously mentioned that ferrous 
iron does not hydrolyze below at least pH 3.7. The acidity 
titrated to pH 4.0 for the oxidized sample is also the 
product of free mineral acidity and the acidity formed 
from the hydrolysis of ferric sulfate as well as that formed 
from the oxidation and hydrolysis of ferrous sulfate. As 
previously shown in figure 4, the curves for the solutions 
containing equal milliequivalents (meq) of oxidized fer-
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Figure 9. Similarity in titration curve characteristics for AMD 
from Control Well TH no. 2, Clarion County, Pennsylvania, for 
samples collected in September 1984 and October 1984.

rous iron and ferric iron are, for all practical purposes, 
identical. This identity means that the acidity equivalent 
to 1 mg ferric iron is equivalent to

27.9 mg/meq Fe +2-7:   -   =TTT =1.5 mg ferrous iron.
18.6 mg/meq Fe

In estimating the iron content from the titratable 
acidity of an AMD sample, two titrations should be 
made one titration on an untreated (raw) sample and 
one on a subsample treated with H2 O2 . The iron in the 
untreated sample may be composed of ferric and ferrous 
iron. Their estimations are determined separately. This is 
accomplished by quantifying the ferric iron in the untrea­ 
ted sample and subtracting it from the oxidized iron value

ISO 300 450 600 700 900 1050 1200 13SO 1500 

ACIDITY. IN MILLIGRAMS PER LITER CALCIUM CARBONATE EQUIVALENT

Figure 10. Relation between ferric iron concentration and 
amount of calcium carbonate equivalent required to raise the 
initial sample pH to 4.0 at 25°C.
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Figure 11. Relation between aluminum concentration and 
the amount of calcium carbonate equivalent required to raise 
sample pH from 4.0 to 5.0 at 25°C.

determined for the treated sample. The ferric and fer­ 
rous iron values are then added together to arrive at a 
total dissolved iron value.

It should be pointed out that the relation achieved 
between the iron concentration and acidity to pH 4.0 
breaks down at high concentrations of iron and acidity. 
However, satisfactory estimates for samples having acid­ 
ities to pH 4.0 greater than 1,300 mg/L CaCO3 can be 
obtained by halving the acidity value and doubling its 
corresponding iron concentration to equate with the- 
original acidity value.

Application of Technique
The procedure for the estimation technique fol­ 

lows:
(1) Untreated sample curve

(a) y = 0.0386 xi3256 + 0.90 = mg/L ferric iron 
where x = acidity to pH 4.0 as mg/L CaCO3
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(2) Treated sample curve
(a) y = Q.0386xl -3256 + 0.90 = mg/L oxidized iron 

where x = acidity to pH 4.0 as mg/L CaCO3
(b) oxidized iron (2a) - ferric iron (la) X 1.5 = 

mg/L ferrous iron
(c) ferric iron (la) + ferrous iron (2b) = total 

dissolved iron

Example: 
Figure 5, Well T Sample in an oxidized state

(1) Untreated sample curve
(a) y = 0.0381*1 - 3256 + 0.90 = mg/L ferric iron 

0.0381 X 1301 '3256 + 0.90 = 25 mg/L 
ferric iron

(2) Treated sample curve
(a) j = 0.0381*1 '3256 + 0.90 = mg/L oxidized iron 

0.0381 X 1291 -3256 + 0.90 = 25 mg/L 
oxidized iron

(b) oxidized iron - ferric iron X 1.5 = ferrous
iron

25 mg/L-25 mg/L X 1.5 = 0 mg/L ferrous 
iron

(c) ferric iron + ferrous iron = total dissolved
iron

25 mg/L + 0 mg/L = 25 mg/L 
laboratory value = 14 mg/L total dissolved

iron 
Figure 5, Well U Sample in an intermediate state

(1) Untreated sample curve
(a) y = 0.0381JI:1 -3256 + 0.90 = mg/L ferric iron

1074! -3256

0.0381 X ±^   + 0.90 X 2=697 
mg/L ferric iron

(2) Treated sample curve
(a) y = Q.Q3Slxl - 3256 +Q.9Q = mg/L oxidized iron

94.991-3256
0.0381 X ^^   + 0.90 X 2 = 945 

mg/L oxidized iron
(b) oxidized iron ferric iron X 1.5 = ferrous

iron
945 mg/L - 697 mg/L X 1.5 = 372 mg/L 

ferrous iron
(c) ferric iron + ferrous iron = total dissolved

iron 
697 mg/L + 372 mg/L = 1,069 mg/L total

dissolved iron 
laboratory value = 930 mg/L total dissolved

iron
Figure 5, TR2 Well no. 1 Sample in a non-oxidized 
state

(1) Untreated sample curve
(a) y = 0.038^ 3256 + 0.90 = mg/L ferric iron 

0.0381 X O1 ' 3256 + 0.90 = 0 mg/L ferric 
iron

(2) Treated sample curve

(a) y = O.OSSljt1 -3256 + 0.90 = mg/L oxidized iron 
0.0381 X4501 '3256 + 0.90 = 128 mg/L 

oxidized iron
(b) oxidized iron   ferric iron X 1.5 = ferrous

iron
128 mg/L - 0 mg/L X 1.5 = 192 mg/L 

ferrous iron
(c) ferric iron + ferrous iron = total dissolved

iron
0 mg/L +192 mg/L =192 mg/L total dis­ 

solved iron
laboratory value = 270 mg/L total dissolved 

iron
Comparison between the estimated ferrous and 

total dissolved iron concentrations and laboratory-deter­ 
mined concentrations are made for samples collected in 
April 1984 in western Pennsylvania (table 5). These data 
are tabulated below.

The data show a consistently low estimate of ferrous 
iron relative to the laboratory-determined ferrous iron 
values. It also appears that at least more than 11 mg/L 
ferrous iron need be present before being detected by the 
estimation technique. The consistently low estimate 
could be inherent to the method of the acidity titration. 
Stirring of the sample is required to ensure adequate 
dispersal of the titrant and metal precipitate. The stirring 
oxygenates and may oxidize some ferrous iron.

There is little difference between the present 
regression equation for aluminum and the initial equa­ 
tion derived from the north-central Pennsylvania sam­ 
ples. With the recommendation that two titrations be 
performed per sample, two acidity values from pH 4.0 to 
5.0 are available. A statistical analysis using the paired t 
test for comparing the estimated aluminum concentra­ 
tion to the laboratory-determined value for the untreated 
samples and for the oxidized samples indicated that 
neither the oxidized nor untreated estimated values were 
significantly different from the laboratory values. How­ 
ever, the standard deviation and the standard error of the 
mean were lower for the oxidized versus the laboratory 
values than for the untreated versus the laboratory 
values. Separate regression equations were calculated for 
the oxidized acidities from pH 4.0 to 5.0 and laboratory 
aluminum values and for the untreated acidities from pH 
4.0 to 5.0 and the laboratory aluminum values. There was 
less of a difference between the equations representing 
the oxidized samples and the original data than between 
the equation representing the untreated and original 
data. An example is presented that shows that complete 
oxidation is required to best estimate the aluminum 
content. Separate titrations were performed on subsam- 
ples from Well C-2 that contained over 1,000 mg/L 
ferrous iron. The titrations were performed on an 
untreated sample, H2 O2 -treated sample, and H2 O2 - 
treated and heated sample. The three curves are illus-
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Table 4. Titration curve, laboratory-analyzed, and estimated metal data for samples from Kentucky, Maryland, Ohio, western 
Pennsylvania, and West Virginia collected for the period from December 1983 to June 1984 
[ , no data]

Location

Kentucky 
Flat Creek 
Untreated .........
Treated ...........

Lick Creek 
Untreated .........
Treated ...........

Maryland 
Abrams Creek 

Untreated .........
Treated ...........

Laurel Run 
Untreated .........
Treated ...........

Mill Run 
Untreated .........
Treated ...........

Three Forks Run 
Untreated .........
Treated ...........

Ohio 
Sandy Run 
Untreated .........
Treated ...........

Yost Run 
Untreated .........
Treated ...........

West Virginia 
Canyon Creek 
Untreated .........
Treated ...........

Conner Run 
Untreated .........
Treated ...........

Dents Run 
Untreated .........
Treated ...........

Glade Creek 
Untreated .........
Treated ...........

Severn Run 
Untreated .........
Treated ...........

West Run 
Untreated .........
Treated ...........

Western Pennsylvania 
Dec. 1983 
Main Drain 
Untreated. .......
Treated ..........

Seep 2 
Untreated... .....
Treated ..........

WellU 
Untreated... .....
Treated ..........

Well 4K 
Untreated.. ......
Treated ..........

PH

3.3 
3.3

3.9 
3.9

4.2 
3.4

3.4 
3.1

3.8 
3.4

3.3
3.3

3.5 
3.4

34
3.3

2.8
2.7

3.0
2.8

2.6
2.3

2.9 
2.8

3.6
3.3

2.8 
2.6

2.35 
2.45

3.18 
3.18

2.85 
2.85

2.77 
2.89

Specific 
conductance 

(microsiemens at 25°C)

1,870 

817

610 

485 

719 

580

465 

1,150

2,640 

1,800 

5,110 

4,180 

675 

2,280

6,600 

580 

1,600 

3,000

Acidity (milligrams 
per liter as CaCOg)

Iron 
(milligrams per liter)

Aluminum 
(milligrams per liter)

Laboratory1
pH4

35 
35

2 
3

0 
15

40 
46

4 
16

29 
36

13 
17

20
27

245 
240

150 
150

670
717

190 
190

12
32

292 
300

1,300 
1,825

105 
110

150 
200

330 
550

pH5

87 
89

20 
17

34
22

31 
31

27 
15

27 
21

22 
17

75 
68

350
342

240 
230

920 
873

498 
495

110 
90

196 
190

975 
900

60 
60

215 
185

515 
458

pH8.3

200 
193

42 
50

60 
60

102 
100

49 
50

78 
81

53
55

160 
160

785 
745

550
535

2,220 
2,220

990 
955

184 
168

630 
630

3,450 
3,515

245 
245

585 
565

1,350 
1.450

Estimate

3.6 

1.0

3.4 

5.4 

1.7 

3.7

2.8 

4.5

50 

25 

268 

35 

4.1 

75

768 

22 

51 

208

1

2.6 

0.3

0.5 

8.5 

0.3 

4.7

0.5 

0.7

38 

26

142 

25 

4.5 

71

700 

35 

15 

210

2

74 

47

605 

10 

14 

219

Estimate

21 

6

7 

9

5 

7

6

17

76 

52 

191

22 

43

197 

15 

42 

101

Laboratory
1

17 

4

9

7 

6 

5

5 

14

82 

52 

180

24 

44

200 

11 

55 

100

2

151

155 

4 

42 

79
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Table 4. Titration curve, laboratory-analyzed, and estimated metal data for samples from Kentucky, Maryland, Ohio, western 
Pennsylvania, and West Virginia collected for the period from December 1983 to June 1984 Continued

Specific 
conductance

Acidity (milligrams 
per liter as CaCOa)

Iron 
(milligrams per liter)

Aluminum 
(milligrams per liter)

Location
Laboratory1

pH (microsiemens at 25°C) pH 4 pH 5 pH 8.3 Estimate 1
Laboratory1

Estimate 1

Western Pennsylvania Continued
Well 7K 
Untreated........ 3.28 5,500
Treated.......... 2.60  

Well UK 
Untreated........ 2.56 5,000
Treated.......... 2.62  

Feb. 1984..........
Main Drain .......
Untreated........ 2.5 5,000
Treated.......... 1.90  

Well 4K 
Untreated........ 2.9 2,600
Treated.......... 2.1  

Well 7K...........
Untreated........ 2.4 4,000
Treated.......... 1.9  

Mar. 1984 
Main Drain .......
Untreated........ 2.2 4,000
Treated.......... 2.0  

Apr. 1984
Control no.l ......
Untreated........ 2.5 6,000
Treated.......... 2.7  

Main Drain 
Untreated........ 2.4 5,200
Treated.......... 2.4  

Seep 2 
Untreated........ 3.0 1,950
Treated.......... 2.9  

Seep 2A 
Untreated........ 3.6 1,750
Treated.......... 2.9  

TR2 Well no. 1 
Untreated........ 4.0 6,000
Treated.......... 2.7  
WellT 
Untreated........ 3.0 2,000
Treated.......... 3.0  

Well 4K 
Untreated........ 2.9 2,700
Treated.......... 2.2  
Well UK .........
Untreated........ 2.6 4,500
Treated.......... 2.7  
WellU 
Untreated........ 2.3 6,500
Treated.......... 2.4  

210
1,360

735
1,020

504
1,540

889
1,354

202
201

27
151

0
457

130
129

529
850

380 2,220
480 2,520

955 2,590
910 2,680

640 620 2,220
1,140 540 2,260

152 273 1,090
535 255 1,160

650 630 2,480
1,020 700 2,400

885 715 2,740
1,380 650 2,800

802 2,740
745 3,000

826 2,620
793 2,800

189
189

97
75

573
589

345
367

200 1,237
322 1,455

460
454

880
880

216 389 1,090
506 303 1,075

755 2,050
690 2,180

1,924 1,335 4,650
2,422 1,311 4,730

638

444

553

226

462

518

705

500

45

45

196

25

207

365

1,069

870 383

420 385

  606

  324

  561

  505

720 630

550 498

60 54

80 76

290 273

14 13

190 197

340 330

930 781

106

118

57

153

142

42

17

67

151

96 69

199 190 161

  144

  57

  179

  129

163 160 107

173 190 119

39 24

15 41

72 200 91

100 120 83

70 60

130 168

285 280 195

1Laboratory 1 and 2 represent split samples analyzed by two different laboratories.

trated in figure 12. It should be noted that the oxidized 
unheated sample is incompletely oxidized as evidenced 
by its lower acidity content to pH 4.0, as opposed to the 
acidity contained by the oxidized and heated sample. The 
acidity from 4 to 5 for the oxidized sample correlates with 
73 mg/L aluminum, while the acidity from the oxidized 
and heated sample correlates with 36 mg/L aluminum.

The laboratory-determined aluminum value is 27 mg/L. 
Thus it appears that ferrous iron can be an interference 
between pH 4.0 and 5.0 and must be completely oxidized 
before aluminum can be properly estimated.

Therefore the acidity from pH 4.0 to 5.0 for the 
oxidized (treated) and heated samples should be used for 
the estimation of aluminum.
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Figure 12. Titration curves for subsamples from Well C-2 
that are untreated, treated with H202 , and treated with H202 
and heated.
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Figure 13. Effect of temperature on titration curve 
characteristics.

Estimation of aluminum for the samples in 
figure 5 follows:
Well T Sample in an oxidized state 

(1) Treated sample curve
(a) acidity from pH 4.0 to 5.0 = X (regression

equation) = mg/L aluminum 
455 mg/L CaCO3 = X (0.2161* + 2.0932) =

100 mg/L aluminum 
laboratory value = 120 mg/L aluminum 

Well U Sample is in an intermediate state 
(1) Treated sample curve

(a) acidity from pH 4.0 to 5.0 = X (regression
equation) = mg/L aluminum 

1,275 mg/L CaCO3 = X (0.2161* + 2.0932) =
278 mg/L aluminum 

laboratory value = 280 mg/L aluminum 
TR2 Well no. 1 Sample in a non-oxidized state 

(1) Treated sample curve
(a) acidity from pH 4.0 to 5.0 = X (regression

equation) = mg/L aluminum 
336 mg/L CaCO3 = X (0.2161* + 2.0932) =

75 mg/L aluminum
laboratory value = 91 mg/L aluminum 

A decrease of 1.0 to 1.5 pH units was observed by 
Salotto and others (1967) for the inflection points of iron, 
aluminum, and manganese titration curves derived at 
90°C as opposed to the inflection points obtained for 
titration curves at 25°C. Therefore, temperature appears 
to be an important factor when use is made of the metal 
estimation technique.

Curves for duplicate AMD samples titrated at 4°C 
and 35°C are depicted in figure 13. The samples at 
ambient room temperature contained 96 and 69 mg/L of

Table 5. Comparison between estimated and laboratory- 
determined concentrations of ferrous and total disssolved 
iron 
[Values are in milligrams per liter]

Ferrous iron

Site

Well T ................
Well 4K ...............
Seep 2 ................
Seep2A...............
Control Well no. 1 .....
TR2 Well no. 1 ........
Control Well TH no. 2. 
Well UK..............
Well U ................
Main drain ............

Estimate

0 
150 

0 
41 

557 
200 

. 599 
207 
372 

. 186

Labora­ 
tory

3.5 
210 

11 
90 

630 
270 
798 
325 
558 
364

Total dissolved iron

Estimate

25 
199 
45 
45 

705 
196 
617 
365 

1,069 
500

Labora­ 
tory

14 
197 
54 
76 

720 
273 
566 
340 
930 
498

iron and aluminum, respectively. The estimated iron and 
aluminum concentrations at 4°C are 86 and 43 mg/L, 
respectively, and at 35^ are 101 and 63 mg/L, respec­ 
tively. This indicates that, particularly in the case of 
aluminum, poor estimates are obtained from titratiors 
determined at low temperature.

Fortunately, field titrations are probably seldom 
performed at these temperatures because of the care 
required to adjust the electrolyte concentration of the pH 
electrode filling solution. The electrolyte used to fill the 
electrode at room temperature will "salt out" at low 
temperatures because of supersaturation and will he 
undersaturated at the elevated temperatures. Either care 
will produce erroneous pH readings unless the electro­ 
lyte concentration is adjusted.
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SUMMARY AND CONCLUSIONS

The acidity determination provides a value that 
denotes the quantitative capacity of the water sample to 
neutralize a strong base to pH 8.3. However, much 
additional information can be obtained when dual acidi­ 
ties are determined and their respective titration curves 
constructed. This is accomplished by titrating (1) an 
untreated sample at room temperature and (2) a sample 
treated with H2 O2 , heated to boiling, and cooled to room 
temperature. Titration curves for each are then con­ 
structed from the recorded data of titrant increments and 
their corresponding pH values. After the two curves are 
plotted, an indication can be obtained of the sample's 
redox state and its dissolved ferrous iron, ferric iron, and 
aluminum content.

Redox states are indicated by the extent of similar­ 
ity between the titration curves of the untreated and 
H2O2-treated samples. The oxidized state is character­ 
ized by the dual titration curves being nearly superim­ 
posed upon each other; the non-oxidized state character­ 
ized by radically divergent titration curves and totally 
different initial pH values; and the intermediate state 
characterized by curves that, while divergent, do not 
radically differ in their initial pH value.

A nonlinear regression equation with a correlation 
coefficient of 0.98 was determined for the relation 
between the titratable acidity (as mg/L CaCO3 ) to pH 4.0 
and the concentration of oxidized iron as determined by 
laboratory analysis. This correlation was achieved despite 
the fact that the titratable acidity is due not only to the 
hydrolysis of ferric iron but also to the free mineral 
acidity and to the hydrolysis of some aluminum that 
co-precipitates with the iron.

The estimation of ferrous, ferric, and total dis­ 
solved iron is achieved by using the titration curves of the 
oxidized and untreated samples. The oxidized iron is 
estimated from the oxidized sample and represents the 
combined concentration of the oxidized ferrous and 
original ferric iron. The ferric iron concentration is 
estimated from the untreated, raw sample and represents 
the ferric iron concentration in the original sample. The 
concentration value of the ferric iron is subtracted from 
the oxidized iron value and multiplied by 1.5 to obtain the 
estimated ferrous iron concentration. The total dissolved 
iron concentration is then obtained by adding the ferrous 
iron value with that of ferric iron.

A linear regression equation with a correlation 
coefficient of 0.99 was derived for the relation between 
the titratable acidity (as mg/L CaCO3 ) for the oxidized 
sample from pH 4.0 to 5.0 and the concentration of 
aluminum. The relationship suggests that although some 
aluminum hydrolysis occurs below pH 4.0, the total 
dissolved aluminum is directly proportional to the dis­ 
solved aluminum in solution between pH 4.0 and 5.0.

The dual titration curves constitute a characteristic 
shape, or fingerprint, for the AMD sample collected at a 
site. This configuration should not change for the sam­ 
pling site except to contract or elongate, depending on 
sample dilution, unless a geochemical change occurs to 
alter the metal proportions.

The dual acidity titration curves provide a useful 
tool in reconnaissance studies of AMD sites in that they 
indicate the redox state of a sample and allow an estimate 
of the samples's ferrous, ferric, and total dissolved iron 
and aluminum content.
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Pesticides in Rainfall Samples Collected at Fresno, 
California, December 1981 through March 1983
By Michael V. Shulters, Richard N. Oltmann, and Holland R. Grabbe

Abstract

Rainfall samples from 21 storms were collected at two 
sites in Fresno, California, from December 1981 through 
March 1983. These samples were analyzed for 7 organo- 
phosphorus insecticides, 13 organochlorine insecticides, 
and 4 chlorophenoxy-acid herbicides. Eight of these com­ 
pounds exceeded detection levels. The three detected orga- 
nophosphorus insecticides had the highest concentrations: 
median concentrations of parathion, diazinon, and malathion 
were 0.16, 0.11, and 0.02 micrograms per liter, respectively. 
The four detected organochlorine insecticides occurred less 
frequently: median concentrations of chlordane, lindane, 
methoxychlor, and endosulfan were <0.10, 0.01, <0.01, 
and <0.01 micrograms per liter, respectively. The only 
chlorophenoxy-acid herbicide detected was 2,4-D, which 
had a median concentration of <0.01 micrograms per liter. 
The mean rainfall of all sampled storms was 11.0 millimeters.

INTRODUCTION

As part of a study to characterize the quality of 
urban runoff for four different land-use sites in Fresno, 
California, rainfall samples were collected at two sites 
approximately 11 km apart over two rainy seasons from 
December 1981 through March 1983.

In addition to analysis of these rainfall samples for 
such conventional quality constituents as metals, nutri­ 
ents, and major ions, analysis was also done for 26 
selected pesticides known to have been used in the 
Fresno area. The pesticides consisted of organophos- 
phorus and organochlorine insecticides and chloro­ 
phenoxy-acid herbicides. The analytical results showed 
that concentrations for eight of these compounds 
exceeded analytical detection levels for at least 1 of the 21 
sampled storms. Of greatest concern was that several 
concentrations were above the "freshwater aquatic life" 
criteria established by the U.S. Environmental Protection 
Agency (EPA) (1976). The urban-characterization study 
was part of the EPA's National Urban Runoff Program 
and was a cooperative effort between the U.S. Geological 
Survey and the Fresno Metropolitan Flood Control 
District.

The city of Fresno is located about 260 km south­ 
east of San Francisco, California, within the highly agri­ 
cultural San Joaquin Valley (fig. 1). The valley is 
bounded by the Coast Ranges on the west and the Sierra 
Nevada on the east. Fresno is subject to winter storms 
that move from the Pacific Ocean over the Coast Ranges 
and into the valley. The average annual rainfall for the 
study area is about 250 mm, nearly all of which falls from 
October to April. During the first year of this study, the 
rainfall total was near this average; during the second 
year the total was about 2.3 times the average. The mean 
rainfall of the 21 sampled storms was 11.0 mm. The 
topography of the study area is virtually flat; the average 
gradient is approximately 1.5 m/km.

DATA COLLECTION

Rainfall samples for pesticide analyses were col­ 
lected with sheet-metal collectors, which measured about 
610 by 750 mm (fig. 2). The collectors were located on 
instrument-shelter rooftops about 3 m above ground 
level. Each collector was placed in position at the begin­ 
ning of a storm and removed at the end. During a storm, 
rainfall landing on the metal collector drained into a glass 
jar for storage until the end of the storm. Each composite 
sample represents a single storm. A tipping-bucket rain 
gauge and a digital recorder were used to document the 
quantity of rainfall during each storm. After collection, 
the samples were transferred to 1-L glass bottles, sealed 
with foil-lined caps, and chilled to 4°C for shipment to the 
U.S. Geological Survey laboratory in Arvada, Colorado. 
The glass bottles were baked at 350°C prior to use.

ANALYTICAL METHODS

Organochlorine and organophosphorus com­ 
pounds were extracted with hexane. The hexane extract 
was dried and concentrated to 1.0 mL, and a small 
portion of the extract was analyzed for organophos­ 
phorus compounds by gas chromatography on two dis-
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Figure 2. Equipment used to collect rainfall samples for pesticide analysis.

similar columns by use of flame photometric detectors 
operating in the phosphorus mode. The remaining por­ 
tion of the extract was then chromatographed with 
hexane on deactivated alumina columns to remove com­ 
pounds that would interfere with the organochlorine 
analyses. The extract was concentrated to 1.0 mL and 
analyzed by gas chromatography on two dissimilar col­ 
umns by use of electron-capture detectors.

Pesticide analyses were performed in accordance 
with the standard method given in Wershaw and others 
(1987). The samples submitted for chlorophenoxy-acid 
herbicide analyses were acidified with sulfuric acid and 
extracted with unpreserved diethyl ether. The extract was 
heated with aqueous potassium hydroxide to saponify the 
esters and evaporate the ether. To reduce interference 
with the chlorophenoxy-acid analysis, the basic and neu­ 
tral organic compounds were removed by extracting the 
basic solutions with diethyl ether. The remaining aque­ 
ous solution was acidified, and the chlorophenoxy-acid 
herbicides were extracted with ether. Benzene was added 
to the extract, and the extract was concentrated to about 
1 mL. Boron trifluoride-methanol reagent was added to 
the benzene solution to produce methyl esters of the 
chlorophenoxy acids. The benzene solutions were chro­

matographed on florisil columns to remove compounds 
that would interfere with the analyses. The 
chlorophenoxy-acid methyl esters were then determined 
by gas chromatography on two dissimilar columns by use 
of electron-capture detectors.

DISCUSSION

The eight pesticides identified in rainfall during the 
2-year study and their statistical summary are shown in 
table 1. The 18 pesticides that sample analysis did not 
detect during the study follow. The organophosphorus 
insecticides not detected were ethion, methyl parathion, 
trithion, and methyl trithion; the organochlorine insecti­ 
cides not detected were aldrin, DDD, DDE, DDT, 
dieldrin, endrin, heptachlor, heptachlor epoxide, mirex, 
perthane, and toxaphene; the chlorophenoxy-acid herbi­ 
cides not detected were 2,4-DP, 2,4,5-T, and silvex.

The organophosphorus compounds parathion, dia- 
zinon, and malathion were the most prevalent pesticides 
during the study period. The occurrences of parathion 
and diazinon correlated (R = 0.71). These two insecti­ 
cides are used in the San Joaquin Valley primarily as
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Table 1. Statistical summary of pesticides identified in rainfall samples from Fresno, California, December 1981 through 
March 1983
[Values are in micrograms per liter; mean and standard deviation were determined for diazinon because all values were greater than or equal to 
the detection limit]

Pesticide

Organophosphorus 
Parathion ..........
Diazinon ..........
Malathion .........

Organochlorine ......
Chlordane .........
Lindane ...........
Methoxychlor ......
Endosulfan ........

Chlorophenoxy ......
2,4-D .............

Number of 
samples

41
41
41

40
40
40
40

35

Number of sam­ 
ples showing 

concentration at 
or above detec­ 

tion level Mean

37 _
41 0.15
37 -

8  
00

6 -
12 -

9 -

Median

0.16
.11
02

< 10
.01

< 01

< 01

Standard Minimum Maximum 
deviation value value

  <0.01 1.00
0.17 .01 .93
- <.01 .11

- < .10 .40
  < 01 04
  < .01 .12
  < .01 .08

  < .01 .08

dormant sprays on fruit trees. The most common appli­ 
cation method of these insecticides is a high-volume, 
truck-mounted sprayer, which tends to suspend large 
quantities of spray in the air and thus facilitate movement 
by wind currents. This form of application probably 
accounts for the presence of parathion and diazinon in 
rainfall.

Low concentrations of diazinon were detected in 
the early season storms in September, October, and 
November 1982 (fig. 3), but parathion did not become 
generally evident until the January 18,1983, storm. Both 
compounds were detected throughout the remainder of 
the rainy season. The observed concentrations seem to 
depend on the total rainfall for each storm and the length 
of time since the last storm. Concentrations were gener­ 
ally higher during the first rainy season, but loadings 
were generally higher during the second rainy season, 
owing to the higher rainfall totals. An example of these 
concentrations and loading variations can be seen for 
parathion in figure 4.

Malathion concentrations were lower than para­ 
thion and diazinon during the study, and occurrence of 
this pesticide was more variable than for either parathion 
or diazinon (fig. 5). Malathion use has decreased in 
recent years; it is used mainly for mosquito control rather 
than for agricultural purposes. The organochlorine insec­ 
ticides and the chlorophenoxy-acid herbicide 2,4-D were 
not detected as often or in as large concentrations as 
parathion or diazinon. Insecticides in the organochlorine 
group and 2,4-D are applied primarily by aircraft in the 
San Joaquin Valley. Organochlorine insecticides have 
been reported in rainfall in previous studies, including 
those by Revenue and others (1972), Eisenreich and 
others (1981), and Strachan and Huneault (1979). Most 
of the occurrences in this study were during the first rainy
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Figure 3. Concentrations of diazinon and parathion in 
storm-composite samples collected at two sites in Fresno, 
California.

Figure 5. Concentrations of selected pesticides in storm- ^ 
composite samples collected at two sites in Fresno, California.
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Figure 5. Continued

season, which had considerably less rainfall than the 
second rainy season. Chlordane was found mostly at or 
below detection level (0.10 ngfL), except during one 
storm in the first rainy season, when the pesticide 
exceeded detection level at both sites, and then once 
more at the industrial site only (fig. 5). Methoxychlor and 
endosulfan exceeded detection level only during March 
of both years (1982 and 1983) (fig. 5). Lindane exceeded 
detection level only once at the residential site, but for 
unknown reasons it exceeded detection level seven times 
at the industrial site, five of them during the first year of 
the study (fig. 5). The chlorophenoxy-acid herbicide 
2,4-D exceeded detection level only during January 
through March (fig. 5) of both rainy seasons (1982 and 
1983).

The detection of most of these pesticides in the 
Fresno area rainfall generally coincided with periods in 
which pesticides are known to be applied to the trees and 
fields in the surrounding agricultural areas. This coinci­ 
dence suggests that the rainfall quality is related to 
localized activities. Data are not available, however, to 
show to what extent these pesticides are transported from 
their application points.
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The Flux of Particulate Organic Carbon in 
Estuaries: Phytoplankton Productivity and 
Oxygen Consumption
By David H. Peterson, Laurence E. Schemel, Richard E. Smith, Dana D. Harmon, 
and Stephen W. Hager

Abstract

Phytoplankton are by definition the principal source of 
organic matter in phytoplankton-based estuaries. Conceptu­ 
ally, such estuaries with higher phytoplankton productivity 
(higher carbon flux) have the capacity to maintain higher 
organic-matter mineralization rates and thus higher oxygen 
consumption rates than estuaries with lower productivity. To 
test this concept in a preliminary way we compare two 
possible phytoplankton-based estuaries: Chesapeake Bay 
(and its tributary Potomac estuary) and northern San Fran­ 
cisco Bay. Reported estimates of annual mean phytoplank­ 
ton productivity are higher for Chesapeake Bay than for 
northern San Francisco Bay and, indeed, the rates of water- 
column oxygen consumption are also consistently higher in 
Chesapeake Bay than in San Francisco Bay. Furthermore, 
the literature values of water-column oxygen consumption 
rates from other estuaries are within the approximate range 
observed for San Francisco and Chesapeake Bays, or, are 
even higher. Apparently our estimate of the "average" rate of 
water-column oxygen consumption in northern San Fran­ 
cisco Bay, 6 micromoles 02 per liter per day, represents a 
low estuarine value, but this rate is still higher than similar 
rates reported for the photic ocean.

INTRODUCTION

Variability in the biogeochemistry of many aquatic 
systems is controlled predominately by rates of supply, 
dilution, and removal of organic matter. Since phyto­ 
plankton are often the principle source of such organic 
matter, aquatic systems are often classified solely on the 
basis of their phytoplankton productivity. In very large 
systems such as the oceans, however, observed local 
biogeochemical rates are not always representative of the 
system as a whole or even major portions of the system. 
For example, observations of dissolved silica fluxes esti­ 
mated from benthic chamber experiments off the north­ 
west coast of Africa (Rowe and others, 1977) appear to

overestimate the average benthic flux beneath shelf 
waters when extrapolated to this entire region (Carothers 
and Grant, 1983).

Estuaries are also difficult to fully characterize by a 
few discrete observations such as phytoplankton produc­ 
tivity and benthic exchange because estuaries are located 
at the crossroads between terrestrial and marine environ­ 
ments. As a result, estuarine distributions are highly 
variable, and few generalizations about estuarine systems 
have ever been attempted. For these reasons a review 
from the early 1970's stated ". . . what we know of the 
broadest biotic functions of estuaries is still largely guess 
work" (Woodwell and others, 1973).

One generality that does seem to be broadly appli­ 
cable in understanding the biogeochemistry of estuaries 
is that estuaries with higher concentrations of suspended 
sediment and consequently higher diffuse-light extinction 
coefficients have lower phytoplankton productivity than 
estuaries with lower suspended sediment concentrations 
(table 1; see also Wofsy, 1983; Day, 1981; Pennock and 
others, 1983; and Peterson and Festa, 1984). And, to the 
extent that phytoplankton are the major source of 
organic matter, we propose that phytoplankton produc­ 
tivity in estuaries is a controlling mechanism for many 
biogeochemical processes. We test this premise in a 
preliminary way by comparing rates of oxygen consump­ 
tion in the water column of northern San Francisco Bay, 
an estuary with below-average annual phytoplankton 
productivity, to rates in Chesapeake Bay, an estuary with 
above-average productivity. The link, if any, between 
phytoplankton-based systems and oxygen consumption is 
a relatively recent subject of research because oxygen 
consumption rates in most systems are poorly defined 
(Packard and others, 1983). Thus, in an attempt to put 
the oxygen consumption rates for northern San Francisco 
Bay and Chesapeake Bay into perspective, we have 
reviewed published oxygen consumption rates from the 
ocean and other estuaries.
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Table 1. Estuarine phytoplankton productivity and optical 
depth

(Optical depth is the inverse of the diffuse-light extinction coefficient; see text 
and references for details regarding this and other estuarine parameters ]

Estuary
Phytoplank- Optical

ton productivity depth
(g C rrrV) (m)

References

Neuse River ........
Chesapeake Bay .....

Narragansett .......

Delaware Estuary ....
South River ........
Northern San
Francisco Bay ......

Wassaw Estuary .....
Ems ..............
Dollart ............

520
480

310

290
290

110
90
55
13

0.77
.91

.98

.67

.40

.50

.56

.48

.11

Fisher and others, 1982a.
Boynton and others, 1982;

Champ and others, 1980.
Furnas and others, 1976;

Oviatt and others, 1981.
Pennock and others, 1983.
Fisher and others, 1982b.

Cole, 1982; Peterson, 1979.
Turner and others, 1979.
Cadee and Hegman, 1974.
Cadee and Hegman, 1974.

Reviews by W. Broenkow, R.S. Carney, R. Harvey, 
D. Johnson, and A.Y. Ota, discussions with T. Callender, 
T.J. Conomos, Douglas Hammond, J.F. Festa, F.H. 
Nichols, and J.K. Thompson, and technical assistance of 
S. Chapralis, J.S. DiLeo-Stevens, and the San Francisco 
Bay and Potomac Estuarine research teams are appreci­ 
ated.

A CONCEPTUAL MODEL

In this report, the concept of estuaries is simplified 
by assuming light intensity as the principal forcing func­ 
tion for the in-situ production of organic matter. Several 
estuaries follow a broad relation between mean annual 
productivity and optical depth (table 1). Optical depth is 
the reciprocal of the diffuse-light extinction coefficient.

Our model assumes that estuaries having higher 
rates of productivity (more available light) support 
higher rates of mineralization. This simple model pro­ 
vides a frame of reference for evaluating some of the 
many positive (and negative) feedback mechanisms that 
considerably complicate estuaries and facilitates broad 
comparisons between diverse estuaries. In general, then, 
high rates of mineralization are considered a conse­ 
quence rather than the cause of high productivity. Addi­ 
tional assumptions include neglect of water circulation 
and mixing effects and nutrient sources, but to some 
extent water circulation and mixing must control light 
intensity and, therefore, is considered.

METHODS OF STUDY

Phytoplankton productivity was studied in northern 
San Francisco Bay during 1976 and 1977 (daylight and

24-hour rates, Peterson and others, 1984, unpub. data) 
and 1980 (24-hour rates, B.E. Cole, 1982) and by other? 
in Chesapeake Bay during 1977 and 1978 (Kemp anc1 
Boynton, 1981) and in its tributary Potomac estuary 
during 1977 and 1978 (short term, daylight and 24-hour 
rates, Cole and Harmon, 1981). Dark-bottle oxyger 
consumption was studied in northern San Francisco Bay 
during 1976 and 1977 (12- and 24-hour rates, Petersor 
and others, 1984, unpub. data), and in Chesapeake Bay 
during 1977 and 1978 (Kemp and Boynton, 1981), and ir 
its tributary Potomac estuary during 1977 and 1978 (12- 
and 24-hour rates, Cole and Harmon, 1981). Sample 
locations and methods are detailed in these reports.

For purposes of comparison the following conver­ 
sion factors were used throughout this paper: optical 
depth equals Secchi depth times 1.5 (Holmes, 1970), 1 
mole O2 produced equals 1 mole C fixed, and 1 mole C 
mineralized equals 1 mole O2 consumed. Oxygen con­ 
sumption rates from the various sources were not nor­ 
malized for temperature effects.

RESULTS AND DISCUSSION

Although observations of dark-bottle oxygen con­ 
sumption are a gross and relatively low-precision mea­ 
surement, the results are reproducible. For example, in 
agreement with Williams (1982), we saw no significant 
differences in dark-bottle rates during the Potomac estu­ 
arine study between daylight and 24-hour incubation 
experiments (for a range in values of 14 to 130 /tmole O2 
L'M"1 (/tmole = 10"6 molecular weight) (the daylight 
rate = 0.02 + 1.01 times the 24-hour rate and with a 
mean deviation ±4.4 /imole O2 L'M" 1 ; the correlation 
coefficient, R2 , = 0.94; the number of samples, n, = 22). 
Also, many oxygen consumption rates observed in San 
Francisco Bay are probably near our limit of analytical 
detection and, therefore, these rates are clearly lower 
than those observed in the outer Potomac estuary by use 
of the same techniques (fig. 1). Further validation of this 
estuarine difference in rates is provided by Kemp and 
Boynton (1981). Their measurements in Chesapeake Bay 
by different techniques but at the same time of the year 
as our Potomac estuary rates showed similar or even 
higher values (fig. 1).

On the basis of presently available data, Chesa­ 
peake Bay has one of the highest phytoplankton produc­ 
tivities and presumably highest oxygen consumption 
rates, whereas northern San Francisco Bay is an estuary 
with lower productivity and oxygen consumption rates 
(tables 1 and 2). We explore this difference in the 
following way. First the offshore decrease in concentra­ 
tion of organic matter in the ocean and some of the 
consequences with regard to oxygen consumption are 
briefly reviewed. Then we characterize some of the
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Table 3. Macroscopic benthic biomass in estuaries and the 
ocean
[Calculated as ash-free dry weight based on conversion factors of Lie 
(1969) for wet weight; see text for details concerning calculation]

Location

Northern San Fran-

Continental

Deep sea 
(Gulf of Mexico)....

Water depth 
(m)

3-6

1-11

< 2,000

< 2,000

Benthic bio­ 
mass (g m"2)

1-35

.07-9

2-14

>.02

References

Kemp and Boynton,
1981. 

Thompson and Nichols, 
1984.

Cary, 1972.

Rowe, 1971; Rowe and 
Menzel, 1971.

Chlorophyll (micrograms per liter)

Figure 1. Oxygen consumption rates and chlorophyll con­ 
centrations for outer San Francisco Bay estuary, Chesapeake 
Bay (including outer Potomac estuary), and the ocean.

Table 4. Benthic oxygen consumption in estuaries and the 
ocean

Table 2. Water-column oxygen consumption rates in estu­ 
aries and the ocean

. _  ,. _ Temperature Loccuion /of \

Chesapeake Bay . . 18

Northern San 18.9 
Francisco Bay . . .

Shelf water ...... 16.7

Shelf water ...... 16.4

Slope water ..... 20.9

CHo roDhvll Water column

6 16 Kemp and Boynton, 
1981; Flemer, 
1970. 

6.2 6.4 Peterson and oth­ 
ers, unpub. data 
1984. 

.83 5.5 Packard and Wil­ 
liams, 1981. 

.66 3.9 Packard and Wil­ 
liams, 1981. 

.24 2.1 Packard and Wil­ 
liams, 1981. 

.18 1.9 Packard and Wil­ 
liams, 1981.

Benthic oxygen 
Location consumption References

Chesapeake Bay ........... 341 Kemp and Boynton, 1981.

cornmun., 1984.8 
California Shelf ........... 3-11 Smith and others, 1983;

Hartwig, 1974.3

1Annual mean. 
2Based primarily on studies in south San Francisco Bay. 
3Cited in Fisher and others, 1982a.

shelf (J.J. Cole, 1982; Fenchel, 1982; Ducklow, 1983, 
Linley and others, 1983), oxygen consumption rates also 
decrease (table 2). 

Decreasing benthic activity bevond the continental

possible biological differences between Chesapeake Bay 
and northern San Francisco Bay that could be related to 
observed differences in oxygen consumption rates. 
Lastly, we provide an additional basis for comparison by 
summarizing published observations of oxygen consump­ 
tion in other estuaries.

The Ocean

Estuaries are open to the ocean and intuitively 
there must be a continuum of processes from the outer 
estuary into the ocean. Most of the oxygen consumption 
in the photic zone of the ocean is attributable to phyto- 
plankton and bacterial respiration (Williams, 1981, 
1982). Consequently, when phytoplankton and bacterial 
abundance decrease in waters beyond the continental

shelf is attributed largely to increasing water depth 
(Rowe, 1983; Theil, 1983; Carney and others, 1983). 
Thus, the relative abundance of marine benthic animals 
in the deep sea is thought to reflect the incoming organic 
carbon flux to that region. For instance, animal biomass 
decreases dramatically from the continental shelf to the 
deep sea (table 3) apparently in response to a similar 
decrease in flux of particulate organic carbon (Suess, 
1980). Similarly, decreases in benthic biomass with 
increasing depth in the sea is apparently greatest in 
regions of low phytoplankton productivity (Rowe, 1971). 
However, the abundance of macrobenthic organisms is 
only one of several indicators of the incoming organic 
carbon flux (Lyle, 1983); another is the rate of benthic 
oxygen consumption (Nixon, 1981; Smith and others, 
1983; table 4).

In summary, relative to most estuarine systems the 
photic waters of the open ocean must represent low 
abundances of phytoplankton and bacteria and, there­ 
fore, are near or lower than the lowest rates of oxygen
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consumption observed in estuarine waters. Similarly, 
benthic biomass and oxygen consumption in the deep 
ocean is, obviously, considerably less than for estuarine 
and coastal shelf systems.

San Francisco Bay and Chesapeake Bay

Annual mean phytoplankton productivity for Ches­ 
apeake Bay (fig. 2) is clearly higher than for San Fran­ 
cisco Bay (Flemer, 1970; Biggs and Flemer, 1972; Kemp 
and Boynton, 1981; Officer and others, 1984; B.E. Cole, 
1982). Estuarine oxygen consumption rates , however, 
are less well documented but must be higher than 
oceanic rates. To illustrate this, it is instructive to esti­ 
mate a possible contribution of phytoplankton respira­ 
tion to oxygen consumption by using allomeric equations 
(Peters, 1983; Seim and Seather, 1983; Fenchel and 
Finley, 1983) for respiration in agreement with Williams 
(1982). In coastal and outer estuarine waters of San 
Francisco Bay (an area of deep photic depth and high 
productivity relative to the inner estuary), the phyto­ 
plankton population is assumed to be 2.6 X 106 cells L"1 
(annual mean value near Golden Gate, Wong and Clo- 
ern, 1982). Using an allomeric phytoplankton respiration 
equation (Banse, 1976) and assuming 86 pg C cell" 1 and 
2.8 /ig chlorophyll L" 1 (Wong and Cloern, 1982), we 
arrive at an oxygen consumption of 1.7 /imoles O2 L'M'1 
(/ig chlorophyll)" 1 , or 4.8 jimoles O2 L'M" 1 . This estimate 
of phytoplankton respiration in the outer estuarine 
waters of the bay suggests the observed rates are reason­ 
able.

Perhaps even less is known about estuarine benthic 
communities than is known about estuarine oxygen con­ 
sumption rates. Whether or not estuarine benthic bio- 
mass is a valid indicator of organic carbon flux has not yet 
been established. Nevertheless, for completeness, some 
information on benthic biomass in San Francisco Bay and 
Chesapeake Bay is included.

Macrobenthic animal biomass in northern San 
Francisco Bay tends to be lower than in Chesapeake Bay 
(table 3). Winter-fall average biomass in the outer estu­ 
ary, which is least influenced by fresh water inflow, was 
50 g/m2 wet weight (Thompson and Nichols, 1984). This 
is less than 4 g/m2 ash-free dry weight. (To make this 
conversion, a phylum-weighted conversion factor of 0.07 
g ash-free dry weight per gram of wet weight was used 
(Lie, 1968). Almost 90 percent of the wet biomass was 
mollusca, with the remainder annelida and arthropoda 
(Thompson and Nichols, 1984).)

Although macrobenthic organisms account for 
only a fraction of benthic oxygen consumption (Smith, 
1973), benthic oxygen consumption in San Francisco Bay 
is lower than in Chesapeake Bay (table 4). Annual-mean 
benthic oxygen consumption in San Francisco Bay is

estimated to be 24 mmoles O2 m"2d"1 (Douglas Ham- 
mond, oral commun., 1984). This estimate is based 
largely on observations from south San Francisco Bay. 
Interestingly, benthic biomass is highest at locations in 
south San Francisco Bay where phytoplankton produc­ 
tivity is highest (B.E. Cole, 1982) and where phytoplank­ 
ton standing stock is possibly controlled by benthic filter 
feeding (Cloern, 1982).

In general, differences in oxygen consumption 
rates (water column and benthic) between northern San 
Francisco Bay and Chesapeake Bay are consistent with 
their differences in phytoplankton productivity. The oxy­ 
gen consumption rates seem to be realistic, but to further 
verify this, we review the oxygen consumption rates from 
other estuarine studies on a case by case basis.

Narragansett Bay, Rhode Island

An estimate of phytoplankton productivity in Nar­ 
ragansett Bay is 310 g C m'V1 (based on 24-hour 
carbon-14 incubation experiments, Furnas and others, 
1976). Of course temporal, spatial, and experimental 
design variability are all complications in estimating both 
annual productivity (Oviatt and others, 1981) and oxygen 
consumption, but oxygen consumption is further compli­ 
cated because most wet chemical methods cannot meas­ 
ure small rates. Oxygen consumption rates less than 30 
/imole O2 L'M'1 in Narragansett Bay were considered to 
be unreliable (38 of 46 observations were less than 30 
/imole L'M"1 , Oviatt and others, 1981). Thus, an alterna-

San Francisco Bay

Water-column 
mineralization

Chesapeake Bay

Benthic 
mineralization

Figure 2. Simplified pie diagrams of relative magnitudes of 
phytoplankton productivity and mineralization in San Fran­ 
cisco Bay and Chesapeake Bay (illustrated with the diatom 
Thalassiosira wongil). The relative proportions of water-col­ 
umn to benthic mineralization are idealized and are virtually 
unknown. See text for some discussion of data and assump­ 
tions. Range of chlorophyll for Chesapeake Bay is roughly 
estimated from determinations of suspended paniculate 
organic carbon (Kemp and Boynton, 1981) and chlorophyll 
distributions for this mid-estuarine region (Flemer, 1970).
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tive to direct estimate of oxygen consumption was made. 
It was assumed that the ratio of daylight water-column 
oxygen productivity to night respiration was the same in 
Narragansett Bay as their observed ratio in experimental 
microcosm tanks. Note that annual-mean respiration in 
the microcosm tanks including the walls and water but 
not bottom sediment was 15 jimole O2 L'M" 1 (Oviatt and 
others, 1981). Assuming, then, that night oxygen con­ 
sumption equals daylight oxygen productivity divided by 
1.7 (Oviatt and others, 1981) and assuming a 12-hour 
night, oxygen consumption in the bay is 94 mmole m'M" 1 . 
Therefore, for a mean water depth of 9 m (Kremer and 
Nixon, 1978) annual mean oxygen consumption is 10 
/nmole O2 L'M' 1 . Annual mean benthic oxygen consump­ 
tion is 32 mmole O2 m'M" 1 (Nixon and others, 1976).

Newport River Estuary, Rhode Island

Results for this estuary are included because they 
provide an estuarine example in which phytoplankton 
biomass is relatively low. As a caution, however, a simple 
profile of this system could be misleading because in 
contrast to the previously described systems the average 
water depth, 1.2 m, is less than the photic depth (Wil­ 
liams and Murdoch, 1966; Williams, 1966) and benthic 
filter feeding is considered to be an important control on 
phytoplankton standing stock (Officer and others, 1982).

Annual mean phytoplankton standing stock is 2 X 
106 cells L J and (or) 4 jig chlorophyll L' 1 (Williams and 
Murdoch, 1966; Williams, 1966). Annual (net) produc­ 
tivity, 48 g C m'V1 , must be less than the potential 
productivity because the mean depth of the estuary is less 
than the photic depth. Using their observation that 
water-column respiration is 48 percent gross photosyn­ 
thesis per unit area, oxygen consumption is 13 jimole O2 
L'M' 1 (19 in summer and 7 jimole O2 L'M' 1 in winter).

In this estuary annual mean oxygen consumption is 
two times higher than the value observed for San Fran­ 
cisco Bay, whereas productivity is two times lower than 
for San Francisco Bay. However, Newport estuary is very 
shallow and although productivity on an area basis is two 
times lower than for San Francisco Bay, on a volume 
basis productivity is about two times higher than for San 
Francisco Bay (and oxygen consumption on a volume 
basis is also correspondingly higher than for San Fran­ 
cisco Bay).

Dollart Estuary, The Netherlands

This is an organic-waste-dominated estuary tribu­ 
tary to the Ems estuary (Van Es and Ruardij, 1982). 
Annual mean phytoplankton standing stock is 9 jtcg 
chlorophyll L"1 , and productivity is only 13 g C m^y" 1 , but

waste input is 400 g C m^y" 1 and benthic oxygen con­ 
sumption is high, between 50 and 60 mmole O2 m'M" 1 . 

Waste waters of the Dollart are partially mixed and 
diluted with waters from the major Ems estuary (Van Es 
and Ruardij, 1982). In the Ems, the lowest oxygen 
consumption rates are only 6 jimole L'M" 1 (except in the 
outer estuary during phytoplankton blooms, when oxy­ 
gen consumption rates are 10 to 15 jnnole L'M" 1 ). An 
annual average value of oxygen consumption in the 
Dollart is about 16 jimole L'M' 1 . During summer, when 
average water temperatures are higher (20°C), oxygen 
consumption rates in the Dollart vary from 7 jimole O2 
L'M" 1 near the mouth to 30 jimole O2 L'M" 1 near the 
waste-dominated inner reaches. Thus, the carbon fluxes 
(phytoplankton plus waste-derived) and oxygen con­ 
sumption rates are higher than for San Francisco Bay and 
similar to values estimated for Chesapeake Bay.

Wassaw Estuary, Mississippi

This system is similar to the Dollart in that nonphy- 
toplankton sources of organic matter apparently support 
higher rates of oxygen consumption than might be 
expected from phytoplankton productivity alone. Annual 
mean oxygen consumption is 14 jimole O2 L'M" 1 and 
varies between about 15 to 60 jimole O2 L'M" 1 in 
summer (Turner, 1978). Although annual mean phyto­ 
plankton productivity, 90 g C m'2/ 1 , is not sufficient to 
support these observed rates of dissolved-oxygen con­ 
sumption (Turner and others, 1979), the shortfall of 
organic matter is met by dissolved organic carbon exu- 
dates from nearshore macroscopic algae (about 190 g C 
m'Y 1 , Turner, 1978).

Southhampton Estuary, England

Background rates of oxygen consumption in the 
upper estuary were between 5 and 10 jtcmole O2 L'M" 1 
(Lima and Williams, 1978). Rates increased to about 23 
jtcmole O2 L'M" 1 when chlorophyll peaked to about 24 jig 
chlorophyll L" 1 , but these rates may have been up to 2 
times higher because phytoplankton activity varied 
between 50 and 100 percent after sample processing 
(Lima and Williams, 1978).

IMPLICATIONS

Oxygen consumption rates in San Francisco Bay 
are consistently lower than in Chesapeake Bay (table 2 
and references cited therein) and seem to be in the range 
expected on the basis of results from the ocean, other 
estuaries, and differences in organic carbon flux such as 
phytoplankton productivity per unit area. However, esti-
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mating annual rates of water-column oxygen consump­ 
tion in estuaries is confounded by two limitations: in 
many instances the observed rates are near analytical 
precision and the temporal and spatial sampling fre­ 
quency is minimal. Thus, these differences between estu­ 
aries are considered qualitatively valid only.

There is a link between phytoplankton productivity 
and benthic oxygen consumption in many shallow-water 
coastal marine environments including estuaries, even 
though only 25 to 50 percent of the supply of organic 
matter is mineralized on the bottom (Nixon, 1981). 
Potentially, then, almost 50 to 75 percent of the organic 
matter is available for mineralization in the water col­ 
umn, burial in the bottom sediment, or export to the sea. 
As an example calculation for the water column, using a 
mean-tide water depth of 4 m for northern San Francisco 
Bay and our estimated mean oxygen consumption rate of 
6 jimole O2 L'M'1 , annual water-column consumption of 
organic carbon in northern San Francisco Bay is 100 g C
m-2y-i rpj^ rough estimate suggests that the observed 
rates of oxygen consumption are reasonable and close to 
what might be expected if phytoplankton are the princi­ 
pal source of organic matter that is mineralized in the 
northern bay (table 1).

Sediment-associated organic matter borne by riv­ 
ers is also an important source, but some of this organic 
matter is undoubtedly refractile and, as such, accumu­ 
lates in bottom sediment. It is also unknown what frac­ 
tion of annual phytoplankton productivity supports ben­ 
thic oxygen consumption. Nevertheless, it seems 
impressive that annual mean benthic oxygen consump­ 
tion rates in Chesapeake Bay (table 4) are equivalent to 
150 g C m^y" 1 , because this makes benthic organic- 
matter mineralization rates in Chesapeake Bay similar 
to, or even possibly higher, than annual mean phyto­ 
plankton productivity in northern San Francisco Bay 
(table 1).

Spatial variability in oxygen consumption rates are 
poorly defined but are probably very important to estu- 
arine budgets. For example, oxygen consumption rates in 
near-surface waters can be higher than at depth because 
oxygen consumption in near-surface photic waters 
includes respiratory growth and maintenance processes, 
whereas oxygen consumption in aphotic waters at depth 
may be attributed solely to maintenance processes 
(Rivkin and others, 1982). As an example calculation, 
using a mean water depth of 7 m (Jaworski, 1981) and an 
annual mean oxygen consumption rate of 16 jumole O2 
L'M"1 makes annual water-column consumption of 
organic carbon in Chesapeake Bay 490 g C m^y" 1 - This 
calculation used average rates of oxygen consumption 
from water depths of 3 to 6 m (Kemp and Boynton, 
1981). As such the oxygen consumption rates may be 
weighted to higher near-surface values than an average 
value for Chesapeake Bay as a whole, because more than

30 percent of the area of Chesapeake Bay is at a water 
depth greater than 9 m (Pritchard, 1952). The average- 
depth of Narragansett Bay is 9 m, and Oviatt and other? 
(1981) observed that oxygen consumption rates froir 
samples at depth were frequently less than near-surface 
samples (see also Turner and Alien, 1982). On the 
average, obviously, amounts of light and photosynthesis 
are lower at depth. Similarly, estuary respiration (per 
unit volume) in the Newport River was a smaller per­ 
centage, 19 percent, of gross maximum photosyntheses 
(per unit volume at the 50 percent light intensity) in the 
two instances of extremely high turbidity (optical depthf 
of 0.13 and 0.19 m) in comparison to the estuarine 
average of 29 percent (Williams, 1966).

Oxygen consumption rates tend to increase with 
increasing chlorophyll concentrations (noted in discus­ 
sion above and Fisher and others, 1982b). Because 
annual mean chlorophyll concentrations in San Francisco 
Bay and Chesapeake Bay are apparently similar (table 2), 
specific photosynthetic activity in Chesapeake Bay is 
most likely, higher on the average than San Francisco 
Bay. This is probably a physical and physiological conse­ 
quence of the lower average suspended sediment concen­ 
tration in surface waters of Chesapeake Bay than in Sar 
Francisco Bay (Flemer, 1970; Biggs and Flemer, 1972; 
Conomos and others, 1979; Wofsy, 1983; Cole and 
Cloern, 1984; Peterson and Festa, 1984).

Although observations of dissolved-oxygen con­ 
sumption rates are a very gross parameter, such rates 
seem to provide a general frame of reference for unan­ 
swered questions regarding Chesapeake and San Fran­ 
cisco Bays. High phytoplankton biomass and productivity 
support high bacterial biomass and productivity (J.J. 
Cole, 1982; Linley and others, 1983; Ducklow, 1983; 
Azam and others, 1983) but it remains to be seen if the 
average bacterial biomass, productivity, and associated 
microbial activities are indeed higher in Chesapeake Bay 
than in northern San Francisco Bay.

Estuaries having very high annual rates of phyto­ 
plankton productivity (table 1) tend to have low ambient 
concentrations of dissolved inorganic nutrients, in com­ 
parison to estuaries having low productivity (Chesapeake 
Bay versus San Francisco Bay). Narragansett Bay, in fact, 
is considered slightly oligotrophic (Kremer and Nixon, 
1978). In the broad range of estuaries considered, we 
assumed that organic-matter recycling rates largely 
depend on phytoplankton productivity. But in the estu­ 
aries of relatively high phytoplankton productivity, phy­ 
toplankton productivity also depends on organic-matter 
recycling rates (positive feedback). This is one explana­ 
tion why long-term increases in nutrient sources are 
considered to be an important control altering the bio- 
geochemistry of Chesapeake Bay (Officer and others 
1984), but perhaps less so for northern San Francisco 
Bay.
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In summary, it is understandable that there is a 
reluctance to make generalizations about the biogeochem- 
istry of estuaries because they are very complex systems 
and to a large degree each system is unique. Preliminary 
interpretations indicate that estuarine oxygen consump­ 
tion rates make sense when the magnitude of organic 
source is known or approximately known and when 
considered on annual or, possibly, seasonal time scales.
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Steady-State Solutions for Concentration of a Solute 
with First-Order Decay in a River
By Nobuhiro Yotsukura

Abstract

Many dissolved substances transported in a river are 
not conservative and often lose their mass at a rate described 
by a first-order reaction. For these types of substances or 
solutes, the transport process in an open-channel flow is 
linear and the principle of superposition of solutions is valid.

This paper describes the mathematical aspects of 
obtaining the steady-state solutions for solute concentration 
in steady, nonuniform, riverine flow by application of the 
superposition principle. The resulting solutions should be 
applicable to a one-, two-, or three-dimensional (space) 
problem and be particularly useful for the determination of 
first-order decay coefficients from field data.

INTRODUCTION

Many dissolved substances or solutes transported 
in rivers are not conservative and often lose their mass at 
a rate described by a first-order reaction. One basic 
description of the concentration of a nonconservative 
solute, C, is to relate it to that of a conservative solute, Cc, 
by

M 
C(x,y,z,t)=-rrCe (x,y,z,t)exp( -Kt) . (1)

 ""c

Equation 1 is based on the initial condition that a mixture 
of mass, Af, of the nonconservative solute and mass, Afc , 
of the conservative solute is released instantaneously to 
the river at t=0. The variables x,y,z, and t are measures of 
longitudinal channel distance, cross-channel distance, 
vertical distance above a datum, and time, respectively. 
The subscript, c, indicates a "conservative" solute con­ 
centration or "conservative" mass. Equation 1 combines 
the concept of first-order decay,

dt

with that of the hydraulic transport by advection and 
diffusion, which are assumed identical for for both sol­ 
utes. The decay coefficient, K, is assumed to be effective

from the instant of solute release and to be constant with 
respect to time, t. Equation 1 is, thus, valid for unsteady 
flow, and provides the most practical description of 
first-order decay for the three-dimensional transport 
problem in rivers (Holley and Yotsukura, 1984).

When the river flow is steady, it is desirable to have 
the steady-state version of equation 1, because the exper­ 
imental determination of transport parameters tends to 
be accomplished more easily and the results are more 
reliable statistically under steady-state conditions than 
under transient-state conditions. In addition, the steady- 
state solution is more compatible with procedures used 
to measure naturally occurring solute plumes. These 
plumes often exhibit steady-state, transport/decay pat­ 
terns. It is the purpose of this report to obtain the 
steady-state solutions from equation 1, which will be 
particularly useful for the determination of K from field 
data.

The mathematical technique used throughout this 
report is the principle of superposition for a linear 
system. It will be applied, first, to the one-dimensional 
problem in uniform, open-channel flow to reconfirm the 
well-known steady-state solution. This not only provides 
a clue to the expected form of solution for nonuniform 
flow but also provides physical insight into the relation­ 
ship between diffusion and decay. The steady-state solu­ 
tions for nonuniform flow will then be derived by appli­ 
cation of the same principle. These solutions will be 
compared term-by-term with the one-dimensional, 
uniform-flow solution to demonstrate the exactness of 
mathematical derivations.

STEADY-STATE SOLUTIONS FOR UNIFORM 
FLOWS

Consider the one-dimensional transport equation 
for a nonconservative solute in steady, uniform flow,

 KC, (2)
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in which both (7, the longitudinal velocity, and Dx , the 
longitudinal dispersion coefficient, are assumed constant. 
For an instantaneous release of mass, M, at x=0, the 
transient-state solution is

Vl + a in the denominator of equation 6 will thus be 
approximated by unity, while the Vl + a term in the 
exponential function of equation 6 can be approximated 
by l+a/2. Equation 6 is then simplified to

(3)

where A is the constant cross-sectional area. Note that 
equation 3 with.K==0 provides the expression for CJMC of 
the conservative solute so that equation 3 is a one- 
dimensional form of equation 1.

Because equation 2 is a linear, homogeneous, 
partial differential equation, the principle of superposi­ 
tion of solutions is valid (Churchill, 1941). A continuous, 
uniform release of mass per time, m, is equivalent to an 
infinite number of sequential instantaneous releases with 
mdT=M, where r designates the time of solute release 
having the same origin as r. The superposition of equa­ 
tion 3 for all releases between r=0 and r=t is (Yotsu- 
kura and Kilpatrick, 1973)

C(x,t}=

exp
[x-U(t-T)] 2

4Dx (tr)
\dt.

(4)

By introducing a new variable of integration, 
p=vt T, increasing t to infinity, and utilizing the well- 
known integration formula

f exp
_X^ 
P2 -2X ) , (5)

equation 4 yields the steady-state solution

where the nondimensional parameter, a, is defined by

U2 (7)

Equation 6 is identical to the form obtained by O'Connor 
and Lawler (1965), who solved the second-order ordi­ 
nary differential equation obtained by eliminating the 
&C/dt term from equation 2.

In order to further simplify equation 6, one needs 
to assume that a is much smaller than unity. The term

(8)

Equation 8 is simpler to use than equation 6 for the 
determination of K from experimental data. Also, equa­ 
tion 8 is the solution of equation 2 without the 8C/6f and 
D^C/fac2 terms. For this reason, equation 8 is called the 
"plug-flow" solution. Fischer and others (1979) have 
discussed the physical conditions for which application of 
equation 8 in natural rivers is appropriate and concluded 
that a must be less than 0.06 for equation 8 to be a 
satisfactory solution for nonconservative solutes.

The two- and three-dimensional solutions could be 
obtained by employing the same technique as above, 
assuming rectangular channel flow, constant velocity, and 
diffusion coefficients. Reference is made to Glover 
(1964), who applied the superposition principle to a 
two-dimensional equation. This solution suggests that 
one major condition for the two- and three-dimensional 
plug flow solutions is that the nondimensional parameter, 
a, be much smaller than unity, as is required for the 
one-dimensional solution, also. The deficiency of this 
approach, however, is that the velocity is assumed con­ 
stant in a cross section. As is well known from the 
hydraulics of transport (Fisher and others, 1979), the 
major contributor to the longitudinal dispersion coeffi­ 
cient is the variation of longitudinal velocity within a 
cross section. Thus, any set of two- or three-dimensional 
transport equations with constant velocity, U, is unable to 
describe correctly the process of longitudinal dispersion 
in which the coefficient is never constant and continues to 
increase with time toward an asymptotic one-dimen­ 
sional value. Because of this problem, the two- and 
three-dimensional steady-state solutions with constant 
parameters, though elegant in mathematics, do not pro­ 
vide any more useful information than the one-dimen­ 
sional solution and, thus, will not be presented here.

STEADY-STATE SOLUTIONS FOR 
NONUNIFORM FLOWS

In this approach, one again assumes that the solute 
transport is described by a set of linear homogeneous 
equations including boundary conditions, whatever these 
equations may be. Moreover, strong justification for use 
of the principle of superposition comes from empirical 
observations that "the one thing that seems to be agreed, 
whatever theory one may have about diffusion, is that 
diffusing distributions are superposable" (Taylor, 1959).
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This approach, similar to the method of unit hydrograph 
for linear runoff process, considers that the form of 
equation 1 remains the same at a fixed point in a steady 
nonuniform flow, as long as the time, t, is measured 
relative to the time of release.

Consider equation 1 as a superposition response 
function. Then by introducing the normalized response 
function, f(x,y,z,t), as

f(x,y,z,t)=

I fn

(9)

Cc (x,y,z,t)dt

where f(x,y,z,t) has the dimension of time" 1 , one notes 
that the area under the curve, / versus t, is unity. The 
denominator of equation 9 is an expression of the total 
solute mass that passed through the point (x,y,z) and is, 
thus, variable in a cross section.

This variability is accounted for by introducing the 
mass distribution factor, (j>(x,y,z), as

(10)

At^Wwz) rf(x,y,z,t-T)exp{-K(t-T)dT} . (14) 
J

Introducing a new variable of integration p=t r, and 
increasing t to infinity, one obtains the steady-state 
solution by superposition that is expressed as

m r°°
=-4>(x,yA) I f(x,y,z,p) exp( -Kp)dp . (15)

^

In order to reduce equation 15 to a more tractable 
form, first revert to the more familiar notation, t, from p 
without losing generality of the discussion. Following the 
definition of equation 9, one obtains

(16)

The mean travel time, r(x,y,z), is the first-order moment 
of/, or

(17)

where Q is the steady river discharge. Because of the 
requirement for conservation of mass,

Mc = f A u(x,y,z) f °°Cc (x,y,z,t)dtda, (11)
''o Jo

where u(x,y,z) is the longitudinal velocity and da desig­ 
nates an infinitesimal cross-sectional area and the inte­ 
gration with respect to da covers the entire 
cross-sectional area, A.

Note that <l>(x,y,z) is defined as a nondimensional 
parameter independent of t and in view of equations 10 
and 11,

f A <i>(x,y,z) u(x,y,z)da=Q . (12)
^

sWhen the integral, I Cc(x,y,z,t)dt, of equation 10 i
 no 

constant in a cross section, equations 10 and 11 show that
<j>(x,y,z) becomes unity.

Substituting equations 9 and 10 into equation 1, 
one is able to reduce the latter to

M
Cfayj^-Wwz) f (x,y,z,t) expf -Kt ) . (13)

A continuous uniform release of mass per time, m, of a 
nonconservative solute is again considered as equivalent 
to an infinite number of sequential releases with mdr= 
M, so that the superposition of equation 13 is

The results of uniform flow analysis, in particular, 
equation 8, strongly suggest that the integral of equation 
15 will be related to exp{  KT(x,y,z)}, where T is analo­ 
gous to x/U of equation 8. This was confirmed, also, by 
numerical integration of the one-dimensional response 
functions measured in Cowaselon Creek (Yotsukura and 
others, 1983). Following this clue, assuming K to be 
constant, utilizing equation 16 and 17, and expanding the 
exponential functions into series form, one obtains

J f(x,y,z,t) exp(-Kt)dt-exphT(x,y,z)\ 

vrV-irX" r r 80 1
= 2/ :, J nf(x,y,z,t)dt-(r(x,y,z))n \, (is)

»-2 "*  - 0 -*

where n is an integer index.
The right-hand side of equation 18 can be shown by 

some tedious mathematical manipulations to be

n!

J "(t - r(x,y,z))nf(x,y,z,t)dt (19)
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so that the integral term of equation 15 reduces to EXAMPLE CALCULATIONS

-

f > - T(x,y,z))nf(x,y,z,t)dt . ' (20)

Designating the bracketed term of equation 20 as the 
correction term, E(x,y,z), one can obtain the final form of 
the steady-state solution, which may be written from 
equation 15 as

(21)

where

Because the development from equation 15 to 
equations 21 and 22 involves rather tedious manipula­ 
tions that are cumbersome to present in detail, it is 
worthwhile to illustrate the equivalence of these two sets 
of equations by means of examples.

For the first example, assume a rectangular nor­ 
malized response function such that/(X) is constant, 1/L 
for tA <t <tD , where tD -tA =L, and f(t) is zero for al 
other t values. The spatial dimension of the response 
function is immaterial, thus the following equations will 
neglect it. Assuming m<$>IQ=\ for simplicity, equation 15 
is written and integrated directly as

1 r XL -KL 1 _ 
=^|expf ; -exp(-y-; j expf -Kf) , (24)

where

(25)

X °°(t   r(xyz))"f (x,yzt)dt (22} Equations 21 and 22 may be combined as 
..

Because the above superposition involves only 
time-dependent variables, equations 21 and 22 are inde­ 
pendent of spatial dimensions and thus valid for one-, 
two-, or three-dimensional problems, except that 0=1 
for a one-dimensional problem as noted before. For a 
typical form of f(x,y,z,t) in natural rivers and for a 
moderate value of AT, the summation term of equation 22 
tends to be much smaller than unity, so that equation 21 
may be approximated by

C(x,y,z) = exp (23)

Equation 23 is comparable to equation 8 for uniform 
flow and may be designated as the plug flow solution for 
nonuniform flows. The requirement that the summation 
term of equation 22 must be much smaller than unity 
corresponds to the condition that a of equation 7 be 
much smaller than unity for the use of equation 8. 
Equations 21, 22, and 23, therefore, generalize the 
description of steady-state solute concentration, which 
appears so far to have been provided only by the one- 
dimensional, uniform-flow solution (Fischer and others, 
1979).

o ~ ry> * expf ~Kr)' (26)

in which the integration can be carried out directly. 
Equation 26 thus becomes

<= I

L
,= I 1 .1. I

K 6L

(24; (so; (72o;(44s; -l&;. (27)

By expanding &xp(KL/2) and expf  KL/2) and arranging 
the terms in series form with increasing power of XL, the 
first four terms of equation 24, which represents equa­ 
tion 15, can be shown to be identical to those evident in 
equation 27, which represents equations 21 and 22. This 
example demonstrates that equation 21 is valid for the 
response function, which has a finite duration between tA 
and tD , but is discontinuous at tA and tD .

For the second example, consider the one-dimen­ 
sional problem in a uniform flow discussed previously. 
The normalized response function,/^?;, can be obtained 
from equation 3 by letting K=0 for the conservative 
solute and noting that

f°°

J
Cc (x,t)dt=Mc/AU.

Following the definition of equation 9, then
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f(x,t) =
u

exp P
4D
-} 
J f

(28)

The steady-state solution expressed by equation 15 was 
obtained previously as equation 6. Assuming m/AU=l 
for simplicity, equation 6 is rewritten as

Cft)- \ (29) 
J

where the nondimensional parameter, a, was defined by 
equation 7, and $ is defined by

xU_ ! 2D (30)

By expanding the Vl+a term in the exponential function 
of equation 29 by means of the binomial formula and 
noting that afi/2=Kx/U, equation 29 is expanded partially
as

\-l/2 5/3a4

The preliminary step needed to express equation 
21 and 22 in a form comparable with equation 31 is to 
calculate various moments from equation 28. The first 
four moments are given as the following:

(32)

(33)

(34)

(35)

/  00

J (t-r(x)
JQ

rft r, n4/y ,w, x* P/32 + 27<8+60/) . I (t-t(x))4 f(x,t)dt=-z>   -^   '-' 
 JQ up

The specific form of equations 32 through 35, in 
which the term (jj)" is retained for the purpose of 
combining it with the term Kn of equation 22, permits 
one to express (jj)n = (%j-) n . Substituting equations 32 
through 35 into equations 21 and 22 with some manipu­ 
lations, one obtains

Q*;=exp[-|][- 1+

_ (36)

Expanding equations and 31 and 36 further, except 
the term expf - -jj), calculating the product terms, and 
arranging the resulting series in the increasing order of 
power of a, one can show that equation 31, which 
represents equation 15, and equation 36, which repre­ 
sents equations 21 and 22, are identical term by term up 
to the order of a4 . This calculation confirms that the term 
Vl+a in the demoninator of equation 6 is necessary to 
provide the exact superposition solution. Also, note that 
r(x) given by equation 32 is not the same as x/U, and the 
third moment given by equation 34 is not zero. This is 
because equation 28 has a slightly skewed distribution 
with respect to r(x), as it is considered to be the function 
of t at a fixed distance x.

The above example calculations, though limited to 
several initial terms of the infinite series, appear suffi­ 
cient in demonstrating that equation 21 and 22 are the 
exact steady-state solution obtained by the principle of 
superposition.

SUMMARY

It has been shown that, if the mass of a nonconser- 
vative solute decays according to a first-order reaction 
rate, the steady-state solution for solute concentration in 
nonuniform, open-channel flow can be obtained by 
applying the principle of superposition to an unspecified 
response function. Equations 21 and 22 provide a solu­ 
tion that is applicable to any one-, two-, or three- 
dimensional problem. Equation 23 is a plug flow approx­ 
imation of the steady-state solution and provides the 
simplest form for the calculation of decay coefficients 
from experimental data. For this approximation, how­ 
ever, the summation term of equation 22 must be much 
less than unity. For a typical response function of several 
hours duration in rivers and for a moderate value of AT on 
the order of 4 day" 1 or less, the summation term may not 
exceed 0.04, normally. However, the assessment of phys­ 
ical situations suitable for use of these solutions is 
beyond the scope of this report and will be based on 
future experimental observations.
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Fire-Related Debris Flows in the Beaver Creek 
Drainage, Lewis and Clark County, Montana
By Charles Parrett

Abstract

A moderate August 1984 rainstorm produced substan­ 
tial debris flows from tributaries of Beaver Creek, a small 
Missouri River tributary located near Helena, Montana. The 
debris flows occurred only in the parts of the drainage that 
had been burned by an extensive forest fire just prior to the 
rainstorm. Peak debris discharges were determined at 31 
sites by using a variation of the slope-area, superelevation, 
and critical-flow methods and were determined to be close to 
or larger than maximum known water floods in Montana.

Unit peak discharges ranged from 0.4 to 34,000 cubic 
feet per second per square mile, with the largest value and 
most spectacular debris flow occurring in Bear Gulch Creek. 
The Bear Gulch Creek debris flow apparently was triggered 
by mass erosion of burned topsoil near the drainage divide. 
The flow increased by bulking until it reached an estimated 
peak of 29,900 cubic feet per second at a measurement site 
0.7 mile upstream from the mouth. The discharge rapidly 
attenuated to 3,100 cubic feet per second about 0.4 mile 
downstream. The large peak and rapid attenuation are 
presumed to result from debris damming and subsequent 
release near the upstream measurement site.

The peak debris discharge at the upstream measure­ 
ment site on Bear Gulch Creek was determined by the 
superelevation method. The computed discharge was then 
used in the slope-area equation to solve for Manning's n 
value, and it was found that the /? value had to be doubled to 
account for the additional energy loss caused by the debris 
load. The doubling of n values was presumed to be applica­ 
ble to all other discharge-measurement sites where the 
slope-area method was used.

The solids-to-water ratio of the Bear Gulch Creek debris 
flow was estimated by mixing water with a dried sample of 
deposited debris. The reconstituted debris slurry was 87 
percent solids by weight and 72 percent solids by volume. 
Thus, the peak water discharge at the measurement sites can 
be estimated as 28 percent of the peak debris discharge. 
Making this adjustment to the data still results in two peak 
discharges occurring above the envelope curve for maxi­ 
mum floods in Montana.

INTRODUCTION

In August 1984, several large forest and range fires 
in Montana became the focus of national attention as

they burned thousands of acres and threatened numer­ 
ous rural residences. One of the largest fires the North 
Hills fire burned in the mountains north of Helena. 
The North Hills fire consumed more than 20,000 acres of 
timber and rangeland, including several thousand acres 
within the Beaver Creek drainage, a small tributary 
stream of the Missouri River. Rainfall on August 30 and 
31 largely eliminated the fire but resulted in unprece­ 
dented debris flows from most small tributaries to Bea­ 
ver Creek. Although the rainfall volumes were not 
enough to cause any significant runoff from unburned 
areas, soils in the burned area were easily eroded so that 
substantial volumes of runoff composed of a sediment- 
water mixture were generated. The resultant debris flows 
temporarily dammed Beaver Creek at one or two loca­ 
tions and formed debris fans at the mouths of several 
tributaries. Such an ironic hydrologic phenomenon is 
probably not uncommon in the Rocky Mountain region, 
but little or no documentation exists in the literature. 
Established techniques for determining peak discharge 
of clear-water floods were applied to the debris flows 
with some adjustments made to friction coefficients to 
account for the non-Newtonian characteristics of the 
debris fluid.

The purpose of this paper is to describe and 
document the rather unique fire-caused flooding and 
debris flows that occurred in the Beaver Creek drainage. 
Indirect measurements of peak discharge were made at 
31 sites in the basin. In addition, precipitation and 
streamflow data and aerial photography obtained from 
the U.S. Forest Service, Helena National Forest, were 
used to estimate storm magnitude, stream discharge 
from Beaver Creek, and the percentage of the drainage 
burned.
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THE BEAVER CREEK AREA

Beaver Creek is a small perennial stream (drainage 
area of 73.3 mi2) that flows into the Missouri River on its 
right bank about 20 air miles northeast of Helena. The 
Beaver Creek drainage lies entirely within the forested 
Big Belt Mountains. The forest is made up mostly of pine 
and fir interspersed with open meadow areas. The moun­ 
tains are fairly rugged, with elevations ranging from 
about 3,800 ft at the mouth of Beaver Creek to almost 
8,000 ft at the basin divide. Most of the landscape is 
characterized as steep, with slopes ranging from 25 to 60 
percent. The Beaver Creek basin is underlain chiefly by 
limestone, shale, and sandstone. Outcrops and talus 
mostly are limestone and are especially predominant 
within the study area (fig. 1) near measurement site 13, 
where Beaver Creek flows through a narrow gorge. Soils 
mostly are calcareous gravelly loams and generally are 
easily erodible. Although average precipitation in the 
basin is about 20 to 25 in. annually, the vegetative cover 
generally is more characteristic of a drier climate, prob­ 
ably because of the abundant permeable limestone bed­ 
rock. None of the Beaver Creek tributaries are perennial; 
the bigger tributaries such as Hunters Gulch and Big Log 
Gulch probably flow intermittently. All other tributaries 
are ephemeral and flow only in response to large storms.

THE FIRE AND SUBSEQUENT RAINSTORM

The North Hills fire began on August 27, 1984, 
about 6 mi west of Beaver Creek. Prevailing westerly 
winds spread the fire rapidly eastward in spite of concen­ 
trated fire-fighting efforts. Although the Missouri River 
ordinarily would have been an effective firebreak and 
prevented any further eastern movement, the winds and 
high intensity of the fire enabled it to jump the river near 
the mouth of Beaver Creek on August 29.

By August 30, the fire had moved east beyond Bear 
Gulch Creek (see fig. 1). The fire burned mostly along 
the north side of Beaver Creek, although the area along 
both banks was burned. The fire varied in intensity along 
the Beaver Creek drainage, depending upon the available 
fuel and the wind conditions.

Rainfall that began in the late afternoon of August 
30 and continued throughout most of August 31 finally 
halted and largely extinguished the fire. The rain was 
sporadic and relatively light until the morning of August

31. From about 1000 to 1200 hours the rain increased in 
intensity and reportedly culminated in a downpour of 
rain mixed with hail near the community of Nelson. The 
nearest recording precipitation gage is a Forest Service 
gage about 6 mi northeast of Nelson, near the Beaver 
Creek tributary of Pike Creek. The Pike Creek gage 
showed a precipitation total of 1.64 in. for the 2-day 
storm, with 1.25 in. occurring on August 31. Incremental 
volumes of rain at the Pike Creek gage were measured in 
6-hour increments, so the maximum hourly rate of 
rainfall could not be determined. The maximum 6-hour 
rain volume was 0.63 in. Both the maximum 6-hour and 
the maximum 24-hour rain volumes for the Pike Creek 
location are less than the estimated volumes for storms 
with a 2-year recurrence interval (Miller and others, 
1973). Although eyewitness reports indicate that the 
storm was more intense near Nelson than at Pike Creek, 
it is doubtful that the total precipitation anywhere within 
the Beaver Creek drainage could have been more thar 
about 2 to 3 in. A storm of 24-hour duration with a total 
precipitation volume of 3 in. has a recurrence interval of 
about 10 years in the Beaver Creek area.

FLOODING AND DEBRIS FLOWS

During the late afternoon of August 31, virtually all 
tributary gulches draining the burned areas of Beaver 
Creek (fig. 1) began flowing. In all instances, the flowr 
were made up of a mixture of ash, soil, rock, and water. 
Debris fans were formed near the mouths of several 
gulches where they terminated on the relatively flat flooc1 
plain along Beaver Creek. Fine gray ash was deposited or 
several of the fans among the otherwise green, vegetated 
landscape. Although the duration of flow probably was 
very short (less than 1 hour) in all drainages, the channe1 
scour and estimated peak debris discharges generally 
were dramatically large. As might be expected from the. 
relatively small volumes of precipitation that were 
recorded at the Pike Creek gage, the tributary gulches 
draining the unburned parts of the Beaver Creek drain­ 
age showed no evidence of flow.

In addition to burning the vegetative cover tha* 
normally would intercept some rainfall, the fire may have 
burned the forest soils enough to make them water- 
repellent (hydrophobic). Hydrophobic soil conditions 
following fires have been reported for forested water­ 
sheds, particularly in southern California chaparral 
where the water-repellent layer is sometimes driven 
downward a few inches from the surface by intense heaf 
(Krammes and Debano, 1965). A study of controlled 
burning and its effect on water-repellency in a fir and 
spruce forest in northwestern Montana found a marked 
increase in water-repellency in the top 4 in. of soil
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Figure 1. Location of burned area and measurement sites, Beaver Creek drainage, Montana.

(DeByle, 1973). The somewhat drier pine and fir forest in 
the Beaver Creek drainage probably reacted similarly. In 
any case, almost all the precipitation ran off the burned 
slopes, and the lack of vegetation made the normally 
credible soils even more credible.

In most headwater areas, massive quantities of soil 
were removed through erosion. Sheet erosion of the ash 
layer and soil surface began within a few feet of the 
ridgetops and progressed downslope into rill and gully 
erosion (fig. 2). As the soil-water slurries from the rills 
and gullies moved into the channel system, debris flows 
evidently formed. Slope failures, which are commonly the

cause of debris flows in steep mountainous areas (Camp­ 
bell, 1975, and Pierson, 1980) were noticeably absent in 
the Beaver Creek drainage.

On some of the steeper hill slopes where only a thin 
layer of soil covered bedrock, however, mass failure of 
the thin soil layer may have been the initiating mecha­ 
nism for the debris flow. In these few instances, virtually 
all topsoil was removed and no rill erosion is evident (fig. 
3). Because the impermeable bedrock lies just a few 
inches below the soil surface, the soil layer could have 
become saturated and slipped en masse (T.C. Pierson, 
U.S. Geological Survey, written commun., 1986).
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Figure 2. Area of rill erosion on hill slope in Bear Gulch 
Creek drainage. Photograph by U.S. Forest Service shows 
complete lack of organic material on the soil surface. Pen 
near center of photograph shows relative scale.

Following the flood, personnel from the U.S. Geo­ 
logical Survey visited the area and collected data for 
determining peak discharge at 27 tributary gulches and at 
4 locations on Beaver Creek (fig. 1). Indirect measure­ 
ments were made at three locations along Bear Gulch 
Creek, where the largest and most spectacular debris 
flow occurred. Because most of the gulches are too small 
to be named, they are numbered consecutively upstream 
on each bank of Beaver Creek. Each site is further 
identified by the letter L for left-bank tributary or the 
letter R for right-bank tributary. Thus, the first gulch 
upstream from the mouth of Beaver Creek that enters 
the creek on the right bank is identified as Gulch 1R. The 
types of indirect measurements and the results of the 
discharge determinations are given in table 1.

As indicated in table 1, the largest peak debris 
discharges occurred in Bear Gulch Creek where one 
discharge was estimated to be almost 30,000 ft3 /s. The 
largest unit peak debris discharge (discharge per square 
mile of contributing drainage area) also occurred in Bear 
Gulch Creek. Because the debris flows in Bear Gulch 
Creek were so much larger and more spectacular than in 
any of the other gulches, the Bear Gulch Creek debris 
flow is discussed separately in a subsequent section of 
this paper. Unit peak debris discharges greater than 
3,000 (ft3 /s)/mi2 also occurred in eight other gulches.

Determination of Discharge

Peak discharge at all measurement sites in the 
Beaver Creek basin was estimated using either a basic 
energy-balance equation (superelevation method or 
critical-flow method) or the Manning form of the non- 
uniform flow equation (slope-area method). Even 
though each method was developed for clear-water flow

Figure 3. Area of possible soil mass failure in the Bear 
Gulch Creek drainage. The light-gray areas are bedrock. The 
photograph, by the U.S. Forest Service, shows conditions in 
the upstream reaches of Bear Gulch.

under steady-flow conditions, apparently reasonable esti­ 
mates of debris-flow discharge have been obtained in 
Oregon and Washington from the superelevation method 
(Gallino and Pierson, 1985). Therefore, this approach 
was used where a suitable location could be found. The 
superelevation method was used at site 3 on Gulch 2R, 
and sites 27 and 28 on Bear Gulch Creek. The calculated 
peak debris discharges at all locations are considered to 
be poor at best because of the uncertainty about the 
applicability of clear-water flow equations to non-New­ 
tonian debris flows.

At sites 3 and 27, a level was used to survey profiles 
of high-water marks along both banks and to survey a 
channel-thalweg profile for a distance of about 50 ft 
upstream and downstream from a surveyed channel cross 
section. The radius of curvature of the channel at each 
site was determined by swinging an arc through the 
plotted thalweg points on a plan view of the measurement 
site. The peak discharge then was calculated from the 
following simplified equation for flow around a bend 
(modified from Chow, 1959):

Q= (gAhr/b)°-5A, (1)
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Table 1. Results of indirect discharge measurements
[- -, no data]

Site 
number

1. .......

2........
3........
4........
5........
6........
7. .......
8........
9........
10.......
11.......
12.......
13.......

14.......
15.......
16.......
17.......
18.......
19.......
20. ......
21.......
22. ......

23.......
24. ......
25.......
26.......
27.......
28.......
29.......
30.......
31.......

Stream

Beaver Creek at
mouth 

Gulch 1R
Gulch 2R
Gulch 1L
Gulch 2L
Gulch 3L
Big Log Gulch
Gulch 4L
Gulch 3R
Gulch 4R
Gulch 5L
Gulch 5R
Beaver Creek at

U.S. Forest Ser­ 
vice gaging station 

Gulch 6R
Gulch 7R
Gulch 8R
Gulch 9R
Gulch 10R
Gulch 11R
Gulch 12R
Hunters Gulch
Beaver Creek at

Nelson 
Gulch 13R
Gulch 14R
Gulch 15R
Bear Gulch Creek 1
Bear Gulch Creek 2
Bear Gulch Creek 3
Gulch 16R
Gulch 17R
Beaver Creek

above Bear 
Gulch Creek

Drainage 
area (mi2)

73.3

02
03
.14
.07
.56

9.68
29
.10
.07
.76
.07

61.0

.14
40
.11
.07
.81
.41
.20

884
405

.47

.12
13

1.13
.92
.88
.15
88

33.6

Computed 
peak debris 
discharge 

(ft3/s)

*2,870

106
571
414
110
979
896
694
381
142
982
2671522

56
57

215
93

1,250
1,570

709
872
281

600
163
404

3,100
15 800
29,900

871
202*137

Method of 
computation

Slope-area

Slope-area
Super-elevation
Slope-area
Slope-area
Slope-area
Slope-area
Slope-area
Slope-area
QlsiT'M2 ritY^o

Slope-area
Critical-flow
Slope-area

Slope-area
Ql^vf^A OfOO

Critical-flow
Slope-area
Slope-area
Slope-area

Slope-area
Slope-area

Critical-flow
^klflTlf^ QIY^Q

Q1j~ir\A ritV^Q

Superelevation

Measurement
extension

Average 
Manning's 

n

0.045

.070

.070

.070

.090

.075

.060

.080

.100

.070

048

.067

.063

.060

.067

.070

.063

.067
037

073
.070
.120

093
.080
040

Average 
velocity (ft3/s)

9.3

8.8
142
10.8
6.6
7.4
6.0
8.5
6.6
75

10.5
7.8
7.4

8.4
6.8
6.7
8.6

11.6
12.6
12.8

.66
6.0

102
6.8

120
9.3

232
320
133
6.0
1 2

Average 
Froude 
number

0.66

i 37
2.81
133
1 12

.94

.87
1.15
1.00
1 22
1.33
1.00

.74

1 64
1.19
1.00
1 45
1.21
1 24
1.63
.78
.77

1.00
1.04
1 68

.91
1.71
2.76
1 44

93

Unit peak 
dis­ 

charge 
[(ft3/s)/mi2]

39

5,300
19,000
2,960
1,570
1,750

93
2,390
3,810
2,030
1,290
3,810

8.6

400
143

1,950
1,330
1,540
3,830
3,550

99
6.9

1,280
1,360
3,110
2740

17,200
34,000

5,810
230

.4

1Peak discharge presumed to be water flow and not debris flow.

where Q = peak discharge, in cubic feet per second;
g = acceleration of gravity, in feet per second

squared;
A/z = superelevation of the flow (average differ­ 

ence, in feet, between high-water marks on 
opposite banks); 

r = radius of curvature of the channel bend, in
feet; 

b = width of the channel cross section, in feet;
and

A = cross-sectional area of flow, in square feet. 
At site 28, high-water profiles were surveyed along 

both banks for a distance of about 250 ft. Two channel 
cross sections were surveyed, spaced about 120 ft apart. 
The channel thalweg was not surveyed because the 
high-water profiles adequately defined the channel cur­ 
vature. Cross-sectional area, channel width, discharge,

and velocity (discharge divided by cross-sectional area) 
were computed for each surveyed cross section and the 
results were averaged to obtain a single value for the 
measurement site.

The results of the surveys and discharge computa­ 
tions for the two sites on Bear Gulch Creek are given in 
table 2. Flow velocities at both sites were very rapid, all 
greater than 20 ft/s. Froude numbers, which are an index 
to the state of flow in a channel, were substantially larger 
than 1.0, indicating rapid flow. Although such large 
velocities and Froude numbers rarely, if ever, occur with 
clear-water flow in natural channels (Jarrett, 1984), they 
are not unusual with debris flows (Gallino and Pierson, 
1985). Evidence that flow velocities were extremely rapid 
was found at several locations within the Bear Gulch 
Creek channel where trees as much as 14 in. in diameter 
were sheared off almost flush to the ground (fig. 4).
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Table 2. Results of superelevation computations for sites on Bear Gulch Creek

Site 
number

27 ......

28 ......
28 ......

Cross
section 
no. (In 

down-stream 
order)

1

1

2

Average 
depth at 

peak 
(«)

9.8

11.7
11.4

Channel 
width 

at peak 
(ft)

69.8

82.0
80.5

Supereleva­ 
tion. AA?,at peak 

(ft)

7.0

17.0
 ?1 0

Radius of 
curvature 

(ft)

167

136
136

Cross- 
sectional 

area 
(ft2)

681.5

961.6

914.0

Channel 
gradient 

(ft/ft)

0.095

.119

.119

Mean 
velocity 

(ft/s)

23 2

30.1
33.8

Peak 
discharge 

(ft3/s)

15,800

28,900

30,900

Froude 
number

1.71

2.39
3.12

Figure 4. Tree trunk sheared by the force of the debris flow.

The critical-flow method was used to estimate peak 
discharge at three sites where large vertical drops in the 
channel bed were present. At these sites, a channel cross 
section and high-water marks were surveyed approxi­ 
mately 10 to 15 ft upstream from each drop where the 
critical-flow section was presumed to occur. The dis­ 
charge was calculated from the following critical-flow 
equation (Henderson, 1966, p. 51):

Q=A(gA/b)°-5 (2)

where all terms are as defined in equation 1 for flow 
around a bend.

The assumption of a critical-flow section (Froude 
number = 1.0) occurring just upstream from a vertical 
drop generally is valid for clear-water flow but may be 
erroneous for debris flows where Froude numbers com­ 
monly exceed 1.0. Thus, peak-discharge estimates using 
the critical-flow method probably are conservatively 
small when applied to debris flows. For sites in steep 
channels where the superelevation method cannot be 
applied or where the several cross sections required for 
the slope-area technique cannot be obtained, the critical- 
flow method provides a procedure for obtaining a lower- 
bound estimate of peak debris discharge.

Using the slope-area method to compute peak 
discharge requires a subjective estimate of the flow

resistance provided by the channel bed and banks. 
Although much experience has been obtained in making 
acceptably accurate estimates of the resistance factor 
(Manning's n value) for clear-water flows, the method 
has not been widely used for debris flows.

To find how Manning's n might differ for a debris 
flow, the slope-area method was applied to the surveyed 
data obtained at site 28. Though far from an ideal 
slope-area site as defined by Dalrymple and Benson 
(1967), site 28 is a contracting reach without substantial 
channel scour. The Manning's n was selected by the 
author and an experienced hydrologic technician without 
any allowance for debris; therefore, clear-water flow was 
assumed just for the «-value selection. On this basis, the 
average n value through the reach was 0.040. In addition 
to the two surveyed channel sections, an interpolated 
channel section midway between the two surveyed sec­ 
tions was used to generate a three-section slope-area 
computation. The computed discharge using the 0.040 n 
value was almost 60,000 ft3/s, or about twice the dis­ 
charge computed from the superelevation method. Using 
a Manning's n of 0.080 resulted in a computed discharge 
from the slope-area method of 29,600 ft3/s, a value 
almost identical to that obtained from the superelevation 
computation. On that basis, it was concluded that for this 
particular debris flow in Bear Gulch Creek, a doubling of 
the conventionally determined n values would yield 
acceptable results by the slope-area method.

For lack of similar comparisons on the other trib­ 
utary gulches, it was assumed that the same doubling of 
the « values would be required to produce reasonable 
slope-area results. Such a broad generalization may 
result in large error at some sites where the debris 
composition was substantially different from that of Bear 
Gulch Creek.

Discharges from Mainstem and Large 
Tributaries

In contrast to the small tributary discharges, the 
smallest unit peak discharges occurred in the Beaver 
Creek mainstem and in the two largest tributaries, Big 
Log Gulch and Hunters Gulch. At the Beaver Creek site
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at the upstream boundary of the fire (site 31), the peak 
discharge was only 13.7 ft3/s (unit peak discharge = 0.4 
(ft3 /s)/mi2 ), or about 8 ft3 /s greater than the estimated 
base flow before the storm began. Storm runoff from the 
unburned areas of the drainage upstream from site 31 
was, thus, very minor.

Although the peak discharge of Beaver Creek 
increased to 281 ft3/s (unit peak discharge = 6.9 
(ft3 /s)/mi2 ) at Nelson (site 22), the flow contributions 
from Bear Gulch Creek and Gulches 16R and 17R (sites 
29 and 30) normally would be expected to produce a 
much larger increase in flow in the mainstem. Because 
the tributary discharges were debris flows, much of the 
flowing material settled out on the Beaver Creek flood 
plain before reaching the Beaver Creek channel. Result­ 
ing flows in the Beaver Creek channel were thus more 
fluid and much smaller in magnitude than those from the 
tributaries. Although flows in the Beaver Creek channel 
were still very heavily silt laden, the flow is presumed to 
have been more nearly like clear-water flow than flow 
from any of its tributaries, and the conventional fluid- 
flow equations were considered to be applicable without 
any adjustments for friction effects or for contained 
solids. Similarly, the unit discharges from Big Log Gulch 
(site 7) and from Hunters Gulch (site 21) are substan­ 
tially smaller than those from the smaller tributary 
gulches. Although many of the small tributary gulches to 
Big Log Gulch and Hunters Gulch undoubtedly had 
large debris flows, most of the debris settled out before 
reaching the main channels or settled out within the main 
channels before reaching the measurement sites at the 
mouths of the two large gulches. As would be expected, 
the debris fans deposited at the mouths of these two 
gulches were composed exclusively of fine material (ash, 
silt, and sand). The discharges determined at the mouths 
of Big Log Gulch and Hunters Gulch are still presumed 
to have been debris flows rather than clear-water flows 
because of the large quantities of fine material deposited. 
The composition of the debris probably is substantially 
different from that on the smaller gulches, however.

At site 13 on the Beaver Creek mainstem, a 
continuous-flow record from the streamflow-gaging sta­ 
tion operated by the U.S. Forest Service is available in 
addition to the peak discharge determination. The dis­ 
charge of Beaver Creek from 1600 hours on August 31 
through 1600 hours on September 1 is shown by hydro- 
graph (fig. 5). The sharply rising curve illustrates the 
sudden increase in discharge normally associated with 
thunderstorm-caused floods. Unlike most floods, how­ 
ever, the hydrograph in figure 5 exhibits three separate 
peaks that are presumed to be the result of temporary 
damming of the mainstem by debris from tributaries. 
Debris from Gulch 10R (site 18) formed one blockage 
upstream from the gage site and may account for the two 
initial spikes of the hydrograph. If so, the sudden

ESTIMATED DISCHARGE 
ASIUMIN8 DOWNSTREAM 

CHANNEL ILOCKA8C

AUSUtT SI I
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Figure 5. Discharge hydrograph for Beaver Creek at U.S. 
Forest Service streamflow-gaging station (site 13).

decrease in flow at 2100 hours was due to the sudden 
damming of the mainstem channel. When the temporary 
dam was breached only a few minutes later, the surge of 
flow caused the second hydrograph peak at 2115 hours. 
The third, unusually flattened hydrograph peak may not 
be a discharge peak but rather an increase in stage at the 
site resulting from a temporary dam forming just down­ 
stream from the gaging station. Debris from Gulch 5R 
(site 12) may have dammed Beaver Creek, but the 
evidence was not so conclusive as it was for the damming 
upstream. If a downstream blockage did occur, then the 
estimated actual discharge hydrograph from 2115 hours 
would be represented by the dashed line in figure 5. In 
this instance, the third hydrograph peak represents an 
increase only in stage at the gage pool as water is backed 
up behind the downstream dam. The stage evidently 
increased until water began flowing over the top of the 
dam, then held steady until the dam breached at about 
2345 hours on August 31.

Discharges from Small Tributaries

The unit peak debris discharges from the tributary 
gulches (excluding Big Log Gulch and Hunters Gulch) 
range from 143 (ft3 /s)/mi2 at site 15 on Gulch 7R to 
34,000 (ft3/s)/mi2 at site 28 on Bear Gulch Creek. Even
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excluding Bear Gulch Creek, where the extremely large 
unit debris discharges may be partly due to debris 
damming and subsequent release, the magnitude of the 
discharges from the small tributary gulches generally is 
very large, and the variation in unit discharge from site to 
site also is large. The magnitudes of the peak discharges 
from the Beaver Creek tributaries with maximum known 
flood discharges from comparably sized drainages in 
Montana are graphically compared in figure 6. Many of 
the peak discharges from the 1984 debris flows plot close 
to or even above the envelope curve for largest known 
water floods in Montana. Indeed, the 1984 peak debris 
discharges for two sites on Bear Gulch Creek (sites 27 
and 28) plot well above the envelope curve for maximum 
known water floods in the United States.

Because the peak discharges from the Beaver 
Creek tributaries were debris flows rather than clear- 
water flows, subtracting the estimated solids component 
of the flows would result in equivalent water discharges 
that would be more directly comparable to the maximum 
flood envelope curves. Unfortunately, the solids concen­ 
tration of the debris flows can only be estimated. On the 
basis of the composition of a debris slurry reconstituted 
from a debris sample taken near the mouth of Bear 
Gulch Creek (described in a later section of this report), 
the estimated solids component of the debris flow from 
Bear Gulch Creek was 72 percent by volume. Assuming 
that the flows from the other Beaver Creek tributaries 
had about the same solids concentrations (except for Big 
Log Gulch and Hunters Gulch), the author estimates 
peak water discharges from the tributaries would be 28

Table 3. Percentages of tributary drainage areas burned

T  I I I I I I I

KNOWN WATER FLOOD IN MO

Site number

2. .........
3..... .. ...
4..... .....
5..........
6..........
8..........
9.. ........
10.........
11.... .....
12.... .....
14.........
15.........
16. ........
17. ........
18. ........
19.... .....
20.. .......
23.........
24.........
25.........
26. ........

27. ........

28.........

29. ........
30.........

Stream

Gulch 1R
Gulch 2R
Gulch 1L
Gulch 2L
Gulch 3L
Gulvh 4L
Gulch 3R
Gulch 4R
Gulch 5L
Gulch 5R
Gulch 6R
Gulch 7R
Gulch 8R
Gulch 9R
Gulch 10R
Gulch 11R
Gulch 12R
Gulch 13R
Gulch 14R
Gulch 15R
Bear Gulch
Creek 1

Bear Gulch
Creek 2

Bear Gulch
Creek 3

Gulch 16R
Gulch 17R

Unit peak
discharge
[(ft3/s)/mi*]

5,300
19,000
2,960
1,570
1,750
2,390
3,810
2,030
1,290
3,810

400
143

1,950
1 310
1,540
3,830
3,550
1,280
1,360
3,110
2,740

17,200

34,000

5,810
230

Percentage of
drainage area

burned

100
100
50
70
68
90

100
100
84

100
100
100
100
100
100
100
100
100
100
100
89

95

97

73
24

Percentage of
drainage are*

burned severely

0
21
50
70
68
90

0
7

84
14
20

2
18
4
9
0

20
35

0
0

26

32

33

7
7

Figure 6. Comparison of selected 1984 debris flows with 
maximum known water floods in Montana and the United 
States.

percent of the values shown in table 1 and figure 6 
Making this adjustment to the plotted points in figure 6 
results in all the 1984 peak discharges (except for sites 27 
and 28 on Bear Gulch Creek) falling below the envelope 
curve for maximum floods in Montana. The 1984 peal 
discharges for sites 27 and 28 on Bear Gulch Creel 
would fall below the envelope curve for maximum floods 
in the United States.

The large variability in unit discharges from site to 
site within the study area originally was believed to be 
largely caused by the variability of the intensity of the fire 
and its effect on the soil. Thus, the largest unit discharges 
were expected to occur from drainages where the soil was 
burned most severely. In testing this hypothesis, aerial 
color photographs were used to delineate areas that hac1 
been burned moderately and areas that had been burnec1 
severely. Dean A. Suricek, a soil scientist with the U.S 
Forest Service who had walked most of the burn area, 
assisted in the delineation of the burn area. An area war 
considered to have been burned moderately if the burr 
destroyed soil surface litter and humus on less than 4C 
percent of the area, and the classification was considered" 
severe if the burn destroyed soil surface litter and humus1 
on more than 40 percent of the delineated area. Delin­ 
eations of the burn area were transferred to a map 
showing tributary drainage so that the percentages of 
each drainage area that burned moderately and severely 
could be determined. The results of those determinations 
for the tributary gulches are given in table 3, and the
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Figure 7. Debris from Bear Gulch Creek. View is from the 
middle of the channel looking toward right bank.

correlation between percentage of burned area or per­ 
centage of area burned severely and unit discharge is not 
very strong. A simple multiple regression analysis relat­ 
ing percentage of burned area and percentage of area 
burned severely to unit discharge had a coefficient of 
determination (R2) of 0.1, indicating only a very weak 
linear relationship.

Thus, although floods resulted only from drainages 
that experienced some degree of burning, the variability 
in the magnitude of flooding from site to site within the 
burned area evidently was caused by a complex combi­ 
nation of many factors, including variability of storm 
intensity, soil type, vegetative cover, and land slope in 
addition to the variability in the intensity of burning. 
Also, debris damming within the channel most likely 
contributed to the large discharges from Bear Gulch 
Creek, and such damming may have occurred to a lesser 
extent in the other tributary gulches. Finally, the calcu­ 
lated debris discharges are subject to considerable error 
because the conventional clear-water equations that were 
used may not be applicable to non-Newtonian debris 
flows.

Discharges from Bear Gulch Creek

The debris flow from Bear Gulch Creek was par­ 
ticularly impressive because of the size and quantity of 
debris transported through the drainage. Large trees (fig. 
7) and rocks as big as 3 ft in diameter were a substantial 
part of the flow. The debris flow apparently originated 
near the drainage divide where severe sheet, rill, and 
gully erosion removed much of the soil mantle. The soils 
were severely burned and evidently became water repel­ 
lent along the divide as a result. The virtual lack of 
infiltration capacity coupled with burned, fragile soils and 
steep hillslopes provided ideal conditions for erosion of

Figure 8. Profile of Bear Gulch Creek channel.

massive quantities of soil downslope and into the Bear 
Gulch Creek channel. Mass movement of soil also may 
have occurred on some steeper hill slopes where the soil 
mantle was severely burned and was only a few inches 
thick.

The initial flow of soil-water mixture down the 
channel quickly grew in size as material from the channel 
bed was incorporated into the flow (bulking). The debris 
flow probably reached its peak magnitude at site 28, 
which is just downstream from a major Bear Gulch 
Creek tributary and about 0.7 mi upstream from the 
mouth. The largest computed discharge is believed to be 
largely caused by temporary damming of the flow behind 
a bouldery, log-rich front. The damming and subsequent 
release of these debris dams tend to occur in particularly 
narrow and sinuous channel reaches. Measurement site 
28 is especially narrow and sinuous and is, thus, a likely 
location for damming to occur. From site 28 downstream 
to site 27, a distance of about 0.2 mi, the peak discharge 
decreased from 29,900 to 15,800 ft3/s. Likewise, from site 
27 downstream 0.2 mi to site 26 the flow further 
decreased to 3,100 ft3/s.

Near site 26, deposition began and generally 
increased downstream to the mouth as channel slope 
decreased. A profile view of the Bear Gulch Creek 
channel (fig. 8) illustrates the change in channel slope 
from the drainage divide to the mouth and the resultant 
areas of channel erosion and deposition. Estimates of the
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cross-sectional area of channel erosion were made at 
various locations along the channel reach from near the 
drainage divide to site 26. The areal estimates were 
multiplied by their respective channel reach lengths to 
determine the estimated volume of material eroded from 
the Bear Gulch Creek channel. The total volume of solid 
material eroded from just the channel was thus estimated 
to be 20,000 yd3 . A team of soil scientists from Montana 
State University investigating topsoil erosion from 
selected sites estimated that 2.4 in. of soil were eroded 
from a site near the drainage divide of Bear Gulch Creek 
(Clifford Montagne, written commun., 1985). If the 2.4 
in. of erosion occurred from the part of the Bear Gulch 
Creek drainage that had burned severely, about 60,000 
yd3 of soil were removed from the drainage outside the 
channel limits. The total volume of solids transported in 
the debris flow is thus estimated to be 80,000 yd3 .

A sample of debris from a levee formed at the 
inside of a channel bend located between sites 26 and 27 
was used for particle-size analysis and to estimate the 
solids-water ratio of the debris flow. The results of the 
particle-size analysis together with the range of data 
reported in other debris flow studies are shown in figure 
9. The cumulative distribution of particle size for the 
Bear Gulch Creek debris flow is reasonably comparable 
to those reported in other mountainous areas.

In the estimation of the solids-water ratio of the 
flow, water was slowly added to a weighed, dry portion of 
the debris sample and thoroughly mixed until the heter­ 
ogeneous mixture became fluid like freshly mixed con­ 
crete. The water-solids ratio of this reconstituted debris 
mixture was presumed to be the same as that of the 
actual debris flow. Although this procedure may seem to 
be subjective, results are reportedly fairly precise (Gal- 
lino and Pierson, 1985). For the sample from Bear Gulch 
Creek, the percentage of solids by weight was found to be 
87 and the percentage by volume was 72. Thus, the peak 
water discharge from Bear Gulch Creek can be estimated 
by multiplying the computed discharges reported in table 
1 by 28 percent. Again for lack of sediment sample data 
from the other tributary gulches, the same percentage 
reduction is considered to be applicable to the other 
small tributary measurement sites. As with the Man­ 
ning's n adjustment, the largest expected errors from 
such an areal generalization are for those tributaries 
where the debris composition was significantly different 
from that of Bear Gulch Creek.

SUMMARY

An August rainstorm of moderate intensity and 
duration resulted in debris flows from tributaries drain­ 
ing burned parts of the Beaver Creek watershed. 
Although no significant runoff occurred from unburned

MODIFIED WENT WORTH SCALE

PARTICLE DIAMETER

EXPLANATION 

ENVELOPE OF DATA    Canadian Rocky Mountains (Owens, 1973)

DISTRIBUTION CURVE

      Roofing 6ronule Quarry (Rodine, 1974)

    Colorado Rocky Mountains (Curry, 1966)

     Bear 6ulch Creek

Figure 9. Cumulative distribution of particle size for the 
Bear Gulch Creek debris flow compared to distribution 
curves and envelope of data from other studies.

tributaries, the peak debris discharges from the burned 
areas were close to or above an envelope curve for 
maximum known water floods in Montana. Peak dis­ 
charges were determined at 31 sites by using superele­ 
vation, critical-flow, and conventional slope-area meth­ 
ods. On the basis of results at one site where both the 
superelevation method and the slope-area method were 
used, Manning's n values were doubled to account for the 
additional energy loss of the highly viscous debris flows. 

Peak discharges in the Beaver Creek mainstem 
were more fluid than in the tributaries, and the unit peak 
discharges were significantly smaller as the debris from 
tributaries settled out before reaching the Beaver Creek 
channel. In at least one instance, however, debris from a 
tributary spilled into Beaver Creek and formed a tempo­ 
rary dam across the channel. Unit peak discharges from
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the two largest tributaries of Beaver Creek within the 
burned area also were considerably smaller than from 
the other tributary gulches because only parts of the 
larger drainage areas produced debris flows and presum­ 
ably also because debris loads were deposited before 
reaching the channels of these larger streams.

Unit peak debris discharges in the smaller tributary 
gulches ranged from 143 to 34,000 (ftVs)/mi2 . A 
multiple-regression analysis relating unit peak debris 
discharge to percentage of drainage area burned and 
percentage of drainage area burned severely (more than 
40 percent of the area with surface litter and humus 
destroyed) showed only a weak linear relationship 
(R2 =0.1). The large variability in unit peak debris dis­ 
charge thus is presumed to be the result of a complex 
combination of contributing causes such as variability in 
storm intensity, soil type, vegetative cover, land slope, 
degree of burning, possible debris damming, and inaccu­ 
rate determinations of peak debris discharge.

The largest unit peak debris discharge and most 
spectacular debris flow occurred in Bear Gulch Creek. 
The debris flow evidently was triggered by mass erosion 
of the intensely burned soil surface along the drainage 
divide. Once the flow began down the Bear Gulch Creek 
channel, it increased by bulking and probably peaked at 
measurement site 28, 0.7 mi upstream from the mouth, 
where a peak discharge of 29,900 ft3/s was computed. 
The flow rapidly decreased from this point to the next 
measurement point 0.2 mi downstream, where a peak 
discharge of 15,800 ft3 /s was computed, and to the last 
measurement point 0.2 mi farther downstream, where 
the computed peak discharge was 3,100 ffVs. The rapid 
decrease in flow is believed to be the result of debris 
damming that occurred in the narrow, sinuous channel 
near measurement site 28. The total volume of material 
moved through the Bear Gulch Creek channel was 
estimated to be 80,000 yd3 , of which 20,000 yd3 was 
eroded from just the channel.

The composition of the debris flow in Bear Gulch 
Creek was estimated by adding water to a sample of 
debris until a concrete-like slurry resulted. The percent­ 
age of solids by volume of the reconstituted debris flow 
was 72. Thus, estimates of peak water discharge at the 
measurement sites can be approximated by multiplying 
the computed peak debris discharges by 28 percent. 
When this adjustment is made, peak discharges at two

sites on Bear Gulch Creek still plot above the envelope 
curve for maximum known floods in Montana but below 
the envelope curve for maximum known floods in the 
United States.
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Methods and Importance of Suspended-Organic- 
Carbon Determination in Hydrologic Studies
By Ronald L Malcolm and Patrick W. McKinley

Abstract

Detailed procedures are presented for the determina­ 
tion of suspended organic carbon in water by two different 
methods: the silver-membrane-filter method and the differ­ 
ence method (total organic carbon minus dissolved organic 
carbon). Both methods are applicable to a wide range of 
suspended-sediment concentrations in streams. The silver- 
membrane-filter method is recommended at low suspended- 
sediment concentrations, less than 50 milligrams per liter, 
when the sample contains appreciable quantities of organ­ 
isms and biodegradable organic substances, and when the 
most precise data are desired. The difference method is 
recommended when on-site filtration in the field is precluded 
by time or field sampling conditions or when the complete 
filtering assembly is not available for field use. Minor disad­ 
vantages of the silver-membrane-filter method include the 
necessity of trained technicians for field sampling, the cost of 
silver-membrane filters for duplicate or triplicate sampling, 
the time required for on-site filtration, and the maintenance 
required to keep equipment clean in the field. The major 
disadvantage of the difference method is that if the sample is 
not adequately chilled during storage or shipment, organic 
carbon can be redistributed between dissolved and sus­ 
pended phases or even lost from the sample by decompo­ 
sition.

Both methods are free of interferences and agree 
closely to simple and environmental organic-carbon stan­ 
dards. Precision of the silver-membrane-filter method is 
slightly superior to that of the difference method.

INTRODUCTION

The amount of organic matter in streams, lakes, 
and wastewaters is important to the hydrologist evaluat­ 
ing water quality. The quantity of carbon transported to 
the oceans by rivers in both dissolved and particulate 
forms is a critical factor in evaluating carbon dioxide 
(CO2 ) sources and fluxes into the atmosphere. Tradi­ 
tional parameters, such as biochemical oxygen demand 
(BOD) and chemical oxygen demand (COD), have 
served as useful indices of organic-wastewater quality, 
but both have been misused frequently and often results 
are misinterpreted. BOD and COD data are nonquanti-

tative for organic substances; both indices have several 
limitations (Jones, 1969; Grady, 1971; Malcolm and 
Leenheer, 1973). Total organic carbon (TOC) data have 
become more popular with hydrologists but are difficult 
to interpret and usually are limited by analytical sources 
of error and precision (Malcolm and Leenheer, 1973). 
The on-site separation of TOC into dissolved organic 
carbon (DOC) and suspended organic carbon (SOC), the 
quantitative nature of DOC and SOC data, the many 
interpretations of DOC and SOC data, and the ease of 
DOC and SOC analytical determinations have led to 
general use of these parameters. DOC is defined as that 
part of the organic carbon in water that passes through a 
0.45-/im silver-membrane filter. SOC is defined as that 
part of the organic carbon in water that remains on the 
0.45-/im silver-membrane filter. Previous papers (Mal­ 
colm and McKinley, 1972; Malcolm and Leenheer, 1973; 
Leenheer and others, 1974) have emphasized DOC 
methods and the usefulness of DOC data. The purpose 
of this paper is to present two methods for SOC deter­ 
mination and to discuss the usefulness of SOC data in 
hydrologic studies.

METHODS OF STUDY

Method A Silver-Membrane-Filter Method

Field Sampling

Collect duplicate representative water samples, 
each containing 0.2 to 0.8 mg of organic carbon. Place a 
silver-membrane filter of 47-mm diameter and 0.45-/im 
pore size on the stainless-steel filter support. The silver- 
membrane filter needs to be handled very carefully with 
metal forceps to prevent contamination or breakage. 
Hand tighten the stainless-steel bottom-end cap to the 
filter barrel. Fill the stainless-steel filter barrel (fig. 1) 
with water. Replace the stainless-steel top-end cap, pres­ 
surize with carbon-free nitrogen to as much as 100 lb/in2 , 
and continue filtration until all water has passed through
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Figure 1.
carbon.

Equipment for field sampling of suspended organic carbon and dissolved organic

the filter. Refill the filter barrel with the water sample 
until sediment containing 0.2 to 0.8 mg of organic carbon 
accumulates on the silver-membrane filter, noting the 
volume of water filtered (see "Discussion of Methods"). 
Remove the silver-membrane filter containing sediment 
from the filter assembly with metal forceps; roll the filter 
into a small coil with the sediment side inward; and place 
it in an airtight, clean container (such as a 2.5 cm X 5 cm 
vial) for shipping to the laboratory. Repeat the procedure 
for the sample duplicate or triplicate.

Laboratory Procedure

Place the silver-membrane filter containing sedi­ 
ment into a 10-mL glass ampoule, previously baked at 
500°C to free it of organic contamination. Add 10 mL of 
doubly distilled water and 1 mL of concentrated phos­ 
phoric acid to the ampoule. Heat the ampoule overnight 
on a steam bath. Cool the ampoule to room temperature; 
purge with oxygen gas flow through a glass capillary 
purge tube for 6 min; dry the neck of the ampoule in a 
small flame; and add 0.2 g of potassium persulfate. Seal 
the neck of the ampoule with a torch or a special sealing 
apparatus similar to the Oceanography International 
Carbon Analyzer Sealing Unit. Place several ampoules 
into a pressure vessel containing water, seal the vessel, 
and heat overnight at 175°C. Organic carbon is converted

to CO2 by this digestion. Break each ampoule in a closed 
system and determine the amount of CO2 released by the 
infrared analyzer while sweeping the ampoule with CO2- 
free air. Organic carbon in the ampoule is computed 
from a working standard curve of integrator counts 
versus milligrams of organic carbon. SOC, in milligrams 
per liter in the sample, is calculated from the volume of 
the original water sample represented within the 10-mL 
ampoule. This laboratory procedure is essentially the 
same as written by Wershaw and others (1983).

Method B Difference Method (Total Organic 
Carbon Minus Dissolved Organic Carbon)

Field Sampling

Collect a representative 0.5- to 1-L water sample 
The sample may be collected in a glass shipping container 
or transferred to a glass shipping container after collec­ 
tion. Pack the sample in ice for transport to the labora­ 
tory.

Laboratory Procedure

For TOC determination, blend the sample in a 
blender for 2 min and pour into a 2-L glass cyclinder. 
While the sample is vigorously being mixed with nitrogen
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Figure 2. Device for laboratory subsampling of total 
organic carbon.

gas, remove a subsample from the suspension with a 
10-mL glass dipper (fig. 2). Place the glass dipper over 
the mouth of a 10-mL glass ampoule; dislodge the 
glass-rod stopper by gentle twisting; and flow the sample 
quantitatively into the ampoule. Add 1 mL of concen­ 
trated phosphoric acid into the ampoule; heat overnight 
on a steam bath; and proceed as in Method A.

For SOC determination, place five aliquot samples 
with the glass dipper into a stainless-steel filter assembly 
with a 0.45-ju.m silver-membrane filter, as used for field 
filtration in Method A.

For DOC determination, place five aliquot samples 
with the glass dipper into a stainless-steel filter assembly 
with a 0.45-ju.m silver-membrane filter, as used for field 
filtration in Method A. Filter the sample and collect the 
effluent water for DOC analysis. Pipette 10 mL of 
filtered water into an ampoule containing 0.2 g of potas­ 
sium persulfate and 0.5 mL of concentrated phosphoric 
acid. Purge the ampoule with CO2-free oxygen for 6 min; 
then seal the ampoule. Proceed with DOC analysis as for

SOC in Method A. DOC analysis may also be performed 
on a modified Beckman 915 Carbon Analyzer (Malcolm 
and others, 1973), on a Technicon DOC module, or on 
an Oceanography International wet oxidation carbon 
analyzer (Wershaw and others, 1983).

DISCUSSION OF METHODS

During field collection of surface water for SOC 
determination by the silver-membrane-filter method, the 
volume of sample to be filtered (to accumulate 0.2 to 0.8 
mg SOC on the filter) can be determined by estimating 
the suspended-sediment concentration and its expected 
relationship to SOC (table 1). The expected relationship 
between suspended-sediment concentration and SOC 
has been derived from more than 1,000 published (Mal­ 
colm and Durum, 1976) and unpublished values (from 
the authors' field experience) for numerous streams and 
lakes throughout the United States. Experience has 
shown that sample collectors who have had minimal 
training can easily estimate suspended-sediment concen­ 
trations within the concentration ranges listed in table 1.

Table 1. Expected relationship between estimated 
suspended-sediment and suspended-organic-carbon con­ 
centrations

Estimated suspended- 
sediment concentration 

(mg/L)

25 or less ...........
25-50 ..............
50-100 .............
100-1,000...........
1,000 or greater. .....

Expected suspended- 
organic-carbon 
concentration of 

sediment 
(percent dry weight)

5-10
4-7
3-5
1-4

0.5-1.5

Volume of sample to 
be filtered (mL)

400-600
300-500
200-300
100-150
40-60

Extremely low or high suspended-sediment con­ 
centrations may cause sampling problems. Samples con­ 
taining suspended-sediment concentrations in excess of 
1,000 mg/L commonly contain so much sand that they 
are difficult to accurately subsample in the field or in the 
laboratory. These samples may be treated as bottom 
sediments and analyzed accordingly for organic carbon 
by the Leco method and Van Slyke method (Malcolm 
and others, 1973). Surface-water samples containing less 
than 25 mg/L of suspended sediment commonly contain 
silt- and clay-size particles of living organisms, organic 
detritus, and inorganic minerals coated with organic mat­ 
ter. Even though suspended-sediment concentration is 
low, a proportionally smaller volume of sample is needed 
for filtration, because the small sediment particles con­ 
tain a higher content of organic matter than coarse silt 
and sand particles. In surface waters that have low

Suspended-Organic-Carbon Determination in Hydrologic Studies 71



suspended-sediment concentration, SOC would be 
equivalent to the seston in biological terminology.

Low concentrations of SOC are common in ground 
water. Unlike surface water, the organic matter in 
ground water is more likely to occur as coarse silt-size 
particles or as a coating on silt- and sand-size particles. In 
some unfiltered ground-water samples, SOC can cause a 
significant error in DOC, if it is assumed that the water 
contains no sediment. In contrast, large volumes of water 
may need to be filtered to accumulate sufficient SOC on 
the silver-membrane filter for SOC analysis. Wells con­ 
taminated with organic materials commonly have a large 
population of organisms in the water. Some of these 
samples may appear relatively free of suspended sedi­ 
ment, but the organisms will rapidly clog the silver- 
membrane filter soon after filtration begins.

The error associated with SOC determination by 
both methods is quite variable and usually large (table 2); 
the error associated with SOC determination is due 
largely to sampling and subsampling as verified by the 
data in tables 3 and 4. As shown in table 3, the analytical 
error in SOC measurement is quite small. Precision error 
is 1.5 percent or less, using a phthalate solution as an 
organic-carbon standard, in the operating range of 10 to 
40 mg/L, and almost all of this error is a result of 
pipetting. Accuracy of the determination is 1.4 percent of 
the true value, using phthalate, sucrose, and quinildic- 
acid standards, in the operating range of 10 to 40 mg/L. 
Precision of the SOC methods decreased threefold (table 
4) when three dried SOC samples were ground to less 
than 100 mesh (0.15 mm) and used as organic-carbon 
standards. This precision error was due largely to 
organic-carbon heterogeneity in the ground samples and 
to the difficulty of weighing small representative samples. 
Accuracy of the determinations was within 3 percent of 
the true organic-carbon value, as determined by Leco 
analysis in three independent laboratories. Sample stan­ 
dard No. 2 contained 4.7 percent inorganic carbon; 
whereas, sample standards Nos, 1 and 3 contained no 
inorganic carbon. All three sample standards were rou­ 
tinely treated for carbonate removal by heating overnight 
on a steam bath; no losses of organic carbon were found.

Error in the SOC determination because of sam­ 
pling and subsampling is expected; obtaining a represen­ 
tative sample of suspended sediment from a stream is not 
a simple task. Even with the best equal-transient-rate 
(ETR) sampling techniques, where composite depth- 
integrated samples are collected from several stream 
cross sections, duplicate ETR samples commonly may 
vary between 5 to 20 percent in suspended-sediment 
concentration. The magnitude of this error generally is 
correlated with sediment concentration.

SOC analysis of a number of selected stream 
samples is given in table 1. These samples represent 
streams under various flow conditions from several geo-

Table 2. Comparison of data for suspended organic car­ 
bon determined by the silver-membrane-filter and the differ­ 
ence methods 
[Avg, average]

Total 
organic 
carbon 
(mg/L)

3.5
3.4
3.5

Avg 3.5

12.9
12.2
10.9
11.5

Avg 11.9

22.5
22.5
22.8
22.8

Avg 22.6

Suspended organic Suspended 
Dissolved carbon, organic carbon, 
organic silver-membrane- difference 

carbon (mg/L) filler method (mg/L) method (mg/L)

Clear Creek near Denver, Colo., 1/30/73
2.6 1.1
2.2 1.0
2.3 .9
2.4 1.0

Clear Creek near Denver, Colo., 12/21/72
8.2 3.6
7.9 3.7
7.6 3.3
7.9 4.2
7.9 3.7

Clear Creek near Denver, Colo., 12/26/72
19.2 4.3
19.5 4.7
17.6 4.0
19.4 3.6
18.9 4.1

0.9
1.2
1.2
1.1

4.7
4.3
3.3
3.6
4.0

3.3
3.0
5.2
3.4
3.7

South Platte River near Denver, Colo., 12/26/72
27.0
23.5
27.0
24.5

Avg 25.5

17.1 9.4
16.0 12.2

8.9
7.5

15.3 10.0 11.7
15.8 9.4
16.0 10.2

8.7
9.2

Houston Ship Channel near Houston, Tex., 3/1/73
12.5
13.0
13.6
13.4

Avg 13.1

14.8
14.2
13.9

Avg 14.3

10.9 2.8
10.8 3.6
11.2 3.6
10.8 3.4
10.9 3.4

Brazos River near Houston, Tex., 3/15/74
5.4 4.5
5.6 8.1
5.2 4.6
5.4 5.7

1.6
2.2
2.4
2.6
2.2

9.4
8.6
8.7
8.9

Sopchoppy River near Tallahassee, Fla., 1/17/73
33 33 .5 0
34 33 .4 1.0
32 32 .5 0
31 

Avg 32
32 
32

.5 

.5
-1.0 
0.

graphical regions of the country. Precision of the silver- 
membrane-filter method is approximately twice as good 
as the difference method (7 percent versus 12 percent).

COMPARISON OF METHODS

On-site silver-membrane filtration for SOC has 
several advantages: (1) immediate separation of dis­ 
solved and particulate phase; (2) efficient coordination 
with DOC sampling; (3) less sample handling and ship­ 
ment; and (4) accumulation of more data for each 
sample. On-site silver-membrane filtration is a prerequi­ 
site for DOC sampling. Suspended-sediment accumula­ 
tions on the silver-membrane filter during DOC sam­ 
pling can be used directly for SOC analysis, without
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Table 3. Background and precision values for the two 
suspended-organic-carbon methods with aqueous phthalate 
used as an organic-carbon standard
[- -, no data]

Solution con­ 
centration 
(mg/L)

blanks. 
4..........

10. ........

20. ........

40...... ...

Integrator counts

32, 40, 38, 45, 39, 61,
33, 47, 55, 57 
1,050, 995, 1,004, 973,
1,025, 954, 1,016, 922, 
944, 1,044 
2,008, 2,028, 1,982,
2,109, 2,023, 2,046, 
2,097, 2,018, 2,053, 
2,063 
3,122, 3,233, 3,183,
3,291, 3,250, 3,241, 
3,289, 3,278, 3,237, 
3,255 
5,450, 5,367, 5,540,
5,470

Average

45

993

2,043

3,238

5 441

Error 
(percent)

3.5

1.5

1.2

1.0

Standard 
deviation

43

40

52

71

Table 4. Precision values for the suspended-organic-car­ 
bon method using ground (100 mesh =0.15 mm) paniculate 
sediment as organic-carbon standard

Sample Milligrams of Percent sus-
standard standard In pended organic
no. 10 mL vial carbon

Average
percentage
suspended

organic
carbon

Error 
(percent)

Standard 
deviations

10.0
11.0
17.5
22.4
21.2
21.5
20.6
30.0
32.2
30.0
21.8
12.1
15.3
21.6
15.0
24.2
12.3
11.1
8.0

3.85
4.23
3.60
3.84
3.73
3.76
3.59
3.93
4.01
4.06
2.66
2.81
2.61
2.45
2.47
1.85
1.81
1.98
1.75

3.86 4.1 0.20

3.60 4.3 0.15

1.85 3.6 0.10

removal of the sediment from the silver-membrane filter. 
The immediate separation of DOC and SOC prevents 
exchange from one phase to the other as a result of 
assimilation, sorption or desorption, precipitation, solu- 
bilization, decomposition, or changes in general chemis­ 
try, such as dissolved oxygen, pH, or temperature. 
Because DOC commonly is much lower in concentration 
and more susceptible to rapid changes than SOC, DOC 
values may change markedly from in-situ stream values 
during transport of whole-water samples to the labora­ 
tory. On-site freezing or addition of inorganic preserva­ 
tives to whole-water samples does not prevent the 
exchange of organic compounds between phases,

because dissolved organic species commonly co-precipi­ 
tate with inorganic constituents and because various 
analytical problems are associated with mercury 
(Hg2 Cl2 ) and other preservatives. In addition to 
exchange between organic phases, organic carbon can be 
converted to inorganic carbon (CO2 ) by decomposition. 
On-site separation of SOC by silver-membrane filtration 
and immediate chilling or drying of the sample prevents 
undesirable sample changes.

The ease of sample filtration and the color and 
consistency of the suspended sediment on the filter add 
to the interpretive value of the sample. Frequently, 
certain hydrologic phenomenon, such as colloidal inani­ 
mate organic debris, algal or microbial growth, and finely 
divided inorganic colloidal matter may not be observed in 
the whole-water sample but can be readily observed 
during filtration and observation of the filter.

Some of the possible limitations of silver-mem­ 
brane filtration for SOC are (1) the training of fastidious 
technicians for sample collection and the time required 
for on-site personnel to filter samples; (2) the undesir­ 
able on-site conditions for filtration, such as wind, blow­ 
ing dust, and cold; and (3) the desirability of collecting 
suspended sediment on two separate silver-membrane 
filters. Duplicate samples generally are needed because 
of the definite possibility of sample loss by ampoule 
breakage in the laboratory. When only one sample is 
collected, the SOC data would be lost if the ampoule 
were broken. The potential problems of undesirable field 
conditions are lessening, because more van-type vehicles 
are being used for on-site sample handling.

Advantages of the difference method of SOC anal­ 
ysis are related to the time savings and convenience that 
result from not having to perform on-site filtration, not 
transporting additional equipment, and not needing addi­ 
tional training of personnel. Almost all analysis is con­ 
ducted within the laboratory. The major disadvantage of 
the difference method of SOC analysis is the potential 
redistribution of carbon in the whole-water sample dur­ 
ing shipment and storage. This problem can be mini­ 
mized by chilling the sample on ice during shipment and 
by prompt sample analysis on receipt in the laboratory. 
As mentioned previously, neither freezing nor inorganic 
preservatives seem to solve the problem.

In the laboratory, analytical aspects of both meth­ 
ods are very similar and relatively free of interference, if 
adequate quality-control precautions are exercised. A 
potential interference is the inclusion of suspended inor­ 
ganic carbon (SIC) with SOC. This may occur if the SIC 
is not completely dissolved from the ampoule containing 
the sample during acid treatment. After acidification, 
DOC analysis requires only a 6-min gas purge to remove 
dissolved inorganic carbon (DIG), but well-crystallized 
carbonates that may be present in suspended sediment 
require acidification and overnight heating on a steam
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bath for complete dissolution. It is imperative that per- 
sulfate oxidant not be added to the sample for SOC 
analysis until the steam-bath treatment is complete and 
the sample is ready to be sealed. Within 1 hr at room 
temperature, significant oxidation losses of organic car­ 
bon to CO2 may be detected from the unsealed ampoule.

Organic carbon in reagents that contribute to the 
background blank value usually is quite low. Some of the 
organic-carbon contamination in the standard blank is 
due to doubly distilled water. Organic-carbon content of 
doubly distilled water can vary considerably, depending 
on the original organic content of the water and the 
means of purification. The most pure waters are pro­ 
duced routinely in our laboratory by doubly distilling 
deionized water that had passed three mixed-bed, cation- 
anion exchangers. The water produced contains 0.25 
mg/L or less of organic carbon. When this water is stored 
in clean plastic jugs, the organic-carbon content is 
decreased to 0.15 mg/L or less. Obviously, the rate of 
organic-carbon sorption on the walls of the plastic con­ 
tainer is greater than the release of plasticizers or other 
organic constituents from the container into the water. 
Because of this sorptive effect, which* decreases the 
organic-carbon content of the sample, only glass bottles 
are used for sample collection and shipment. Glass 
sampling containers and glass ampoules used in both 
methods are heated to 500°C for 24 hr to free them of 
organic contamination.

Another possible source of organic contamination 
is the silver-membrane filter. As received from the 
factory, silver-membrane filters contain low levels of 
organic carbon (<1.0 mg/g). Organic carbonaceous 
material in or on the filter is not soluble in water and 
remains with the filter after extensive washings (1,000 
mL of reagent water). This 1 mg/L of organic-carbon 
blank is the largest source of analytical error in the SOC 
measurement by the silver-membrane-filter method. 
This source of error results in an approximate 3 to 5 
percent error in the SOC measurement. This small 
quantity of organic carbon on the silver-membrane filter 
results in no significant source of error in both SOC and 
DOC determinations. Reagent blanks, which include 
silver-membrane filters, need be determined periodically 
for contamination.

Only silver-membrane filters are acceptable for 
either of the SOC methods. Plastic-membrane filters, 
commonly used to filter water for analysis of inorganic 
constituents, are undesirable because they commonly 
contain high concentrations of water-soluble organic 
substances and because they sorb water-soluble hydro- 
phobic organic compounds. These problems do not exist 
with silver-membrane filters.

Another source of organic contamination associ­ 
ated with silver-membrane filters can result from han­ 
dling the filter while placing it into the filter assembly;

use forceps to prevent this contamination. Such contam­ 
ination can lead to error in both SOC and DOC deter­ 
minations.

Some of the hydrologic interpretive uses of SOC 
data include inferences about the possibility of metallo- 
organic association, exchange characteristics, organic 
sorptive capacities, food sources, nitrogen reserves, ard 
water-purification properties of the suspended-sediment 
load. Organic matter is known to have 5 to 100 times tl ?. 
cation-exchange capacity of clay minerals, with many of 
the exchange functional groups capable of forming com­ 
plexes and chelates with certain metal ions. The capacity 
of suspended sediment for this type of reactivity per unit 
weight of sediment should positively correlate with 
organic-carbon content.

Many heterotrophic organisms depend on organic 
detritus as a source of food. The organisms grow directly 
on the particulate sediment in direct contact with the 
food source, and the exchangeable and complexed ions 
are a nutrient source. Decomposition of the organic 
detritus and the microbial exudates generate lov- 
molecular-weight organic substances that serve as food 
and nutritional sources for other organisms. With an 
SOC value, the amount of nitrogen, an important nutr- 
ent affecting trophic conditions in streams or lakes, can 
be approximated. In previous studies (Malcolm and 
Durum, 1976), it has been documented that stream 
sediments are accumulators of organic nitrogen, with 
carbon to nitrogen ratios of six selected rivers of th°. 
United States at 9:1 or smaller.

Hydrophobic organic substances entering th°. 
aqueous system tend to be removed from leave solution 
or suspension by sorption on organic surfaces by hydro­ 
gen bonding and weak van der Waals forces. Therefore, 
it is not surprising to find many pesticides, polychlorina- 
ted biphenyls, and other organic substances intimate!;' 
associated with the organic phase in stream sediment? 
Hydrophilic functional groups on organic matter can also 
attract hydrophilic organic substances and metal ionir, 
SOC has a scavenging ability or serves as a sink for many 
undesirable constituents found in water.

Considerable effort is being expended to quantify 
the sources of possible increased CO2 fluxes into the 
atmosphere. The relative quantity of SOC transported in 
freshwater streams, the quantity of SOC deposited into 
the oceans by streams, as compared to in-situ production 
within estuaries and oceans, and the relative decomposi­ 
tion rate of SOC in various environments are important 
considerations in solving this important problem. Meth­ 
ods for determination of SOC presented in this paper 
may assist in appropriate data collection for this activity.

ETR sampling with adequate and well-maintained 
sampling equipment is essential to obtaining a represen­ 
tative SOC sample (Guy and Norman, 1970; Meade and 
others, 1979a,b; and Stevens and others, 1980). The
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authors of this paper believe that sampling is the weakest 
link in obtaining correct and meaningful SOC data. 
Other sampling errors that may be large or larger than 
those associated with sampling equipment or river sam­ 
pling techniques are due to sampling bias associated with 
the collection of small volumes of sample and (or) 
subsampling of larger volumes of sample. Subsampling 
was documented as a large part of the method error for 
the difference method in this paper. Analytical errors of 
both methods described in this paper are small once the 
sample is in the ampoule. The instrumentation and 
method for accurate and precise carbon measurement 
and the low detection limits for carbon often encourage 
the scientist to collect samples that may be too small and 
nonrepresentative. Both of the methods presented in this 
paper may have this type of bias, resulting in consistently 
low SOC values. Future experiments are planned that 
will compare SOC values by the methods presented in 
this paper with methods using large volumes of filtered 
water to accumulate larger representative quantities of 
suspended sediment.

SUMMARY AND CONCLUSIONS

Detailed procedures are presented for the deter­ 
mination of SOC in water by two different methods: the 
silver-membrane-filter method and the difference 
method. Both methods are applicable to a wide range of 
suspended-stream-sediment concentrations. The silver- 
membrane-filter method is recommended when 
suspended-sediment concentrations are less than 50 
mg/L, when the sample contains appreciable quantities 
of organisms and biodegradable organic substances, and 
when the most precise data are desired. The difference 
method is recommended when filtration is precluded by 
time or field sampling conditions or when the complete 
filtering assembly is not available for on-site use. Minor 
disadvantages of the silver-membrane-filter method 
include the necessity of having trained technicians for 
field sampling, the cost of silver-membrane filters for 
duplicate or triplicate sampling, the time required for 
on-site filtration, and the maintenance of clean equip­ 
ment in the field. The major disadvantage of the differ­ 
ence method is that, if the sample is not adequately 
chilled during storage or shipment, organic carbon can be 
redistributed between dissolved and suspended phases or 
even lost from the sample by decomposition.

Both methods are free of interferences and agree 
closely to simple and environmental organic-carbon stan­ 
dards. Precision of the silver-membrane-filter method is 
slightly superior to that of the difference method.
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Unit Hydraulic Geometry 
Changes

An Indicator of Channel

By Rhea P. Williams

Abstract

Water-discharge and sediment-transport data collected 
at selected gaged sites and surveyed reaches of streams in 
the Western United States were used with hydraulic variables 
of the energy equation to evaluate channel changes at 
stream sections. The coefficients and exponents of hydraulic- 
geometry relations were based on unit discharge rather than 
on total discharge. Unit hydraulic geometry has greater 
application to defining channel changes than conventional 
analysis. The unit-hydraulic-geometry relations were used to 
infer sectional competence of coarse-sediment discharge 
and expected channel changes and to define quasi-equilib- 
rium of near-bankfull streams.

Results of this study suggest that long-term projections 
of coarse-sediment transport initially involve an evaluation of 
past hydraulic changes in the stream reach. Although the 
primary analysis used streamflow measurements, slope-area 
techniques can be used to analyze ungaged reaches. The 
methods described are applicable to a broad range of stream 
conditions and provide techniques for evaluating natural 
changes and man's influence on stream reaches.

INTRODUCTION

Knowledge of changes in channel hydraulics is 
necessary to understand the mechanisms associated with 
coarse-sediment transport; however, the relations 
between coarse-sediment transport and changes in chan­ 
nel hydraulics are not fully known, and channel changes 
cannot be reliably predicted. Statistical and advanced 
mathematics are often necessary to define complex rela­ 
tions, but for the nonmathematician involved in stream 
dynamics, cause and effect become increasingly difficult 
to follow. There is a need to return to and explore the 
basic laws of flow dynamics that govern coarse-sediment 
transport.

The objective of this paper is to present a method 
to evaluate channel changes by using steady- and 
unsteady-flow criteria and modified hydraulic-geometry 
relations. The hydraulic-geometry relations can then be 
used to understand and infer probable channel changes 
at gaged sites and along surveyed stream reaches.

BACKGROUND

Laws of thermodynamics apply to hydraulic and 
sediment-transport processes of most, if not all, stream 
systems. The first law of thermodynamics involves the 
external processes of conservation of mass and energy of 
streamflow. Energy cannot be created or destroyed 
within channel boundaries, meaning that the mass flux of 
the water-sediment mixture entering a stream reach must 
be continuous or the same as that leaving the reach. The 
second law of thermodynamics involves internal pro­ 
cesses of energy decay, entropy, or energy dissipation 
(usually as heat) caused by the internal stress of the fluid 
to overcome resistance to flow. The internal loss owing to 
friction is directly related to the velocity gradient, =¥., or 
shear stress, of the flow.

Although these laws of thermodynamics appear to 
be dichotomous, they are often expressed by the Ber­ 
noulli energy equation, "the most universally applicable 
of all the equations of hydraulics, relating as it does the 
changes in mechanical energy to the internal processes in 
the system causing friction loss" (Morris and Wiggert, 
1972, p. 27).

The Bernoulli equation for varied steady and 
unsteady flow is expressed graphically in figure 1 and can 
be used to identify quasi-equilibrium (no scour and fill 
apparent during time period under consideration) and 
nonequilibrium (changing channel bottom during time 
period under consideration) in channels.

Changes in stream boundaries during steady flow 
or quasi-equilibrium, such as aggradation and degrada­ 
tion, have, with time, adjusted the stream's hydraulics to 
where head loss owing to friction (hf) may be meaning­ 
fully expressed as a function of the Manning « or Chezy 
C roughness coefficients.

For unsteady flow or nonequilibrium, an additional 
term (ha ) is included to define head loss owing to 
acceleration or deceleration, in feet, of the changing flow. 
Unit discharge (q), in cubic feet per second per foot, 
changes with time (dt) and along channel distance (dx). 
Short-term channel changes, such as scour and fill, are 
assumed to result from momentary or local energy gains
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O = 300 ft 3/8
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Figure 1. Simplified graphical representation of energy in 
unsteady flow. (Modified from Chow, 1959.)

or losses in total energy heads caused by obstructions, 
debris, and vegetation. Conversely, short-term fluctua­ 
tions in velocity and depth (see fig. 1) also may result 
from energy losses in flow because of changing resistance 
or roughness caused by changing bed forms. Thus, a 
mechanism of continual feedback exists for the variables 
in figure 1 influencing short-term changes in the water- 
sediment discharge. The relations of these variables are 
numerous and complex, but the resultant effect on 
alluvial boundaries is integrated to those variables 
believed common to the Bernoulli energy equation and 
hydraulic geometry.

If ha and hf can be adequately defined at channel 
sections, then changes in ha and hf with time should be 
relatable to energy-consuming events such as periodic 
scour and fill. Should ha =0, a steady-state condition or 
unchanging channel bottom is assumed. However, if a 
streambed cannot adjust (rock outcrop) and /z0 ^0, chan­ 
nel adjustments affecting bed (armoring) and banks 
(meandering) may be occurring elsewhere than at the 
section(s) under consideration.

Factors comprising the energy-head losses (ha , hf} 
of unsteady flow are analyzed by examination of energy 
distribution between sections and at sections with time. 
Rates of change include AK, 42 AK AD and AK as related

& At A/ Ax Ax AD . 
to Aq. For example, suppose that in figure 1 the incoming
sediment rate decreases upstream at section 1 because 
material normally transported is diverted or trapped. 
Local adjustments occur at section 1, whereas at section 
2, the existing hydraulic gradient, in feet per foot (Se ), 
must be reduced because the energy expenditure exceeds 
the work needed. Possible interrelated adjustments at 
section 2 might include (1) an increase in boundary 
roughness («), (2) an increase in the velocity head 
coefficient distribution factor (a), (3) a decrease in 
average velocity (V), (4) an increase in average water

EXPLANATION 

SECTION NO. RELATION

V = 10.0

V =

V =

V =

V =

V =

V =

V =

S.O 

7.5 

4.0 

3.S 

3.0 

6.4 

7.5

Figure 2. Cross sections of a hypothetical stream reach.

depth of a cross section, in feet, (D), or (5) a decrease n 
bed elevation (Z), where Z is the elevation of a point a<- 
it refers to a horizontal datum, in feet.

Should the incoming sediment rate at section 1 
increase, ha at section 2 should increase because greater 
energy expenditure is required to transport the load 
Possible interrelated adjustments at section 2 might 
include (1) a decrease in boundary roughness (n) by 
decreasing grain roughness and changing bed forms, (2) 
a decrease in the velocity distribution factor (a), (3) an 
increase in average velocity (V ), (4) a decrease in 
average depth (D), or (5) an increase in average bed 
elevation (Z).

Hydraulic Geometry of a Hypothetical Reach

An example of quasi-equilibrium and nonequili- 
brium between channel sections is illustrated using unit- 
hydraulic-geometry analysis. The hypothetical stream 
reach chosen describes possible combinations between 
water-sediment mixture in the reach and probable 
changes in hydraulics to transport the mean sediment 
load (fig. 2). Arbitrary values of V, D, and W (average 
width of section, in feet) for flows of 50,175, and 300 ft3/: 
(table 1) were chosen to represent typical ranges of a 
small western stream.

Leopold and Maddock (1953) described hydraulic- 
geometry relations of a variety of natural channels by 
providing empirical power relations of W, D, and V to 
water discharge (Q).
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Table 1. Data for a hypothetical eight-section reach

Observation 
number

1 ..........
2 ..........
3 ..........
4 ..........
5 ..........

6 ..........
7 ..........
8 ..........
9 ..........
10 .........

11 .........
12 .........
13 .........
14 .........
15 .........

16 .........
17 .........
18 .........
19 .........
20 .........

21 .........
22 ..........
23 .........
24 .........

Section 
number

1
1
1
2
2

2
3
3
3
4

4
4
5
5
5

6
6
6
7
7

7
8
8
8

Discharge 
(tt9/s)

300
175
50

^oo
175

50
300
175

50
300

175
50

-iflO

175
50

300
175

SO
^00
175

50
^00
175
50

Width (ft)

^00
25.0
20.0
25 0
250

25 0
20.0
19.0
1 o n
15.0

13.5
12.0
10.0
9.5
9.0

5.0
4.5
4.0

10.0
10.0

10.0
10.0
10.0
10.0

Velocity 
(fta/s)

10.00
7.50
5 00
8.00
5.75

2.67
7.50
5.63
") 7S

4 OO

3.33
9 OR
3 75
3.05
1.85

3 OO
2.67
200
6.43
e 1Q

3.20
7.54
5.46
2.57

Unit sediment 
load [(ton/d)/ft]

181.0
100.0
400

140.0
70.0

6.0
130.0
60.0
10.0
30.0

12.0
1.0

20.0
10.0

1.0

6.0
3.5

g
120.0
65.0

14.0
150.0
75.0
4.0

Unit discharge 
I(ft3/s)/ft)

10.00
700
2.50

12.00
700

2 00
15.00
9.21
2.77

20.00

12.96
4.16

-in OO

18.42
5.55

60.00
 ao oo

12.50
3000
17.50

c OO
^ooo
17.50

5 00

Depth (ft)

1.00
.93
.50

1 50

.74
2.00
1.63
.99

s no

3.89
?oo
8.00
6.03
300

20.00
14.56
6.25
4.66
3.37

1.56
3 97
3.20
1.94

Froude 
number

1.76
1.37
1.25
1.15
.92

.55

.94

.78

.49
32

.30

.26
23
.22
.19

.12

.12

.14

.53

.50

.45

.67

.54

.33

Instantaneous 
sediment load 

(ton/d)

5,430
2,500

800
3,500
1,750

150
2,600
1,140

ien

450

162
12

?nn
95

9

30
16
3

1,200
650

140
1,500

750
4fl

To obtain a cross-sectional comparison of hydrau­ 
lic variables using q, Q was divided by W, and V and D 
were regressed with q. Regressions are given in figures 3 
and 4 where V=K'<f1 ' and D = C<f\ F' + M' = 1.0,
C X *' = !andM'=andF'=, where C'

j  , . . . . and K are regression coefficients in relation to
discharge, and where F' and M' are regression 
exponents in relation to discharge.

Width is treated not as a constant but as an 
independent variable with some finite change in time. 
The effects of W on hydraulic geometry are integrated 
into the exponents M' and F'. Reduction in the number 
of dependent variables allows relations of F and D to q to 
conform with theory and notation represented in figure 1.

The modified hydraulic-geometry relations for sec­ 
tions 1 to 8 in figures 3 and 4 can be compared to each 
other by plotting the coefficients against the exponents. 
For example, the velocity relations for Q = 175 and 300 
ft3/s are shown in figure 5. A line representing the 
bankfull q (the average Q of 175 ft3/s divided by W, table 
1) is drawn through each point of the established rela­ 
tions. The line through the point represents multiple 
combinations of K' and M' where any choice of K' andM' 
along the established line gives identical numerical values 
of V for the given q. The line is assumed to represent a 
near-constant hydraulic regime for the selected flow. 
Hydraulic regime is herein defined by use of Froude

EXPLANATION

RELATION

= 3.18q-476

= 1.76q-612

= 1.52q-S89

= 1.15

= 0.90

= 1.04

= 1.17

= 0.98

.416

.419

.258

.389

.601

UNIT DISCHARGE, q, IN CUBIC FEET PER SECOND PER FOOT

Figure 3. Relation of velocity and unit discharge for a hypo­ 
thetical stream reach.
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SECTION NO. RELATION

UNIT DISCHARGE, q, IN CUBIC FEET PER SECOND PER FOOT

Figure 4. Relation of depth to unit discharge for a hypo­ 
thetical stream reach.

numbers (F), where F= VI VgD. Dashed lines represent 
a higher value of q if a Q of 300 ft 3/s had been selected, 

These examples purposely represent a case of 
extreme variation in channel shape. Such extreme shapes 
probably would not occur in nature except for pro­ 
nounced pool and riffle sequences, as rates of change ir 
V and D between sections generally are gradual and 
reflect the shape of the channel, slope of water surface, 
roughness of the wetted perimeter, and sediment dis­ 
charge and sizes. In natural channels with gradually 
developed pool and riffle sequences assumed to be ir 
equilibrium, F for each q considered would be expectec1 
to vary slightly between adjacent sections as slight 
changes in n and Se occur. The F can be assumed equal 
to (see footnote on V& Chow, 1959, p. 98) or propor-

if F = CSe 1/2 , then roughness if 

(Chow, 1959, p. 100), where R is the 
hydraulic radius, in feet, and C is the roughness coeffi­ 
cient in Chezy equation, in units of V ft/sand dimension? 

ofVgT

1 49 tional to    R1/6Se i/2 ;

C= R1 '6

    Q = 175 M 3 /s

    O = 300 ft 3 /s

(-Jl Sections as show 
L*J in figure 3: data

table 1

EXPLANATION 

SECTION NO. 175 ft'/s

7.0
7.0
9.2

13.0
18.4
39.0
17.5
17.5

0.92
0.78
0.30
0.22
0.12
0.50
0.54

= 10.0. 
= 12.0. 
= 15.0. 
= 20.0, 
= 30.0, 
= 60.0,

= 1.76 
.1.16 
= 0.94 
= 0.32 
= 0.23 
= 0.12

EXPONENT, M 1 , OF REGRESSION RELATION (V = /C'fl**')

Figure 5. Relation of velocity coefficients and exponents for 
an eight-section hypothetical stream reach.

Relation of Hydraulic Geometry to 
Hypothetical Sediment Loads

Natural channel sections usually reflect continuity 
of the transported sediment load. That is, adjacent cross 
sections should be hydraulically competent to transport 
coarse-sediment loads moving downstream (coarse sed­ 
iment is defined as greater than 0.062 mm in average 
diameter). Leopold and Maddock (1953) found that 
coarse suspended-sediment loads were an index of total 
loads and a function of D, W, V, temperature, particle 
size, turbulence, and other variables. They further 
showed that the rate of increase of coarse-suspended- 
sediment transport varies with Q as a direct function of 
the following ratio: rate of increase of Kwith Q divided by 
rate of increase of D with Q.

Colby (1964), Culbertson and others (1967), and 
Nordin (1977) presented graphic aids to describe 
changes in V, D, and q to various sand sizes and water 
temperatures. Their graphs were used to estimate depth 
of scour required to maintain equilibrium or continuity 
of sediment load past two sections. Their experiments 
were made with readily available sand of uniform size 
where energy adjustments could be freely distributed by 
scour, fill, and bed-form adjustments. Any changes in the
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EXPLANATION

SECTION NO. RELATION
.1.04

ad = 13.1O 

ad = 0.141O
1.79 

,1.48
3d = 0.533O

ad = 0.0043O 2 ' 03

ad = 0.0096O 1 - 76
ad = 0.024O 1 ' 25

ad = 1.270 1 - 20

ad = 0.0130 2 - 08

10 100 1000 

WATER DISCHARGE, Q, IN CUBIC FEET PER SECOND

Figure 6. Relation of discharge to sediment load of a hypo­ 
thetical stream reach.

unmeasured variables and n usually were assumed to be 
constant or integrated into the measured variables. These 
assumptions become more restrictive with gravel-bottom 
streams as adjustments may not be freely achieved 
through similar (usually short) time periods. However, 
overall hydraulic concepts should apply to coarse-sedi­ 
ment load streams.

Interpolation of Nordin's (1977) graph was used to 
provide representative values of sediment loads for each 
discharge and combination of D, V, and W given in table 
1. Particle size and temperature selected were 0.8 mm at 
15.6°C. The computed sediment discharges, in tons per 
day and tons per day per foot, (Q,) were regressed with 
water discharge (Q) to establish water-sediment rela­ 
tions, or Qs = pQf for each section (fig. 6).

Leopold and Maddock (1953, p. 25) examined the 
ratio of M/F to p and / for several exponential values of 
the Wand Q relation. Increase in the ratio of M/F implies 
that the / exponent in relation to discharge should 
increase and that coarse suspended-sediment load 
should increase with Q. Analysis of figure 7 tends to 
confirm this observation; however, because W is now 
integrated in the V and D relations, both exponents and 
coefficients of V and D relations are used in figure 7. 
Sediment loads in figure 7 represent the three-sample 
average of the three discharges for each of the eight 
sections. A Q of 175 ft3/s and an average sediment load of

SEDIMENT LOAD. IN TONS PER DAY

Figure 7. Plot of velocity-depth ratio (three-sample aver­ 
age) to sediment loads for a hypothetical stream reach.

970 ton/d are assumed to be representative of average 
transport conditions in and through the eight-section 
stream reach.

If equilibrium for sediment supply, transport, and 
Q is to prevail, each section must adjust by scour or fill to 
transport this average sediment load because the dura­ 
tion or magnitude of water discharge is not likely to vary 
within a short stream reach. According to Leopold and 
Maddock (1953, p. 21), equilibrium in stream channels is 
a function not only of magnitude and duration of Q, but 
perhaps more importantly, of the average sediment load 
inflow.

Application to Natural Streams

Modified hydraulic-geometry techniques have 
been applied to streams in several Western States where 
sediment data have been collected and the author had 
access to the data. Included are the Snake River in Idaho 
and Washington; the Clearwater (Jones and Seitz, 1980; 
Emmett, 1976), North Fork Teton (Williams, 1979), and 
Big Lost Rivers (Williams and Krupin, 1984) in Idaho; 
and the Owens River in California (Williams, 1975).

Hydraulic geometry was evaluated by location of 
the measurement site (upstream or downstream of gag­ 
ing station), time (season, year) of measurement, and Q 
at time of measurement. Relations of V and D to q were 
compared for each river site from measurement notes 
(see example, figs. 8 and 9). Yearly regressions and 
correlation coefficients (r2 ) of V and D for the Big Lost 
River are listed in table 2. Comparison of V relations 
(regressions) was made by plotting the value of the V 
exponent (M1 ) against the V coefficient (K') (fig. 10). 
Plots of exponents (F') and coefficients (C") from regres­ 
sion relations of D to q gave similar but reversed patterns 
because/5" = 1.0-M' and C -1.0/fC (fig. 11). A numerical
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Table 2. Hydraulic geometry of Big Lost River at Howell Ranch, Idaho, 1904-82 
[r 2, correlation coefficient for depth regression and velocity regression]

Year

1904
05
09
10
11

1912
21
22
23
24

1925
26
27
28
29

1930
31
32
33
34

1935
36
37
38
39

1940
41
42
43
44

1945
46
47
48
49

1950
51
52
53
54

1955
56
57
58
59

1960
61
62
63
64

1965
66
67
68
69

F'

0.292
.364
.141
.377
.428

.353

.443

.370

.312

.422

.531

.579

.505

.441

.404

.418

.534

.517

.494

.552

.472

.504

.412

.433

.354

.435

.381

.238

.387

.295

.450

.451

.423

.385

.445

.429

.428

.480

.461

.428

.433

.449

.482

.428

.430

.466

.447

.454

.464

.476

.531

.503

.397

.468

.448

Number of 
Depth r 2 samples M"

0.984
.998
.981
.977
.988

.989

.981

.984

.891

.897

.933

.900

.971

.997

.991

.978

.996

.991

.988

.990

.924

.903

.898

.958

.747

.951

.969

.786

.919

.894

.855

.996

.858

.962

.998

.968

.969

.996

.958

.982

.960

.996

.998

.988

.974

.973

.960

.994

.994

.997

.994

.963

.972

.997

.993

4
6
3
4
7

4
9
9

10
11

8
8
8
7
7

10
9

11
12

9

14
10
7

10
8

9
8
9
7
4

6
6
6
6
8

6
7
6
8
8

7
9
7
7
6

8
6
7
7
8

8
7

10
8
8

0.759
.627
.848
.624
.574

.647

.557

.630

.687

.589

.467

.420

.495

.559

.596

.581

.466

.482

.506

.453

.528

.498

.588

.567

.647

.565

.619

.763

.613

.707

.549

.549

.577

.616

.555

.570

.571

.519

.561

.572

.566

.551

.518

.572

.572

.535

.551

.546

.536

.520

.471

.497

.603

.533

.611

Velocity r2

0.988
.996
.999
.990
.993

.997

.998

.995

.976

.888

.915

.828

.970

.998

.996

.989

.995

.990

.989

.980

.938

.902

.946

.975

.908

.970

.988

.974

.966

.980

.897

.997

.918

.985

.999

.982

.983

.996

.972

.990

.977

.997

.998

.993

.985

.980

.973

.996

.995

.995

.993

.963

.988

.998

.945

C'

1.354
1.215
2.310
1.180
1.051

1.175
.970

1.148
1.177
.936

.694

.693

.723

.839

.888

.854

.694

.697

.703

.645

.766

.729

.834

.852

.669

.814

.873
1.232
.929

1.099

.816

.738

.817

.914

.751

.776

.795

.724
,750
.821

.830

.977

.747

.850

.877

.811

.822

.802

.792

.750

.649

.682

.940

.772

.768

K'

0.682
.842
.447
.844
.947

.850
1.030
.872
.851

1.026

1.442
1.443
1.385
1.191
1.123

1.172
1.441
1.436
1.424
1.533

1.307
1.370
1.199
1.172
1.040

1.229
1.145
.810

1.077
.908

1.228
1.352
1.225
1.093
1.330

1.289
1.259
1.382
1.265
1.218

1.206
1.259
1.338
1.175
1.137

1.231
1.219
1.248
1.262
1.346

1.536
1.467
1.062
1.296
1.123

Velocity 
(ft/s)

6.63
5.51
5.67
5.47
5.30

5.90
5.47
5.75
6.66
5.99

5.83
5.07
6.10
6.36
6.69

6.69
5.83
6.09
6.48
5.95

6.35
6.08
6.98
6.42
7.21

6.67
7.32
7.97
6.75
7.54

6.37
7.01
6.89
6.91
7.02

7.11
6.97
6.55
6.79
6.75

6.58
6.56
6.32
6.52
6.30

6.11
6.36
6.40
6.28
6.40

6.29
6.50
6.47
6.39
7.00

Depth Unit discharge 
(ft) [(ft3/s)ft]

3.25
3.61
3.52
3.66
3.78

3.39
3.66
3.48
3.00
3.31

3.41
3.93
3.28
3.15
2.98

2.99
3.43
3.28
3.08
3.38

3.15
3.30
2.86
3.12
1.94

2.99
2.73
2.51
2.96
2.66

3.14
2.85
2.90
2.90
2.85

2.81
2.87
3.05
2.98
2.96

3.04
3.75
3.16
3.07
3.18

3.28
3.14
3.13
3.18
3.12

3.19
3.08
3.09
3.13
2.94

21.5
19.9
20.0
20.0
20.0

20.0
20.0
20.0
20.0
19.8

19.9
20.0
20.0
20.0
20.0

20.0
20.0
20.0
20.0
20.1

20.0
20.1
20.0
20.0
14.0

20.0
20.0
20.0
20.0
20.0

20.0
20.0
20.0
20.0
20.0

20.0
20.0
20.0
20.3
20.0

20.0
24.6
20.0
20.0
20.0

20.0
20.0
20.0
20.0
20.0

20.1
20.0
20.0
20.0
20.6

Froude 
number

0.65
.51
.53
.50
.48

.57

.50

.54

.68

.58

.56

.45

.59

.63

.68

.68

.55

.59

.65

.57

.63

.59

.73

.64

.91

.68

.78

.89

.69

.82

.63

.73

.71

.72

.73

.75

.73

.66

.69

.69

.67

.60

.63

.66

.62

.60

.63

.64

.62

.64

.62

.65

.65

.64

.72
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Table 2. Hydraulic geometry of Big Lost River at Howell Ranch, Idaho, 1904-82 Continued
[r 2, correlation coefficient for depth regression and velocity regression]

Year

1970
71
72
73
74

1975
76
77
78
79

1980
81
82

F'

.459

.470

.456

.466

.499

.479

.500

.429

.477

.497

.457

.551

.501

Number of 
Depth r2 samples M '

.987

.991

.993

.948

.995

.999

.987

.975

.982

.989

.993

.994

.993

7
7
8
6
6

4
6
6
6
7

4
8
7

.540

.530

.544

.536

.501

.546

.499

.571

.521

.504

.542

.449

.499

Velocity r2

.991

.993

.995

.962

.995

.996

.987

.987

.986

.989

.995

.991

.993

C'

.755

.772

.751

.750

.743

.752

.703

.751

.721

.702

.775

.716

.730

K'

1.325
1.295
1.331
1.331
1.347

1.248
1.424
1.329
1.393
1.423

1.293
1.397
1.369

Velocity 
(ft/s)

6.68
6.34
6.79
6.62
6.04

6.40
6.35
7.36
6.64
6.43

6.57
5.36
6.10

Depth 
(ft)

2.99
3.15
2.95
3.03
3.31

3.16
3.15
2.72
3.01
3.11

3.05
3.73
3.28

Unit discharge 
Kft3/s)ft]

20.0
20.0
20.0
20.1
20.0

20.2
20.0
20.0
20.0
20.0

20.0
20.0
20.0

Froude 
number

.68

.63

.70

.67

.59

.63

.63

.79

.67

.64

.66

.49

.59

o
z 
o 
o
LJJ 
(0

LJJ 
U

Z

>-"

H

O
o
UJ

4 455 5
447 83 33

4 476 6 2
44433 6 22 22

5 534 8
4 543 5352 2

4 643736822
33 33 2 19

4 5 35322 2 2
5 653 26 2

52 37
3 3322
3229 9

322 26
2 65332 21

213533222 13
2334613

332 19 
 62 I 2 
219

34
7

2

5
3

5 2

7 4 35
4 557 2

7 66 3
4 323 26 8 8

Data- 
Collection 
Period

1900 - 1909 

1910 - 1919 

1 920 - 1929 

1930 - 1939 

1940 - 1949 

1950 - 1959 

1960 - 1969 

1970 - 1979 

1980 - 1982

Symbol

  9

  1

  2

  3

  4

  5

  6

  7

  8
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UNIT DISCHARGE, IN CUBIC FEET PER SECOND PER FOOT 

Figure 8. Relation of velocity to unit discharge, Big Lost River at Howell Ranch, Idaho.
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Figure 9 (upper left). Relation of depth to unit discharge, Big Lost River at Howell Ranch, Idaho. 

Figure 10 (lower left). Yearly velocity relations, Big Lost River at Howell Ranch, Idaho, 1904-82.
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Figure 11. Yearly depth relations, Big Lost River at Howell Ranch, Idaho, 1904-82.
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Figure 12. Velocity, determined from yearly regression for Figure 13. Depth, determined from yearly regression for
unit discharge equal to 20 (ft3/s)/ft, Big Lost River at Howell unit discharge equal to 20 (ft3/s)/ft, Big Lost River at Howell
Ranch, Idaho, 1904-82. Ranch, Idaho, 1904-82.



EXPLANATION

SYMBOL NUMBER
1 131196

2 131197

3 131198

4, 5 131200

6 131201
7 131202

8 131202.4

9 131202.5

10 131203

11 131204

Tributaries to the Big 
Lost River, Idaho

EXPLANATION

Streamflow monitoring stations

SYMBOL 
12, 13,14 

15, 16.17

21 

Big Lost Riv

NUMBER 
131205 

131215 

131225

131234

131235

131240

>r, Idaho

F based on q = 20ft z /s

1.0 

0.8

0.2 0.3 0.4 0.5 Q.6 0.7 0.8

EXPONENT, M', OF REGRESSION RELATION V = JT'<

Figure 14.
Idaho.

Average velocity relations, Big Lost River basin,

EXPLANATION

q = 20.0ft 3 /s/ft

OGAGE SITE YEAR

1919

1938

1949
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1954
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1972

QSTUDY SITES, in
downstream order 
(1972 only)

O 1.0

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.7

EXPONENT, M', OF REGRESSION RELATION V - K'qM'

Figure 16. Relations of velocity coefficients and exponents, 
Owens River near Bishop, California.

NUMBER OF
YEAR

1971
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= 0.628<» 0 - 523

= 0.579<i 0 - 543

= 0.386<,°- 637

= 0.54100 - 552

= 0.701<|°- 5 ° 3

= 0.507Q°-575

= 0.34S<J°-671

= 0.273fl°- 714

= 0.381<» 0 - 643

r*

1.000

0.998

1.000

0.995

0.930

0.994

0.999

0.913

0.997

MEASUREMENTS

3

6

5

7

6

7

8

5

5
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EXPONENT, M', OF REGRESSION RELATION V = K'qM'

Figure 15. Relation of velocity coefficients and exponents 
for Snake River at Anatone, Washington.
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Figure 17. Relations of depth coefficients and exponents, 
Owens River near Bishop, California.



EXPLANATION

O May channel survey 

A July channel survey 

12 Numbers refer to cross- 
section locations (131215) 

F = 0.60 

4 = 20.0 

(LF> = Low-flow relation

EXPONENT, M', OF REGRESSION RELATION V= K'qM' 
(V determined by step-backwater analysis)

Figure 18. Relations of velocity coefficients and exponents 
for the surveyed reach near station 131215, Big Lost River, 
Idaho.

CHANGE IN AREA, IN SQUARE FEET PER FOOT OF WIDTH 
(Equivslent to depth of scour or fill, in feet)

Figure 19. Relation of change in energy head to change in 
area per foot of channel width, North Fork Teton River, Idaho, 
1976-78.

comparison of F and D (table 2) determined from yearly 
regression for q equal to 20 (ft3/s)/ft is given in figures 12 
and 13. Considerable differences in velocities and depths 
for same unit discharge exist, on the basis of yearly 
relations.

Plotted relations appear to be consistent, whether 
grouped by year or site, to the extent that a family of lines 
representing various hydraulic regimes of streams, 
including tributaries to the Big Lost River, within the Big 
Lost River basin can be drawn (fig. 14). Figure 14 gives 
the "average" V relations at each station in the Big Lost

River basin for various periods of record. The lines 
represent multiple combinations of K' and M' for the V 
relations such that similar values of V are computed for 
a characteristic q value. This value of q was determined 
by equating two arbitrary points on the established line 
such that Vl = V2 and D1 - D2 . The q calculated 
consistently represented near-bankfull Q for the stream 
analyzed. Different values of V and D can be computed 
for any other q by using the regression equations of 
plotted points. Lines defined by an F and a q may 
represent continuity between sections under uniform 
flow criteria, such that a constant F implies little variation 
in the ratio of Se to n at near-bankfull Q.

Plots of F and D (figs. 9-14) from yearly hydraulic- 
geometry relations (table 2) compared with streambed 
changes (Williams and Krupin, 1984) indicated slower 
average velocities (fig. 12) and greater depths (fig. 13) at 
higher (near bankfull) flows in 1981 than occurred in the 
past 20 years. This may suggest decreased competency of 
the river section and a concurrent decrease in coarse 
sediment transported. It may also suggest that bedload- 
transport curves based on 1 or 2 years may not be 
representative of long-term transport.

Trends in changing coefficients and exponents rel­ 
ative to scour and fill on large rivers are difficult to 
detect. Analysis of figure 5 suggests little noticeable 
change in relations at low F and high q. An example of a 
large river is the Snake River near Anatone, Wash. (fig. 
15). Although plots of hydraulic geometry clearly define 
a linear relation of yearly hydraulic coefficients and 
exponents, a high runoff year (1974) with a noted 
increase in bedload rate at the section plots to the left of 
the assumed equilibrium relation. Its plotting position 
suggests scour as D increased and V decreased. During 
the 1977 drought, the plotting position moved slightly 
above the established relation, which suggests a tempo­ 
rary fill condition, possibly owing to below-normal flush­ 
ing flows.

Modified hydraulic geometry (figs. 16 and 17) of 
Owens River data (Williams, 1975) suggests natural 
changes at the gage site for observations 1 to 4, followed 
by aggradation, 5 to 8, resulting from upstream dam 
construction during the period 1953-54. Changes in 
channel sections in years 1919-52 (points 1-4) are 
termed "natural regime," whereas changes during 
1954-58 (points 5-7) represent a period of aggradation 
below the dam. Analyses of hydraulic changes during a 
sediment-transport study in 1972-73 suggested sites a, b, 
d, and e had reestablished equilibrium conditions at 
higher bankfull Q and higher F. Site c, located down­ 
stream from site g, was artificially constrained from 
lateral bank changes. The natural tendency of sites c and 
g would have been to degrade to reach new equilibrium; 
however, armoring of the local streambed had resulted in 
erosion of downstream banks. Aggradation at site f
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(about 5.5 mi downstream from gage) may be expected in 
response to upstream erosion.

Application of Hydraulic Geometry to 
Step-Backwater Analysis

If the hydraulic variables and boundary conditions 
of figure 1 are reasonably assumed in time and space, 
step-backwater techniques should be applicable for anal­ 
ysis of channel behavior on ungaged reaches. Steady- 
state or quasi-equilibrium conditions are assumed during 
dates of survey.

Hydraulic-geometry analysis was applied to a sur­ 
veyed reach of the Big Lost River, after estimating 
variables by step-backwater analysis, to determine chan­ 
nel changes between May and July 1981. Figure 18 shows 
hydraulic-geometry relations for the reach where the fill 
totaled 4,400 ft3 in 1981. Analysis of channel changes at 
several sections suggests ongoing adjustments. From the 
established regression equations, V and D were calcu­ 
lated for a q of 20 ft3/s/ft, and comparisons were made of 
increases or decreases in V and D between the May and 
July surveys. Cross-sectional changes calculated from 
surveyed data were compared to exponents and coeffi­ 
cients in figure 18. Generally, channel-section areas 
scour if D increases and Fdecreases or fill if D decreases 
and V increases. These types of channel adjustments 
normally are expected as hydraulic variables seek equi­ 
librium in the channel.

A 10-section stream reach, 1,400 ft in length, on 
the North Fork Teton River in Idaho was analyzed by 
using step-backwater techniques. Channel changes were 
occurring because the river had been rechanneled after 
the Teton Dam failure and flood in 1976. The approach 
used was a comparison of changes in energy heads 
attributed to ha and hf with surveyed channel changes 
during 1976-78. A constant n (0.030) was selected 
(determined from gaged reach upstream) and assumed 
to be representative of the stream reach. A step-back­ 
water computer program (Shearman, 1976) was used to 
determine near-bankfull discharges. Values of hf from 
computer printouts were adjusted by first subtracting a 
constant value for boundary roughness (minimum value 
of hf from 10-section slope-area reach) selected as a 
constant hf of 0.10 ft through the stream reach, and then 
subtracting any additional computed losses because of 
expansions or contractions. It was assumed that the 
remaining part of the hf between sections should be equal 
to ha and therefore proportional to the work done (or not 
done) per foot of channel width between sections.

Figure 19 illustrates the comparison of the esti­ 
mated change in ha from 1976 to 1978 to change in 
cross-sectional area per foot of channel width (scour and 
fill) between sections. A zero change in ha would have

corresponded to a zero change in scour and fill if the 
portion of hf attributed to boundary friction had been 
0.13 ft (by raising n). Inspection of figure 19 suggests 
sections 1 to 10 along the stream reach changed fron^ 
degradation to aggradation. Sections 6, 9, and 10 were 
still (1979) subject to change if not physically constrained 
by riprap. Sections 1 and 2 had eroded their left banks by 
40 to 50 ft.

IMPLICATIONS BASED ON OBSERVATIONS 
OF CHANGING HYDRAULIC GEOMETRY

Initial changes in exponents and coefficients of 
hydraulic-geometry relations resulting from scour and fill 
may not be indicative of long-term adjustments of deg­ 
radation and aggradation. A shift or change in plotting 
position with time along a line of constant F is assumed to 
indicate a change in energy and possibly channel slope 
(thus hydraulic relations) caused by a recurring and 
seasonal variation of scour and fill. However, this shif* 
does not indicate a long-term change in independenf 
variables such as Q and supply of sediment from the 
drainage basin. Movement along lines can occur witl 
changes in velocity and roughness distributions as cross- 
sectional and channel controls experience seasonal 
changes.

A change in plotting position to another line of 
different F may signal or suggest a long-term shift ir 
independent variables and may be caused by a persistent 
change in either streamflow characteristics or sediment 
supply. A change in plotting position of V relation above 
an established line may indicate initial aggradation fol­ 
lowed by an increase in coarse-sediment transport rela­ 
tive to a decrease in Q (as might result from a drought). 
Relations of D that plot below the established relatior 
would reflect shallower D, while at the same time, V 
would be expected to increase.

A change in plotting position of the V relation 
below the established F line suggests initial scour and a 
short-term or temporary increase in coarse-sediment 
transport as D initially increases, but followed ultimately 
by quasi-equilibrium as degradation and coarse-sedi­ 
ment transport decrease.

Closer examination of the hydraulic geometry may 
explain subtle differences in observed bedload rates 
between channel sections. For example, channel hydrau­ 
lics during peak runoff periods at several sections may 
have changed in response to decreases in coarse-sedi­ 
ment loads (during high Q) caused by slower rates of 
increase in average V. Upon a decrease in peak Q during 
recession of flow, the hydraulic-geometry relations may 
return to former conditions, which would flush bed 
material previously deposited at higher Q out of the
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immediate stream reach. Such assumptions suggest that 
two hydraulic relations, possibly represented by a change 
from sectional to channel control, may be needed to 
adequately define a section.

Although the rate of increase of coarse-sediment 
loads varies as a function of T^ , further analysis of ha and 
with V and D may help to quantify short-term channel 
changes of scour and fill.

SUMMARY

Prior to inferences of past, present, or future 
predictive model transport rates of coarse sediment, it is 
important first to understand how hydraulics in stream 
sections and reaches have changed. Techniques 
described in this article provide a means of tracking 
scour, fill, aggradation, and degradation in channels and 
can be used to imply changes in the stream competency 
to transport coarse-sediment loads. However, stream 
systems are dynamic in that a change in controlling 
variables of the water-sediment mixture requires an 
alteration in energy distribution associated with those 
variables that will accommodate the change. The results 
of these alterations are often scour and fill. Long-term 
channel adjustments such as aggradation and degrada­ 
tion (and probably meandering) are ultimately controlled 
by persistent changes in flow and in the rate, mode, and 
size of material carried into the reach. These changes 
may alter the velocity, depth, slope, width, roughness, and 
velocity distribution along the affected stream reach. 
These changes, with time, are not equally distributed 
among the hydraulic-geometry exponents.
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Changes in Dissolved Organic Material in Spirit, South 
Fork Castle, and Coldwater Lakes, Washington, 
Summer of 1980 through Summer of 1983
By Diane M. McKnight, Kevin A. Thorn, and Robert L Wershaw

Abstract

One of the important changes in the water chemistry of 
Spirit Lake and other lakes located in the area devastated by 
the eruption of Mount St. Helens was an increase in the 
concentration of dissolved organic carbon. Aquatic fulvic 
acid was a major fraction of this organic material. The data in 
this report show that aquatic fulvic acid in Spirit Lake under­ 
went significant chemical changes from September 1980 to 
July 1983. These changes were (1) decrease in sulfur con­ 
tent, (2) increase in carboxylic-acid content, (3) decrease in 
phenolic-hydroxyl content, and (4) increase in the heteroge­ 
neity of the fulvic-acid material. Exposure to sunlight and 
oxygenated conditions are probable explanations for these 
changes.

INTRODUCTION

The eruption of Mount St. Helens on May 18, 
1980, drastically changed lakes within the blast-zone area 
devastated by the volcano (fig. 1; Dion and Embrey, 
1981). Pyroclastic- and debris-avalanche deposits 
entered Spirit Lake, raising the level of the lake and 
expanding its boundaries. Volcanic deposits in the Toutle 
River valley dammed two watersheds and formed two 
new lakes, South Fork Castle Lake and Coldwater Lake. 
During the summer of 1980, these lakes contained sig­ 
nificant concentrations of many inorganic constituents 
from dissolution of lava and surface deposits and also 
contained significant concentrations of dissolved organic 
material from leaching of pyrolyzed plant and soil mate­ 
rial (Wissmar and others, 1982a; McKnight and others, 
1982; Pereira and others, 1982). Prolific microbial activ­ 
ity also occurred in these lakes, resulting in anoxic 
conditions even in near-surface waters (Wissmar and 
others, 1982b). The magnitude of these chemical and 
biological changes generally was greatest in those lakes 
most directly associated with pyroclastic- and debris- 
avalanche deposits.

These lakes in the blast zone of Mount St. Helens 
have provided scientists from several universities and the

U.S. Geological Survey a unique opportunity to study the 
recovery of lake ecosystems. The approach taken by 
these scientists has been to characterize and quantify the 
chemical and biological processes taking place and then 
to relate these observations to undisturbed lake ecosys­ 
tems. This report describes how the large quantities of 
dissolved organic material introduced into Spirit Lake, 
South Fork Castle Lake, and Coldwater Lake chemically 
changed from the summer of 1980 through the summer 
of 1983. Merrill Lake, 7 km southeast of Mount St. 
Helens, only received light ashfall and was sampled in 
1981 and 1983 as a comparative reference.

CHARACTERIZATION OF DISSOLVED 
ORGANIC MATERIAL

Dissolved organic carbon (DOC) was measured 
with a Technicon DOC analyzer when DOC concentra­ 
tions were less than about 10 mg/L, and with a Beckman 
915C DOC analyzer when DOC concentrations were 
greater than about 10 mg/L. DOC fractionation analyses 
were performed by Huffman Laboratories, which used 
the methods described by Leenheer and Huffman 
(1976). Dissolved aquatic humic substances were iso­ 
lated from water samples collected in 1980 and 1981 by 
using methods described by Thurman and Malcolm 
(1981), with the exception that fulvic and humic acids 
were not separated and the low-molecular-weight acids 
were not separated on an Enzacryl Gel Column because 
of the small size of the sample. In 1983, fulvic, humic, and 
hydrophilic acids were isolated from Spirit Lake by using 
the method described by Leenheer (1981). The fulvic 
acids obtained by these two methods were comparable. 
Elemental analysis of the aquatic fulvic-acid samples was 
performed by Huffman Laboratories, which used various 
combustive and oxidative techniques. Potentiometric 
titration was performed, as described by Thurman and 
Malcolm (1983), to determine the concentration of 
carboxylic-acid groups (titrated below pH 8) and
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Figure 1. The blast zone of Mount St. Helens and concentration of dissolved organic carbon in several lakes.

phenolic-hydroxyl groups (one-half of which are assumed Tgb|e ^ Changes in concentration of dissolved organic 
to be titrated between pH 8 and pH 10). Liquid state Carbon in South Fork Castle, Spirit, and Coldwater Lakes 

" C Nuclear Magnetic Resonance (NMR) spectra were 
obtained with a Varian FT-80A-NMR spectrometer 
from fulvic-acid samples derivatized with 13C diazo- 
methane as described by Wershaw and Pinckney (1978), 
Mikita and others (1981), and Wershaw and others 
(1981).

Dissolved organic carbon (mg/L)

Date

September 1980 .....
May 1981 ..........
September 1981 .....

South Fork 
Castle Lake

135
10
7.4

Spirit Lake

37 
17 
15.0

Coldwater Lake

12 
7 
5.6

CHANGES IN DISSOLVED ORGANIC 
MATERIAL

The maximum concentration of DOC in Spirit 
Lake occurred in the summer of 1980 immediately after 
the major eruptions of Mount St. Helens, (fig. 1 and table 
1). The pyrolytic origin of this DOC was indicated by the 
significant concentrations of free phenol, cresol, and 
other compounds produced by pyrolysis (Pereira and

others, 1982). Identified compounds accounted for less 
than 10 percent of the total DOC. The major DOC 
fractions were aquatic fulvic acid and hydrophilic acids, 
which are the two major DOC fractions in most aquatic 
environments (McKnight and others, 1982; table 2).

By the following summer, the DOC concentration 
in all three of these lakes had decreased significantly 
(table 1); water-budget estimates showed that the 
decrease primarily was explained by dilution of the DOC
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Table 2. Fractionation of dissolved organic carbon in South 
Fork Castle and Spirit Lakes

Aquatic fulvic acid Hydrophilic
Lake Date (percent) acids (percent)

South Fork Castle 
Lake ........... September 1980

April 1981 
July 1981 
September 1980
to July 1981

24
36 
40

40-41

63
47 
44

40-46

Table 3. Elemental analysis of aquatic fulvic acid isolated 
from Spirit and Merrill Lakes

Carbon Hydrogen Nitrogen Sulfur
Lake
Spirit . . . 

Merrill . .

Date
September 1980 
April 1981 
July 1981 
July 1981 
April 1981

Zone
Epilimnion 
Epilimnion 
Epilimnion 
Epilimnion 
Epilimnion

(percent by weight)
51.6 
50.6 
50.5 
533 
513

4.9 
4.9 
4.7 
4.9 
5.0

1.0 
36 
.63 
.64
.73

43 
23 
1.9 
1.6

.5

in the lake by inflowing snowmelt and rainfall in the 
spring of 1981 (McKnight and others, 1984). All three 
lakes were eventually drained by spillways or by pumping 
in 1981 or 1982; however, no major losses of DOC 
occurred previous to these activities. The lakes were 
oxygen saturated at the beginning of the summer of 1981, 
but by midsummer the hypolimnia became anaerobic 
from continuing degradation of organic material in vol­ 
canic deposits covering the lake bottoms. Associated with 
these anoxic conditions were greater DOC concentra­ 
tions and greater proportions of hydrophilic acids in the 
hypolimnia of Spirit and South Fork Castle Lakes 
(McKnight and others, 1984). One possible explanation 
for these changes was less efficient degradation of 
organic material under anaerobic conditions, with a 
greater accumulation of the more labile, possibly low- 
molecular-weight, hydrophilic-organic acids than would 
have accumulated under aerobic conditions. In 1982 and 
1983, the same summer depletion of hypolimnetic oxygen 
occurred in these lakes, but in 1983 the hypolimnia did 
not become completely anaerobic (C.D. Dahm, Oregon 
State University, oral commun., 1983).

Aquatic fulvic acid, which accounted for about 40 
percent of the DOC, (a slightly smaller fraction than the 
hydrophilic acids), was studied to see if the exposure to 
oxygenated conditions and sunlight from spring 1981 
through summer 1983 had caused any discernible 
changes in its chemical characteristics. Possible reactions 
that would be expected to alter humic substances under 
these condiiton were chemical or microbial oxidation, 
phenol-condensation reactions, and photolytic degrada­ 
tion.

One of the first pieces of information used to 
characterize humic substances is their elemental analysis 
(table 3). Generally, large differences are not observed in 
elemental analysis for the same class of humic sub­ 
stances; however, there are some consistent differences 
between different classes of humic substances. For exam­ 
ple, aquatic humic acid generally has a lesser oxygen 
content than aquatic fulvic acid (Thurman and Malcolm, 
1983). Despite its unique origins, the carbon, hydrogen, 
and nitrogen contents of fulvic acid isolated from Spirit 
Lake and other blast-zone lakes were within the range

reported for aquatic fulvic acids from more common 
environments. The exception to this was the sulfur con­ 
tent. Although the sulfur content in the fulvic acid from 
Spirit Lake had decreased from 4.3 percent in September 
1980 to 2.3 percent in April 1981, the sulfur content was 
still much greater than that (0.5 percent) in fulvic acid 
from Merrill Lake outside the blast-zone in April 1981 
(table 3). This sulfur may have become incorporated in 
the humic material from the sulfur dioxide and hydrogen 
sulfide present during the eruption (McKnight and oth­ 
ers, 1984). In Spirit Lake, the sulfur content in the fulvic 
acid decreased to 1.9 percent by July 1981 (table 3), and 
in South Fork Castle Lake fulvic acid, sulfur content had 
decreased by the summer of 1981 to 1.0 percent. This 
decrease may have been a result of oxidation of reduced 
sulfur functional groups under oxygenated conditions. 
The further decrease in sulfur content that occurred 
between July 1981 and July 1983 was small compared to 
the previous decreases.

Another important way to characterize fulvic acid 
is to measure acidic functional groups, which are prima­ 
rily carboxylic acids and phenols. These functional 
groups are very important in the geochemical reactivity 
of aquatic fulvic acid, for example, in binding dissolved 
trace metals and in contributing to the pH-buffering 
capacity of natural waters. In this study, acidic functional 
groups were characterized by two independent methods: 
(1) by direct potentiometric titration (table 4) and (2) by 
obtaining 13 C NMR spectra of derivatized fulvic acid 
samples (fig. 2). As determined by titration, the 
carboxylic-acid content of all the fulvic-acid samples from 
Spirit Lake were greater than the carboxylic-acid content 
of fulvic acid from Merrill Lake. Also, the carboxylic acid 
significantly increased from 5.3 to 5.8 meq/g in fulvic acid 
from Spirit Lake from April 1981 through July 1981. 
However, there was no further change in carboxylic-acid 
content in the fulvic acid from the epilimnion of Spirit 
Lake during the next 2 years. This initial increase was 
consistent with further oxidative degradation of fulvic 
acid during the first summer.

Another important result from the potentiometric- 
titration data was that the phenolic-hydroxyl groups of 
the fulvic acid from Spirit Lake isolated in 1980 were not
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Table 4. Functional-group content of aquatic fulvic acid 
isolated from Spirit and Merrill Lakes

Lake Date Zone

Carboxylate Phenol 

(meq/g)
Spirit

Merrill ..

September 1980 
April 1981 
July 1981 
July 1983 
April 1981 
July 1983

Epilimnion 
Epilimnion 
Epilimnion 
Epilimnion 
Epilimnion 
Epilimnion

5.2
5.3 
5.8 
5.8 
4.3 
4.5

1.7 
1.0 
1.2
.2

SEPTEMBER 1980

JULY 1981 R-COOH

JULY 1983 R-COOH

PARTS PER MILLION

Figure 2. Liquid state 13C NMR spectra of derivatized 
aquatic fulvic acid collected from Spirit Lake from September 
1980, July 1981, and July 1983. The functional groups to 
which the major peaks correspond are indicated. Parts per 
million refers to hertz per megahertz in the NMR experiment; 
fi H represents phenolic-hydroxyl group; R-COOH repre­ 

sents carboxylic acid group.

stable but were degraded under the environmental con­ 
ditions in the lake. In 1980, the phenolic-hydroxyl contert 
of fulvic acid from Spirit Lake was much greater than th°! 
phenolic-hydroxyl content of fulvic acid from Merri" 
Lake and other aquatic fulvic acids. Between September 
1980 and July 1981, phenolic-hydroxyl concentrations n 
fulvic acid from Spirit Lake decreased from 1.7 to 1.2 
meq/g, and between July 1981 and July 1983 phenolic- 
hydroxyl concentrations decreased from 1.2 to 0.2 meq/g 
(table 4). The phenolic-hydroxyl content of fulvic acid 
from Spirit Lake in July 1983 was three times less than 
the phenolic-hydroxyl content of fulvic acid from Merri'l 
Lake. One possible explanation for these concentrations 
was that the phenolic functional groups had undergone 
oxidative coupling or quinone formation. The changes in 
phenolic-hydroxyl content indicated by the titration data 
are confirmed by the 13 C NMR spectra (fig. 2). Th<>. 
peaks centered between 55 and 60 ppm, representing th p. 
methyl ethers of phenolic hydroxyls, are very prominent 
in the spectrum for the 1980 sample but are just discern­ 
ible in the spectrum for the 1983 sample.

Another important conclusion can be drawn from 
the 13 C NMR spectra. In comparing the large, broad 
resonance centered at 52 ppm, which represents th° 
methyl esters of carboxylic acids, we see that several 
discrete peaks are present within this broad resonance in 
the 1980 sample, fewer in the 1981 sample, and non0. 
discernible in the 1983 sample. The appearance of thes^. 
discrete peaks in the spectrum for the 1980 samples 
indicates that this sample included some groups of mol­ 
ecules that were very similar to each other and th^t 
produced dicrete peaks in the spectrum. The disappear­ 
ance of this fine structure in the spectrum for the 1983 
sample showed that the chemical or biological "weath­ 
ering" reactions or both caused the fulvic acid to become 
more heterogeneous; that is, fewer similar molecules 
were present in 1983 than in 1980. These data indicate 
that fulvic-acid material can undergo reactions such as 
photo-oxidation, biodegradation, and humification under 
the environmental conditions ocurring in a lake.

CONCLUSIONS

The data presented in this report show that the 
aquatic fulvic acid in Spirit Lake has undergone chemicr 1 
changes that can be explained in a general way by 
exposure to sunlight and oxygenated conditions. Thes? 
chemcial changes are (1) decrease in sulfur content, (2) 
increase in carboxylic-acid content, (3) decrease n 
phenolic-hydroxyl content, and (4) increase in the heter­ 
ogeneity of the fulvic-acid material. Similar changes n 
aquatic fulvic acid might be expected to occur in other 
lakes that have slow flushing rates, where the incoming 
aquatic fulvic acid would be exposed to the chemicr1 
conditions in the lakes for several years.
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Potential for Saltwater Intrusion into the Upper Floridan 
Aquifer, Hernando County, Florida
By Paul D. Ryder and Gary L Mahon

Abstract

There is potential for saltwater intrusion into the coastal 
Upper Floridan aquifer because of expected large increases 
in population and consequent increases in ground-water 
withdrawals. To gain a better understanding of the potential 
for saltwater intrusion, a test well was drilled to a depth of 820 
feet approximately 1 mile from the coast near Aripeka in 
Hernando County. Freshwater was present in the carbonate 
rock aquifer to a depth of about 500 feet, a mixture of 
freshwater and saltwater occurred from 500 to 560 feet, and 
saltwater occurred from 560 feet to the base of the aquifer at 
about 750 feet. Hydraulic testing indicated a very permeable 
zone at a depth from about 450 to 500 feet that has a 
transmissivity of about 56,000 square feet per day. Water- 
quality data show the freshwater-saltwater transition zone in 
the Aripeka area to be relatively thin and to have a steep 
slope, compared to nearby coastal areas to the north and 
south.

Digital models were used to simulate the steady-state 
flow system and the freshwater-saltwater transition zone near 
Aripeka; the models were also used to simulate large hypo­ 
thetical withdrawals inland from the coast. Simulation results 
show that coastal freshwater supply wells could experience 
increases in chloride concentrations as a result of increased 
ground-water withdrawals, depending upon distance from 
the shoreline, well depth, and pumping rate.

Total population in the Southwest Florida Water 
Management District in 1980 was about 2.5 million and is 
expected to increase to about 4.6 million by 2020 (South­ 
west Florida Water Management District, written 
commun., 1982). Most of this increase will be in coastal 
areas where the potential for saltwater intrusion is great­ 
est and where the ground-water resources are already 
heavily stressed. A study by the U.S. Army Corps of 
Engineers (1980) projected a 380-Mgal/d (million gal­ 
lons per day) increase in water demand from 1975 to 
2035 for the coastal area of west-central Florida.

Recognizing that an increase in water demand 
would require an increased understanding of the ground- 
water flow system, the Southwest Florida Water Manage­ 
ment District in 1976 initiated its Regional Observation 
and Monitor-Well Program (ROMP). The main objec­ 
tives of the program were to collect hydrologic data and 
to construct and operate long-term observation wells, 
including wells in the freshwater-saltwater transition 
zone along the gulf coast. In 1980, the Southwest Florida 
Water Management District entered into a cooperative 
agreement with the U.S. Geological Survey to apply the 
information and resources of ROMP to study saltwater 
intrusion and to predict movement of highly mineralized 
water under new stress conditions.

INTRODUCTION

A potential exists for saltwater intrusion into the 
freshwater Floridan aquifer system along the gulf coast 
of west-central Florida. Seasonal and long-term pumping 
from the Floridan aquifer system for irrigation, indus­ 
trial, and municipal supplies has caused a declining 
altitude of the potentiometric surface near the coast. 
Although saltwater intrusion apparently has not occurred 
on a regional scale, increased mineralization of water in 
wells near heavy pumping centers has caused concern 
among water managers and planners. The problem of 
saltwater intrusion is expected to increase with Florida's 
rapidly growing population and accompanying increased 
demand on the water resources.

Purpose, Scope, and Approach

The overall objective of the study is to better define 
the physics of a coastal ground-water flow system. Spe­ 
cific objectives are to (1) evaluate the capability and 
feasibility of digital models, applied in cross section, to 
simulate the position of the freshwater-saltwater inter­ 
face and (2) simulate movement of the freshwater- 
saltwater interface under hypothetical stress conditions 
and evaluate impact of the movement on inland fresh­ 
water resources.

The focal point of the study was the ROMP well 
TR18-2 near the border between Hernando and Pasco 
Counties (fig. 1). The well was deepened to the base of 
the Upper Floridan aquifer, tested to determine hydrau-
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Figure 1. Location of study area.

lie characteristics and the nature of the freshwater- 
saltwater transition zone, and finished with multizone 
piezometers. This report describes the results of that 
testing and incorporation of test results and other field 
data into a digital solute-transport model.

Description of Area

The study area is centered around ROMP well 
TR18-2 in southwest Hernando County about 1 mi 
northeast of Aripeka (fig. 1). The area west of U.S. 
Highway 19 very nearly coincides with the physiographic 
unit known as the Chassahowitzka Coastal Strip (Brooks, 
1981). Altitude of the land surface is generally less than 
10 ft, and limestone occurs at or near the surface. 
Swamps and hardwood forests predominate, and saltwa­ 
ter marsh grasses grow at the coast among tidal flats and 
channels. The area is sparsely populated.

The area extending east of U.S. Highway 19 for 
about 9 mi is called the Weeki-Wachee Dune Field 
(Brooks, 1981). This is an area of sand dunes and 
solution basins, and land-surface altitudes are lower than 
90 ft. Sand pines and long leaf pineturkey oaks occur in 
the area (Brooks, 1981). A prominent feature east of 
U.S. Highway 19 is Hunters Lake, which has a surface 
area of about 350 acres. Residential and commercial

development is proceeding at a rapid rate near the lake, 
and is creating an increased demand on the ground-water 
resources of the area.

Average rainfall for the period 1915 to 1976 at 
Brooksville, about 15 mi northeast of the study area, was 
nearly 57 in./yr (Palmer and Bone, 1977, p. 6). More than 
half, about 29 in., of the rainfall occurs from June to 
September as thundershowers (Fretwell, 1985).

Previous Investigations

Reichenbaugh (1972) discussed some aspects of 
saltwater intrusion and defined the freshwater-saltwater 
interface in the Upper Floridan aquifer in coastal Pasco 
County. A similar study was done by Mills and Ryder 
(1977) for a coastal strip north of Pasco County. Hickey 
(1982) made a detailed study of the saltwater part of the 
Upper Floridan aquifer in the Tampa Bay area (about 50 
mi south of the study site) to test the feasibility of 
injecting sewage-treatment-plant effluent. Wilson (1982) 
estimated the effects of projected pumping on movement 
of the saltwater front in the Upper Floridan aquifer in the 
southern part of west-central Florida. Steinkampf (1982) 
discussed the origin and distribution of saline waters in 
the Upper Floridan aquifer for the southern area. Caus- 
seaux and Fretwell (1982, 1983) updated and expanded 
earlier studies that defined chloride-concentration distri­ 
butions and the nature of the freshwater-saltwater inter­ 
face in west-central Florida.

HYDROGEOLOGIC UNITS AND HYDRAULIC 
CHARACTERISTICS

The Floridan aquifer system consists of a thick 
sequence of carbonate rock of Tertiary age and, in 
descending order, is made up of the Tampa, Suwannee, 
and Ocala Limestones and the Avon Park, Oldsmar, and 
Cedar Keys Formations (Miller, 1986). In the study area, 
the Oldsmar and Cedar Keys Formations generally con­ 
tain intergranular evaporities of low permeability and are 
not considered part of the ground-water flow system. The 
oldest rocks having any significant involvement in the 
ground-water flow system are within the Avon Park 
Formation. Thus, discussion and references to the aqui­ 
fer in the report are restricted to the Upper Floridan 
aquifer (Miller, 1986) that includes the Avon Park For­ 
mation and younger rock units, with the exception of the 
Tampa Limestone, which is not present in the study area.

The geology in the study area is best described at 
ROMP well TR18-2, where permeable quartz sand of 
Holocene and Pleistocene age extends from land surface 
(7 ft above the NGVD of 1929) to a depth of 5 ft (J.L. 
Decker, Southwest Florida Water Management District, 
written commun., 1983). The Suwannee Limestone of
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Figure 2. Permeable zone, monitored intervals, and specific conductance distribution at site TR18-2.

Oligocene age, at depths from 5 to 150 ft, is mostly 
limestone with some clay and sand anomalies that can be 
attributed to infilling of solution cavities and fractures. 
The Ocala Limestone of Eocene age extends from a 
depth of 150 to 275 ft and consists of fossiliferous 
limestone. The thickest unit is the Avon Park Formation 
of Eocene age. It is present from depths of 275 to 820 ft 
and consists of alternating limestone and dolomite. Inter- 
granular gypsum and anhydrite occur within the Avon 
Park Formation between 745 and 807 ft and mark the 
base of the aquifer unit.

Well TR18-2 was initially drilled in 1981 to a depth 
of 498 ft, and an 8-in. casing was set to a depth of 447 ft. 
Hydraulic testing to determine the magnitude and distri­ 
bution of rock permeability was not performed before 
the casing was set. In 1983, as part of this study, the well 
was deepened to 820 ft, and the open-hole interval from 
447 to 820 ft was pumped at a rate of about 560 gal/min 
for 5.5 hours. A concurrent flow-meter survey was run to 
identify the contributing zones. The zone from which

nearly all water was being produced was from the bottom 
of the casing at 447 ft to 500 ft (fig. 2). A transmissivity of 
56,000 ft2/d was determined from an analysis of the 
pumping test data (J.M. Clayton, Southwest Florida 
Water Management District, written commun., 1983).

Because of lack of testing in the cased-off section of 
rock, it is not certain that the transmissivity value repre­ 
sents just this interval (447 to 500 ft). At a test site about 
20 mi east-southeast of well TR1&-2 in Pasco County, it 
was determined that the better water-bearing zones are 
located at formation contacts between the Suwannee and 
Ocala Limestones and the Ocala Limestone and the 
Avon Park Formation. Major water-bearing zones are in 
dolomite of the Avon Park Formation at altitudes of 400 
ft and 500 ft below the NGVD of 1929 (Ryder, 1978, fig. 
3). It was also determined at the Pasco County test site 
that good vertical connection exists between the more 
permeable zones and that the entire rock column func­ 
tions as a single aquifer down to the base, which was the 
first occurrence of intergranular gypsum and anhydrite.
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Figure 3. Chloride concentrations in wells and springs. (Modified from Mills and Ryder, 1977.)

For modeling purposes, a transmissivity of 50,000 ft2/d 
was assumed and divided by 500 ft of aquifer thickness to 
give an estimated hydraulic conductivity of 100 ft/d for 
the Upper Floridan aquifer.

WATER QUALITY

Regional Variations in Chloride 
Concentrations

Samples of water were collected from wells, 
springs, and streams in the coastal Pasco and Hernando 
County area (fig. 3) to define the freshwater-saltwater

interface in the Upper Floridan aquifer (Reichenbaugh, 
1972; Mills and Ryder, 1977). Water from many of the 
wells had chloride concentrations of less than about 30 
mg/L. Exceptions were water from wells 7 and 8 that are 
only a few feet from saltwater channels, site TR18-2 that 
consists of nested monitor wells (9a, b, and c) that are 
open to and below the zone of transition between fresh­ 
water and saltwater, and three wells (11, 12, and 13) in 
Pasco County. The two samples from Boat Spring had 
low chloride concentrations even though the spring is 
only a few hundred feet from an estuary. Perhaps the two 
samples collected from the spring were at low tide, 
whereas sampling at high tide may indicate that saltwater 
is mixing with freshwater in the aquifer.

100 Selected Papers in the Hydrologic Sciences



CM
»-

11.
O
O

0
z

*
LUtn
cc
0
III
>
0
00
<
»-
LU
LU 
LL

2

LU

S
pj

28^45'

30'

9 ao i R '

*

0

400

600

800

1000 (

200

0

200

400

600

an/i

C

0

200

400

CAA

-

t
0

3
-
-

-
 
 

-

D

D

_

-
 
 
 
-
 
-

)
 »

-

-
-~

-

)

EXPLANATION 
83°00 45 30 15 82°00

l "i I I K "  -1 '    25    LINE OH LQUALCONChNIKAIlON-- 
)       I / Chloride concentration, In milligrams 

GULF I      V PW li*er 
/rr /HERNANDO COUNTY\

MEXICO  ( , x   v i OPEN HOLE OR SCREENED 
8)     B ^^ I s INTERVAL  Chloride concentration,

\ i - in milligrams per liter

DJ ... .. P' ^J
5 ia ISMILES / PASCO COUNTY .16 SAMPLE POINT   Chloride

C/F     °' , , r-J

£

111111 _.L s*^.l .- _  
"jf^irir"1' 1' 1                    ~~    ~              r"       

360 ~r?00^**^ 6^° »4 "^ * 6 TOP OF UPPER FLOH10AN AQUIFER -

N«400 "*"~*"*"~-^5' *  *

^/<%»<3
""

 

VERTICAL EXAGGERATION 101  
ii i i i t i i
1 2 3456789

L
\\\\\\i\_

  - -*  rftf*"'"'"*^-

\ .8200 , TOP OF UPPER ^LORIDAN AQUIFER -
1^ 8^)00 2  

\\ S 14
\A . .

 ilQ.000 I 5 ""
* *£"  2$ VERTICAL EXAGGERATION 10 x  

t **ottOOO , , , , , ,
123456789

C
II 11 1 1 1 1

Ha^, 1̂6 j5^    »  _ pc TOP OF UPPER 'FLORIOAN AQUIFER -
5000--;:;:^^^=^    Tijioo^izfoo-^^
IT.OOO-^^--'"*'^"^ ~ls7sOO':*>~i9,83a-/0/7/7/J VERTICAL EXAOOERATION 10 x  

II II 1 1 1 1

123456789

DISTANCE FROM THE COAST, IN MILES

Figure 4. Sections showing chloride concentrations in the coastal margin of Pasco and Hernando Counties. 
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Vertical sections of the regional distribution of 
chloride concentrations are shown in figure 4. Sections 
B-B' and C-C are from Causseaux and Fretwell (1983, 
figs. 8 and 9). These sections were constructed by using 
chloride concentrations for water from wells located 
within 2 mi of the line of section. Chloride concentrations 
are shown at the bottom altitude of each well. Section 
D-D' was constructed from data from the TR18-2 test 
site and other wells that lie within 1 mi of the line of 
section. Chloride concentrations for section D-D' are 
shown opposite the open-hole or screened interval of 
each well.

The angle and width of the freshwater-saltwater 
transition zone in section D-D' is quite different from 
those in sections B-B' and C-C'. For section B-B',

freshwater discharge through large springs and a conse­ 
quent lower hydraulic head for a given distance from the 
coastline could explain higher chloride concentrations at 
shallow depths. However, it is not clear why chloride 
distributions in the vicinity of section C-C' are so greatly 
different from those at section D-D'. Topographic and 
hydrogeologic conditions and hydraulic head as a func­ 
tion of distance from the coastline appear to be similar 
for the two areas. It is not known whether the differences 
are natural or are attributable to development. Pasco 
County has undergone more development than Her­ 
nando County. Dredging of finger canals at the coastline, 
large rock-quarrying operations, and significant ground- 
water pumpage are possible causes of saltwater 
intrusion.
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Figure 5. Monitor-well construction at site TR18-2 near Aripeka. (Modified from J.L. Decker, 
Southwest Florida Water Management District, written commun., 1983.)

Water Quality at Regional Observation and 
Monitor-Well Program Well TR18-2

As well TR18-2 was being deepened in 1983, water 
samples were collected at appropriate times from the 
bottom of the hole for determination of specific conduc­ 
tance and selected water-quality constituents. Upon 
completion of the hole to a depth of 820 ft and after 
stabilization of the water column, a fluid specific-con­ 
ductance log was run (fig. 2). The hole was completed as 
a three-zone monitor well with a 3-in. monitor tube open 
to the saltwater zone, a 2-in. tube open to the transition 
zone, and a 1-in. tube open to the freshwater zone (fig. 5)

Figure 2 shows that the zone from the bottom of 
the casing to a depth of 480 ft is freshwater. The 
specific-conductance log shows a large increase in con­ 
ductance at about the 500-ft depth. Figure 2 also indi­ 
cates that the 2-in. monitor well is open to the transition 
zone. This fact is confirmed by water samples pumped 
from this zone that had specific conductances that were 
about midway between the specific conductance of fresh­ 
water and saltwater. The open interval of the 3-in. 
monitor well is far below the transition zone; specific 
conductance of water samples are nearly 49,000 pS/cm. 
Specific conductance of water samples obtained during 
drilling agree with specific conductances of the monitor- 
well samples and the specific-conductance log, except
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Figure 6. Potentiometric surface of the Upper Floridan aquifer near Aripeka, 1982.

below about 500 ft where water from the overlying 
high-permeability zone diluted the water samples 
obtained during drilling.

GROUND-WATER FLOW SYSTEM

Areas of Recharge and Discharge

A regional, closed high in the potentiometric sur­ 
face of the Upper Floridan aquifer occurs in central 
Pasco County about 25 mi east-southeast of Aripeka, 
resulting in flow in all directions. Recharge to the aquifer 
also occurs between the Pasco County high and the gulf 
coast as downward leakage from rainfall. As a result, the 
general direction of ground-water flow is coastward from 
inland areas. Areas east of U.S. Highway 19 are generally 
recharge areas, with annual recharge rates of 10 to 20 in., 
as estimated by a regional flow model (Ryder, 1982, fig. 
16). Areas west of U.S. Highway 19 are generally dis­ 
charge areas, with water moving laterally toward the gulf 
(fig. 6) and vertically upward to discharge as springs and 
diffuse upward leakage into low-lying coastal swamps.

A digital flow model, developed to simulate flow 
along section A-A' (fig. 6), indicates an average upward 
leakage rate of about 30 in./yr. In the model, the rate of 
discharge increases toward the gulf, where the discharg­ 
ing ground water mixes with gulf water in coastal 
marshes, estuaries, and channels.

The potentiometric surface shown in figure 6 was 
constructed by using average water levels in wells for

1982. The range in water levels between the wet summer 
season and dry spring season in the vicinity of U.S. 
Highway 19 is about 3 ft. The*seasonal fluctuations 
diminish toward the gulf and are only about 1 foot for the 
freshwater monitor well at site TR18-2. Ground-water 
pumpage in the area is not large and has no apparent 
effect on the regional potentiometric surface. Rock- 
quarrying operations just to the north of State Road 595 
reportedly pump sizable amounts of water from a large 
open pit, but little water is used and most is returned to 
the pit.

Changes in Water Levels and Specific 
Conductance in Response to Tidal 
Fluctuations

In addition to water-level changes that are caused 
by short- and long-term variations in recharge, water 
levels in the coastal areas also respond to gulf tidal 
fluctuations. Hydrographs in figure 7 compare water 
levels in wells TR18-1 and TR18-2, about 11,000 and 
3,700 ft, respectively, from the gulf, and tidal fluctuations 
at Bayport (fig. 1). Water levels in well TR18-2 indicate 
an average apparent tidal efficiency of about 11 percent 
and an average time lag of about 93 min. Tidal effects on 
water levels in well TR18-1 are greatly diminished 
because of its greater distance from the shoreline.

On March 29, 1984, after well TR18-2 was deep­ 
ened and finished with multiple piezometers, a water- 
quality minimonitor was installed to record specific con-
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Figure 7. Water levels in wells TR18-1 and TR18-2 and 
tidal fluctuations at Indian Bay, April 1-10, 1983.

ductance simultaneously with water level in the 2-in. 
transition zone well (fig. 2). The sensing probe was 
lowered to a depth of 538 ft below land surface. Specific- 
conductance data in well TR18-2, tidal fluctuations at 
Indian Bay, and water levels in well TR18-1 are shown in 
figure 8.

About midnight on March 28, 1984, the tide at 
Indian Bay peaked at nearly 5 ft, the highest tide in 
several years. This is reflected by the high specific con­ 
ductance, 29,000 /u.S/cm, when the water-quality monitor 
was installed on March 29. As the tidal waters receded on 
March 29, a fairly stable diurnal pattern having tidal 
amplitudes that averaged about 2.8 ft was established. 
Specific conductance also stabilized to a fairly uniform 
pattern following that of the tide with an average ampli­ 
tude of about 1,250 /uS/cm. The range in specific conduc­ 
tance in well TR18-2 that was caused primarily by tidal 
influences was 3,500 /u.S/cm. This range would have been 
higher had the monitor been operating during the peak
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Figure 8. Relation between specific conductance in water 
from well TR18-2, water levels in well TR18-1, and tidal 
fluctuations at Indian Bay, March 29 to April 3, 1984.

tidal period. Water levels in well TR18-1 remained fairly 
constant during the period, but small changes were 
caused by tides.

Flow in the Freshwater-Saltwater Zone of 
Transition

In the zone of transition from freshwater to salt­ 
water, two important processes are extant. One is advec- 
tion, the process by which nonreactive solutes are trans­ 
ported by flowing ground water at a rate equal to the 
average linear velocity of the water (Freeze and Cherry, 
1979, p. 75). The other process is hydrodynamic disper-
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sion, which causes dilution and spreading out of the 
solute because of mechanical mixing (mechanical disper­ 
sion) during fluid advection and because of molecular 
diffusion. Mechanical dispersion is caused by (1) velocity 
differences among water molecules in individual pore 
channels, (2) differences in pore sizes along the flow 
paths of water molecules, and (3) the tortuosity, branch­ 
ing, and interfingering of pore channels (Freeze and 
Cherry, 1979, p. 75).

Cyclic Flow of Saltwater and Interface Theory

Cooper and others (1964) postulated that, wher­ 
ever a zone of diffusion exists in a coastal aquifer, the 
saltwater is not static but flows in a perpetual cycle from 
the sea floor into the zone of diffusion and back to the 
sea. Cooper and others further stated that the cyclic flow 
of saltwater may be large enough to produce head losses 
in the saltwater environment; this lead loss, in turn, 
would lessen the extent of saltwater in the aquifer. Field 
evidence at well TR18-2, supported by transport model­ 
ing results, indicates the applicability of Cooper's con­ 
cepts to the study area.

Field data at site TR18-2 that support the concept 
of cyclic flow of saltwater are that (1) heads in the 
saltwater zone of the rock column are about 3 ft below 
the NGVD of 1929 and (2) water in the aquifer remains 
fresh to a depth of nearly 500 ft. Saltwater would have 
been encountered about 200 ft higher had there been 
static conditions in the saltwater environment. The latter 
point is explained in terms of interface theory.

Hubbert (1969, p. 102-104) gives the following 
expression for determining the altitudes of a point on an 
interface that separates two nonhomogeneous fluids. The 
interface represents a configuration of dynamic equilib­ 
rium, which means that it will adjust itself to a new 
position of equilibrium for each change in the state of 
flow of either of the fluids.

(1)

where z = elevation of point on interface (feet);
g = acceleration due to gravity (feet/second2 ); 
p = density of the liquid (grams/centimeter3 );

and
<j> =g/z = potential at a point in a liquid flow 

system with head, h (feet), measured rela­ 
tive to standard datum.

Substituting the expression for <j> into equation 1 and 
dividing by g yields:

Inserting values from field data collected at site 
TR18-2 on March 23,1984, into equation 2 (subscript 1 
data are from the 2-in. well open to the transition zone; 
subscript 2 data are from the 3-in. well open to the 
saltwater zone; NGVD of 1929) yields:

z = 1.0210 g/mL
1.0210 g/mL-1.0101 g/mL

1.0101 g/mL 
1.0210 g/mL-1.0101 g/mL

z =-554 ft.

X(-3.40 ft)

X (2.54 ft)

z=
P2~Pl P2~Pl

(2)

The calculated interface depth is 561 ft below land 
surface, within a few feet of where the saltwater environ­ 
ment is estimated to begin, on the basis of chemical and 
geophysical log data (see fig. 2). Other sets of data 
collected from the wells and use of heads and densities 
from the 1-in. freshwater well in lieu of the 2-in. 
transition-zone well yield virtually the same result. If the 
saltwater had been static (H 2 = 0), the first term in 
equation 2 would drop out, and the resulting expression 
would apply to the well-known Ghyben-Herzberg princi­ 
ple.

Simulation of Steady-State Flow with Solute-Transport 
Model

The U.S. Geological Survey saturated-unsaturated 
transport (SUTRA) model was selected to simulate the 
freshwater-saltwater interface in cross section along sec­ 
tion A-A' (fig. 6). The section extends from the gulf 
inland to a point that approximately separates the aquifer 
discharge area from the aquifer recharge area.

The SUTRA model is a complex computer pro­ 
gram that employs a two-dimensional, hybrid finite- 
element and integrated finite-difference method to 
approximate the equations that describe the two interde­ 
pendent processes that apply in the study area: (1) fluid 
density-dependent saturated ground-water flow and (2) 
transport of a solute in the ground water. Reference is 
made to Voss (1984) for a complete documentation of 
the SUTRA model that includes physical-mathematical 
fundamentals, numerical methodology, simulation of 
field problems and comparison to analytical solutions, 
and setup instructions for users.

Because of the complexity of the SUTRA model, it 
was deemed appropriate to precede use of the SUTRA 
model with a U.S. Geological Survey ground-water flow 
model, described by Trescott (1975) and Trescott and 
Larson (1976), to aid in estimating input parameters.

Potential for Saltwater Intrusion into the Upper Floridan Aquifer, Hernando County, Florida 105



The flow model was calibrated to quantify steady-state 
fluxes entering and leaving section A-A' (fig. 6) as 
follows:
1. A finite-difference grid was constructed to simulate 

cross-sectional flow. A uniform vertical spacing of 20 
ft and a uniform horizontal spacing of 500 ft were 
selected. Overall grid dimensions were 740 ft deep by 
8,500 ft long.

2. A sharp interface was estimated from the data in 
figure 4, section D-D'. This defined a no-flow 
boundary (saltwater was assumed to be static, and 
transmissivities on the saltwater side of the interface 
were equal to zero).

3. A constant-head boundary of 12 ft was imposed at A' 
and was assumed constant with depth.

4. A transmissivity of 50,000 ft2/d was estimated for the 
upper 500 ft of aquifer, and the lower 235 ft of 
aquifer was estimated to have a transmissivity of 500 
ft2/d. Anisotropy (lateral to vertical ratio of hydraulic 
conductivity) was estimated to be 3:1.

5. Upward leakage was simulated with pumping wells 
in the upper layer of grid blocks. These wells can be 
thought of as lines of wells perpendicular to the line 
of section, so that flow lines are always parallel to the 
plane of the section.

6. Pumping rates were varied by trial and error until the 
heads, shown in figure 6, were simulated to within a 
few tenths of a foot.

7. The pumping wells were then replaced by a head- 
dependent sink function (Ryder, 1982, p. 32) where 
land surface behaves as a constant-head boundary, as 
described later.

8. Upward leakage rates were divided by grid-block 
area, so that flux per unit area could be adapted to 
the SUTRA model grid.

The SUTRA finite-element grid has a total length 
of 8,000 ft, a height of 735 ft, and uniform horizontal and 
vertical spacings of 266 ft and 26 ft, respectively. Thick­ 
ness of the grid is 3.3 ft. There are 899 nodes (grid-line 
junctions) and 840 elements, or grid blocks.

Boundary conditions for the SUTRA model 
include a hydrostatic pressure boundary at the shoreline. 
The position of the boundary implies that no movement 
occurs in its vicinity; however, data suggest that move­ 
ment is occurring inland near well TR18-2. It is assumed 
that the boundary is positioned sufficiently far from the 
mixing zone to justify its use. If data become available 
that indicate movement in the vicinity of the boundary, 
placement of the boundary farther seaward from the 
shoreline would be warranted. The boundary condition 
at the top of the model is specified flux to simulate 
leakage out of the aquifer with rates determined by the 
flow model, as discussed previously. A specified flux 
boundary at the landward edge of the model is used for 
the nodes at A' (fig. 6) with a total influx that approxi­

mates the total rate of upward leakage. The base of the 
aquifer at 735 ft below the NGVD of 1929 is simulated as 
a no-flow boundary. Other model input parameters are 
as follows: 

Permeability of upper 500 ft:

k= =3.93X10~ 10 ft2 
Pg

Permeability of lower 235 ft: £=3.93X10~ 12ft2 

Anisotropy: -rsui=3.1 [dimensionless]

Effective porosity: 0=0.15 [dimensionless] 
Freshwater density: p0 = 1,000.0 kg/m3 
Saltwater density: ps =1,021.0 kg/m3 
Coefficient of density change:

|^=700.00 kg2/(kg3 Xm3 )

Fluid base solute concentration: C0  0.0 [dimension- 
less]
Saltwater solute concentration: Cs =0.0318 
[dimensionless]*
Fluid viscosity: ju=1.0X10~ 3 kg / (mX s) 
Gravitational acceleration: g =  32.2 ft/s2 
Fractional upstream weighting: UP-0.0 [dimension- 
less]
Pressure boundary factor: GNU=0.033 ftXs 
Longitudinal dispersivity: oc L = 65.6 ft 
Transverse dispersivity: otT =13.1 ft

The initial pressures and solute concentration? 
were set equal to zero. The model was then run until the 
saltwater wedge moved inland and stabilized. Thir 
occurred after a few thousand time steps, using a time- 
step size of 122 days. Because of slight oscillations of 
computed solute concentrations (in time and space), the 
time-step size was reduced to 14 days and run unti' 
oscillations disappeared. Results of the steady-state 
model simulation are shown in figure 9.

Figure 9 shows selected salinity contours (percent 
saltwater salinity) superimposed on the pore-velocity 
field as computed by the model. The contours closely 
match data from observation wells. However, since there 
is a lack of geochemical data near the coast, there is r 
degree of uncertainty with respect to the actual positior 
of the interface. Velocities computed for the centroid of 
each element show the saltwater moving landward, mix­ 
ing with freshwater at the interface, and moving back 
toward the sea floor, enlarging the zone of dispersion ar 
it returns. The highest velocity, 3.6 ft/d, occurs in the 
uppermost element at the shoreline. Velocities in the 
deeper, low-permeability zone average less than 0.03 
ft/d. There is a break in the velocities and in the salinity 
contours at the 500-ft altitude at the contact betweer 
zones of differing permeability.

Saltwater salinity^Sl.S mg/L.
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Because of the uncertanity of the values of several 
important input parameters, it is necessary to test the 
sensitivity of the model to reasonable changes in these 
parameters. The following parameters were changed 
uniformly over the modeled area: longitudinal dispersiv- 
ity (±25 percent); transverse dispersivity (±50 percent); 
hydraulic conductivity (±100 percent); and anisotropy 
(changed to isotropic case). A steady-state run was made 
for each changed parameter while other parameters 
remained unchanged. The results of most of these runs 
are shown in figures 10 and 11. Since the flux rates used 
in the model simulation were derived from flow model 
simulations, it is also necessary to test the sensitivity of 
the model to changes in flux. These results can be 
interpreted from figure 13, which shows movement of the 
line of equal salinity as a result of reducing the steady- 
state influx. A steady-state run was also made for each 
reduction of influx while other parameters remained 
unchanged.

The 5- and 50-percent saltwater-salinity contours 
were chosen to show model sensitivity to the changed 
parameters. Contours for the ±25-percent change in 
longitudinal dispersivity (not shown in figs. 10 and 11) 
plotted almost directly on the calibration contour, thus 
indicating that the model was not sensitive to this range 
of longitudinal dispersivity. The model was sensitive to 
the 50-percent changes in transverse dispersivity. The 
contour shifted landward a few hundred feet for the 
reduced dispersivity and seaward a few hundred feet for 
the increased dispersivity. The change from anisotropic 
to isotropic conditions made little difference in the 
position of the contour. Doubling the hydraulic conduc­ 
tivity caused the 5-percent contour to shift landward a 
maximum distance of 1,700 ft and the 50-percent contour 
to shift landward a maximum distance of 1,300 ft. 
Decreasing the influx of freshwater caused the interface 
to move inland with the greatest changes occurring near 
low-concentration areas. These changes are quantified 
later. For nearly all sensitivity runs, the maximum differ­ 
ences in the positions of the contour occurred about 500 
ft below NVGD where the contact between zones of 
differing permeability occurs.

POTENTIAL FOR SALTWATER INTRUSION

It is known that significant withdrawals of ground 
water in coastal lowlands in proximity to the freshwater- 
saltwater interface induce saltwater movement. This 
movement results in curtailment of pumpage or aban­ 
donment of wells because of excessively high chloride 
concentrations. The extent of saltwater movement due to 
large inland well fields and the time required for such 
movement to stabilize are not well known because of the 
complex nature of solute transport. The model developed

for the Aripeka area can be used to estimate the effect of 
large pumping stresses located eastward of U.S. Highway 
19.

Prior to the use of the SUTRA model, ground- 
water flow models were used to calculate flux changes 
caused by pumping stresses. A regional, areal flow model 
developed by Ryder (1982) was used to simulate a total 
hypothetical withdrawal rate of 60 Mgal/d eastward of 
U.S. Highway 19. The location and distribution of the 
pumpage, shown within grid blocks of the regional model 
in figure 12, were chosen so that the new steady-state 
equipotential lines near section A-A' would remain 
virtually parallel to the coastline and perpendicular to the 
line of section. This means that the assumption that flow 
lines are parallel to the plane of the section is still valid.

Figure 12 shows that the hypothetical pumpage 
caused a decline in head at A' of about 2 ft, as simulated 
by the regional model. The new head at A' y about 10 ft, 
was used to define a new constant-head boundary in the 
cross-sectional flow model. Upward leakage rates were 
allowed to adjust to the new head conditions by use of a 
head-dependent sink function for the steady-state run. 
For the head-dependent sink function, land surface is 
specified as a constant-head boundary. The sharp-inter­ 
face boundary was assumed not to have moved signifi­ 
cantly during the short period of time (several days) that 
would be required for the fluxes to reach steady state. 
This assumption means that the observed position of the 
interface will not change significantly over the short 
period of time that the flow field equilibrates. However, 
over the 100-year simulation period, the freshwater flow 
field will decrease in size and the fluxes will consequently 
be redistributed. The result of not repositioning the 
sharp-interface boundary is that an incorrect distribution 
of fluxes in the flow model might minimize the landward 
movement of the interface in the transport model by 
allowing freshwater to leave the system too near the 
coast.

The simulated reduction in flux in the cross-sec­ 
tional flow model that was caused by pumpage was about 
25 percent. Specified flux in the SUTRA model was 
reduced by that percentage, and the model was run until 
changes in salinity did not occur. This required a simu­ 
lation time of about 100 years. The maximum lateral and 
upward displacements of the 50-percent salinity contour 
were 450 ft and 75 ft, respectively. Pumpage in the 
regional areal-flow model was then doubled, with rates of 
40 and 80 Mgal/d (fig. 12). This run resulted in an 
additional 2 ft of head decline at A' and a new head of 8 
ft. Flow lines were still parallel to the plane of section 
A-A'. The new pumpage resulted in a 44-percent reduc­ 
tion of the original predevelopment flux based on the 
cross-sectional flow model. The SUTRA model was then 
run with this percentage of reduced flux; after a 100-year 
simulation, salinities had nearly stabilized. The maximum
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E X P LA NAT I 0 N 
POTENTIOMETRIC CONTOUR--Shows altitude at which water level would have stood

in tightly cosed wells prior to development. Datum Is National Geodetic Vertical Datum of l929W?iJ?iI0!lA) 
POTENTIOMETRIC CONTOUR-Afler simulation of pumpoge WTHC.S, « 
PUMPING CENTER
UPPER NUMBER Rate in million gallons per day 
LOWER NUMBER" Raw and column of regional flow model (Ryder, I982.fig.l2).

LINE OF SECTION FOR SOLUTE TRANSPORT MODEL

82°45'

28°30'

28°20'

REGIONAL MODEL GRID

Figure 12. Potentiometric surface of the Upper Floridan aquifer prior to development and after 
simulation of hypothetical pumpage. (Superposed grid and regional flow model from Ryder, 1982.)

lateral and upward displacements of the 50-percent salin­ 
ity contour were 900 ft and 115 ft, respectively.

The maximum lateral displacement of the 
5-percent salinity contour was significantly larger than 
the 50-percent contour 1,200 ft compared to 900 ft (fig. 
13). The same is true for maximum upward displace­ 
ment 250 ft compared to 115 ft. The 5-percent contour 
was displaced landward fairly uniformly in the upper, 
more permeable zone, in contrast to the 50-percent 
contour. Landward displacement of both contours is 
relatively small in the lower, less permeable zone. Five- 
percent saltwater salinity is equivalent to a chloride 
concentration of several hundred milligrams per liter. 
Results of the model simulations indicate that increased 
pumpage east of U.S. Highway 19 could cause chloride 
concentrations to increase in wells west of U.S. Highway 
19, depending on well depths, distance from the shore­ 
line, and pumping rates.

SUMMARY AND CONCLUSIONS

To gain a better understanding of the phenomenon 
of saltwater intrusion, test well TR18-2 was drilled in 
coastal Hernando County to a depth of 820 feet. The 
following hydrogeologic data resulted:
  Except for 5 ft of permeable surficial sand, limestone 

and dolomite, which range in age from Eocene to 
Oligocene, are present to the total well depth.

  Hydraulic testing showed a permeable zone from the 
bottom of the casing at 447 ft to 500 ft. The estimated 
transmissivity of 56,000 ft2/d probably includes 
effects of other permeable zones above the bottom of 
the casing.

  Freshwater having chloride concentrations of a few 
milligrams per liter was present to a depth of about 
500 ft. A freshwater-saltwater transition zone 
occurred between 500 and 560 ft, below which salt­ 
water was present with chloride concentrations of 
about 18,000 mg/L.
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  Freshwater was found at a considerably greater 
depth than would be expected if saltwater were 
static and the Ghyben-Herzberg principle were 
applicable. This is explained by the cyclic flow 
of saltwater and by interface theory.

  The freshwater-saltwater transition zone is thin 
and the slope of the transition zone from the 
shoreline inland is steep relative to coastal 
areas a few miles to the north and south.

  Gulf tidal fluctuations from March 29 to April 
3, 1984, caused specific conductance in the 
transition zone to range from 25,500 to 29,000 
/iS/cm.

Digital models of ground-water flow and solute 
transport were applied in cross section to simulate 1982 
steady-state flow conditions and the freshwater-saltwater 
transition zone. The flow model that was developed to 
determine flux rates for the solute transport model 
indicated an average upward leakage rate of about 30 
in./yr. The solute-transport model closely simulated 
observed salinity data. A simulated pore-velocity plot 
shows the pattern of saltwater and freshwater flow with 
velocities that range from 0.01 ft/d in the basal, less 
permeable zone to 3.6 ft/d near the top of the aquifer at 
the shoreline. After the solute transport model was 
calibrated to 1982 conditions, hypothetical pumpages of 
60 and 120 Mgal/d were simulated in an areal flow model 
to determine the new stress to the flow system. These 
stresses caused flux reductions to the solute-transport 
cross-sectional model of 25 and 44 percent, respectively. 
The latter flux reduction was applied to the solute- 
transport model that was run to a new quasi-steady-state 
condition. The maximum lateral and upward displace­ 
ments of the 50-percent saltwater-salinity contour were 
900 ft and 115 ft, respectively. For this condition, fresh­ 
water supply wells in the area could experience increases 
in chloride concentrations, depending upon distance 
from the shoreline, well depth, and pumping rate.
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Base Flow as an Indicator of Drought Occurrence
By Ronald L Hanson

Abstract

Droughts are one of the most costly hydrologic hazards 
in the United States. They are generally slow in developing, 
frequently occur over a long period of time, and can affect a 
large area. In general, when the water content in streams, 
reservoirs, aquifers, lakes, or soils falls below the long-term 
average, a pending or potential hydrologic drought may 
exist. The severity of a hydrologic drought is not always 
obvious until these water supplies are seriously depleted. 
Base flow, which represents the ground-water discharge into 
a stream after all surface runoff has occurred following a 
storm event, can be an indicator of ground-water conditions 
in a river basin.

This study uses the seasonal base-flow characteristics 
of the Blue River, a 203 square mile unregulated watershed in 
south-central Oklahoma, to illustrate how a hydrologic 
drought can be evaluated. Base flow is selected from historic 
streamflow hydrographs and is used to define the frequency 
of occurrence of base flow for each month during the period 
January through September. Base-flow recession curves 
also are defined for this 9-month period and are used to 
project assured base flow from the winter season through the 
subsequent spring and summer months. Finally, the magni­ 
tude of monthly increases in base flow is evaluated to 
describe the probability that the projected assured base flow 
will be exceeded. Once these base-flow relations are defined 
for selected index streamflow stations throughout the State, 
they can be used to describe the severity of a hydrologic 
drought for the entire State.

INTRODUCTION

Droughts are one of the most costly hydrologic 
hazards in the United States. Compared to a flood, which 
is the other common hydrologic hazard in the Nation, 
droughts occur over a larger area and persist for a longer 
duration, thus usually affecting a greater number of 
people.

Hydrologic droughts do not occur suddenly but 
develop gradually over several months. Virtually all areas 
of the United States are vulnerable to droughts and their 
impact on man is dependent largely on the availability of 
surface reservoirs or fresh ground-water aquifers to 
provide water during prolonged periods of deficient 
precipitation. Figure 1 shows that the duration of a

drought, where no alternate source of water supply 
exists, typically ranges from several years in the Western 
States to only a few months in the eastern part of the 
Nation. Droughts occur with some severity almost every 
year in parts of the Central United States.

The regional differences in drought characteristics 
across the United States are caused by various physical 
processes that affect precipitation, which include oro- 
graphic lifting of air over mountain ranges, lifting by 
frontal activity, localized temperature differences and 
temperature convergence, and dynamic lifting of air. Of 
these processes, dynamic lifting, which is associated with 
surface cyclones and a broad belt of upper level westerly 
winds, is considered the most significant process that 
affects meteorological events in the United States (Perry, 
1980).

Even though a hydrologic drought may be wide­ 
spread, many people may not be aware of its severity or 
extent. Some people may not be affected either because 
they either live in an arid region where they have adapted 
to limited water supplies or because they live in areas 
where stored water supplies remain adequate to meet 
their needs during a drought.

The purpose of this study is to demonstrate how 
historic base flow, determined from streamflow hydro- 
graphs, can be used to (1) develop a drought index that 
measures the status of water availability in a basin in late 
winter and early spring, (2) project assured base flow to 
the subsequent summer months, and (3) provide esti­ 
mates of spring and summer base flow in excess of the 
assured base flow for selected probability levels.

This report discusses some of the more common 
methods that are presently used to describe a drought. 
The report outlines the criteria used in selecting an 
appropriate drought-index stream, describes the tech­ 
nique for measuring the severity of an existing or poten­ 
tial drought on the basis of the base-flow characteristics 
of the drought-index stream, and describes how projec­ 
tions of subsequent drought conditions can be made on 
the basis of existing base-flow conditions.
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3. Hydrologic drought: "A period of below average 
water content in streams, reservoirs, ground-water 
aquifers, lakes and soils" (Yevjevich and others, 
1977).

DEFINITIONS OF DROUGHTS

Droughts do not have the same meaning or signif­ 
icance to all people. No generally accepted definition is 
adequate nor is one practical, because a drought is the 
result of many different factors. In general, however, 
"drought is a condition of moisture deficit sufficient to 
have an adverse effect on vegetation, animals, and man 
over a sizeable area" (Warrick, 1975). Three common 
definitions are:
1. Meteorological drought: "A period of abnormally 

dry weather sufficiently prolonged for the lack of 
water to cause serious hydrologic imbalance in the 
affected area" (Huschke, 1959).

2. Agricultural drought: "A climatic excursion involv­ 
ing a shortage of precipitation sufficient to adversely 
affect crop production or range production" (Rosen- 
berg, 1979).

CHARACTERISTICS OF HISTORIC 
DROUGHTS

The frequency, severity, and duration of historic 
droughts have been studied by several investigators. 
Perry (1980) related well-documented solar activity to 
annual precipitation for selected stations in the Central 
United States having more than 60 years of record and 
showed 11- and 22-year cycles that are nearly in phase 
with the solar activity cycles.

Mitchell and others (1978) used tree-ring records 
in the Western United States dating back to about 1600 
A.D. to develop a relation between drought for a large 
number of areas and the 22-year cycle of sunspot mini- 
mums. Weakly (1943) examined 400-year tree-ring 
records for western Nebraska and found the average 
recurrence interval of severe droughts was 20.6 years and 
the average duration was 12.8 years.

A spectral density analysis of tree-ring widths dat­ 
ing back to 1640 A.D. in the northern Great Plains by
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Meko (1982) indicates a significant 55-year cycle of 
severe droughts, with the most significant drought prob­ 
ably occurring in the late 1750's. His study also shows 
that droughts more severe than the well-known and 
widespread 1930's drought occurred in the northern 
Great Plains in the 1820's, the 1860's, and the 1950's.

DROUGHT INDEXES

Numerous drought indexes have been developed to 
provide farmers, water managers, meteorologists, and 
hydrologists a measure of the severity of a drought. The 
most widely used index is the Palmer Drought Severity 
Index (Palmer, 1965), which provides a quantitative 
assessment of periods of prolonged meteorological 
anomalies. This index includes antecedent precipitation 
and the duration and magnitude of the abnormal mois­ 
ture deficiency (or excess).

Another widely used drought index is the Crop 
Moisture Index developed by the National Weather 
Service (1977), which provides information about pre­ 
vailing soil-moisture conditions. The Crop Moisture 
Index is based on information from the Palmer Drought 
Severity Index and measures current changes in soil 
moisture over a large region.

The U.S. Geological Survey, Water Resources 
Division, publishes a monthly report entitled "National 
Water Conditions" that describes the monthly status of 
surface water in the Nation's principal rivers and reser­ 
voirs and the status of ground-water levels in some of the 
Nation's representative aquifers. Selected long-term 
index stations in each State are used to compare existing 
streamflows, reservoir storage, and ground-water levels 
with normal and extreme recorded values.

Numerous statewide studies of the magnitude and 
frequency of annual low flows have been made to provide 
information about the likelihood of occurrence of 
drought-related low flows (Singh and Stall, 1973; Hunt- 
zinger, 1978).

All of the above techniques have significant limita­ 
tions for adequately describing the status of an existing or 
pending drought, one of the major limitations being that 
they do not always consider the status of available ground 
water. This is particularly true if the period of record 
does not include a prolonged severe drought. In general, 
these techniques measure only the deficiency in shallow 
soil moisture and antecedent precipitation of recent 
weeks and do not reflect availability of the deeper 
ground-water supplies that result from the previous 
months or year of precipitation.

Not only is it important to know the status of an 
existing drought, it is important to know the probability 
of drought conditions prevailing for several months. Few 
existing drought studies provide a method of making

reliable predictions several months in advance of the 
potential for a severe hydrologic drought. Hirsch (1981) 
describes a stochastic technique for predicting several 
months into the future the likelihood of the occurrence of 
various streamflow rates. Riggs and Hanson (1969) 
developed base flow recession curves to project mini­ 
mum assured flows several months into the future for the 
condition of no significant rainfall during the projection 
period.

The base-flow component of streamflow in unreg­ 
ulated basins is generally a good indicator of water 
availability in the basin. Base flow is essentially discharge 
in the stream derived from ground-water sources. For 
some regions, late winter and early spring base flow 
includes discharge from ground water stored during the 
preceding summer and fall season.

CRITERIA FOR SELECTING DROUGHT- 
INDEX STREAMS

Three criteria must be considered in selecting an 
appropriate streamflow gaging station to be used as a 
drought-index stream. First, man's activities in the basin 
should not appreciably affect the natural flow character­ 
istics in the stream. Thus, no significant upstream regu­ 
lation, diversions, large ground-water withdrawals, or 
other manmade alterations that may affect the low-flow 
regime should exist. Second, perennial flow should exist 
for most years so that the magnitude and recession rates 
of base flows occurring during the winter, spring, and 
summer can be evaluated. Finally, at least 15 years of 
continuous streamflow record should be available at the 
streamflow-gaging site to provide sufficient record for 
making reliable estimates of the frequency of occurrence 
of base flow for each month during the winter, spring, 
and summer. Generally, a 15-year period of record will 
involve at least one significant drought for inclusion in 
the analysis.

The streamflow-gaging station Blue River at Mil- 
burn (station number 07332400) in south-central Okla­ 
homa (fig. 2) is used in this report to illustrate the 
technique for applying base flow to evaluate the drought 
characteristics of that region of the State. The Milburn 
station was established October 1, 1965, and the subse­ 
quent 16 water years of streamflow record (1966-81) 
were used to develop the relations describing the base- 
flow characteristics of the stream. Drainage area at this 
site is 203 mi2 , flow is sustained throughout the year by 
numerous spring flows in the basin, and no significant 
regulation or withdrawals from the river occur upstream 
from the gaging station. Minimum daily flow measured 
during the period of record was 15 ft3/s during August 
22, 24, 25, and September 1, 1980.
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EXPLANATION

07332400

®

STREAMFLOW GAGING STATION 
Number is site number

NATIONAL WEATHER SERVICE 
CLIMATIC STATION

DRAINAGE DIVIDE FOR BLUE 
RIVER WATERSHED
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Figure 2. Location of Blue River watershed, Blue 
station at Tishomingo Wildlife Refuge, Oklahoma.
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River gaging stations, and National Weather Service climatic

OCCURRENCE OF SIGNIFICANT DROUGHTS 
DURING THE STREAMFLOW RECORD

The reliability of the base-flow relations derived for 
evaluating the severity of an existing or potential drought 
are dependent on the length of record available for 
analysis and on the severity of droughts during the period 
of record. A continuous streamflow record of 15 years or 
more will usually include at least one significant drought 
and is generally of sufficient duration to define ade­

quately the base-flow characteristics of the stream. How­ 
ever, this period of record may not be sufficient tc 
include the more severe droughts if they do, in fact, tend1 
to occur in approximately 22-year cycles as suggested by 
Mitchell and others (1978) and Weakly (1943).

Thus, the 16-year streamflow record at the Mil- 
burn station was compared with the longer streamflow 
record of 45 years (1937-81) at a downstream gage, Blue 
River near Blue, Oklahoma (station number 07332500),
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Figure 3. Calendar year average discharges for Blue River 
at Milburn, Oklahoma, gaging station (1966-81) and Blue 
River near Blue, Oklahoma, gaging station (1937-81).

shown in figure 2. (This long-term station was not used to 
develop the base-flow relations described in this report 
because low flows are affected by some regulation 
between the Milburn and Blue stations.) The annual 
discharges at the Blue River near Blue gaging station 
correlate closely with those for the Blue River at Milburn 
for most years during the common period of record 
1966-81. The graphs of annual average (calendar year) 
discharge for both the Milburn and Blue stations for their 
respective periods of record (fig. 3) indicate that three 
relatively dry years occurred during the 16-year common 
period of record (1966-81) 1966,1978, and in particu­ 
lar, 1980. The graph for the Blue River near Blue also 
indicates that annual discharge, and possibly seasonal 
base flows, were lower in 1939 and 1956 than were 
recorded during the subsequent common period of 
record.

A further indication of the severity of hydrologic 
droughts that occurred during the period of streamflow 
record can be made by evaluating a longer period of 
historic climatic droughts observed in the area of study. 
Figure 4 shows a graph of annual precipitation for 79 
years of record (1903-81) at the National Weather 
Service climatic station at the Tishomingo Wildlife Ref­ 
uge located 12 miles west of the Milburn gage. This 
graph indicates that the 45-year period (1937-81) that is 
common to the streamflow record at the Blue River near 
Blue station includes the relatively significant dry years of

the late 1930's, mid-1950's, mid-1960's, and the late 
1970's. Only the prolonged period of deficient precipita­ 
tion during 1909-12 was dryer than the 45-year period of 
streamflow recorded at the Blue gaging station. Also, the 
graph suggests that the prolonged period of significantly 
below-normal precipitation during 1976-78 and 1980 
may compare with the prominent drought of the late 
1930's.

This overview of significant droughts during the 
past 79 years suggests that at least one drought that of 
1980 during the 16-year study period may be represen­ 
tative of the severe drought that occurred during the 
1930's. Documentation of the occurrence and severity of 
droughts prior to the 1900's in the Central and Western 
United States is limited because of sparse streamflow 
and precipitation data prior to the turn of the century. 
However, the analysis by Meko (1982) of tree-ring data 
in the northern Great Plains over the past 300 years 
indicates that hydrologic records collected since the early 
1900's may not reflect droughts of the severity of those of 
the 1750's, 1820's, and 1860's.

CHARACTERISTICS OF BASE FLOW

One of the objectives of this study is to use the 
status of known winter or early spring moisture condi­ 
tions in a watershed as a basis for projecting subsequent 
summer moisture conditions. Because base flow of an 
unregulated stream represents inflow to the stream from 
the ground-water system, this flow is an indicator of the 
status of ground water in the watershed. Total flow in the 
stream following prolonged dry periods, particularly dur­ 
ing the summer, generally represents base-flow condi­ 
tions.

The source of base flow usually is an unconfined 
aquifer where the stream channel partially penetrates the 
aquifer. In many instances, however, the stream channel 
lies above the principal aquifer and base flow is derived 
from perched ground-water sources or slow (delayed) 
seepage from shallow soil moisture that has been 
recharged by precipitation during a previous wet period. 
If the quantity of water stored in the perched zones is 
limited, and no significant rainfall occurs during the late 
spring and summer season, flow in the stream can be 
expected to cease. The use of this type of stream as an 
index for evaluating drought conditions should be 
avoided, particularly if base flow is depleted early in the 
summer.

Daily flow-duration hydrographs, which define the 
frequency characteristics of daily flows, provide an indi­ 
cation of the seasonal variation in minimum flows and 
may approximate base-flow conditions for some periods 
during the year. The flow-duration hydrographs for the 
Blue River at Milburn, Oklahoma, for water years
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Figure 4. Annual calendar year precipitation for National Weather Service climatic station at Tishomingo Wildlife Refugo, 
Oklahoma, 1903-81.

1970-78 (fig. 5) give the daily discharge for three per­ 
centage levels of exceedance 20, 50, and 100 percent. 
The lower hydrograph, which defines daily flows that 
were exceeded 100 percent of the time, reflects the 
low-flow characteristics of the stream. This hydrograph 
shows that the minimum flow observed on October 1 
during 1970-78 was 29 ft3 /s and that this value was 
equaled or exceeded 100 percent of the time for all 
October 1's during this 9-year period. The smooth curve 
drawn through the troughs of this hydrograph approxi­ 
mates the minimum low flows of record but may not 
always reflect base flow, particularly during the spring 
and early summer months when streamflow may never 
recede to base-flow levels.

Work by several investigators (Barnes, 1939; Riggs, 
1963; Rorabaugh, 1964) has shown that when the 
streamflow recession following a runoff event 
approaches a straight line on a semilog plot, the flow is 
considered to be derived entirely from ground-water 
discharge. An idealized streamflow hydrograph with 
straight-line base-flow recession segments delineated on 
the lower end of selected hydrograph recessions is shown 
in figure 6. In each instance, the hydrograph is consid­ 
ered to represent base flow only after surface runoff, 
bank storage, and channel storage following a storm 
event have been depleted and the recession approximates 
linearity.

The first step in defining a base-flow recession 
curve was to select 10-day linear base-flow recession 
segments from all appropriate hydrograph recessions 
observed during the 16-year period of record. A logarith­ 
mic plot of the beginning-day base-flow value versus the

base-flow value 10 days later was then prepared for 
month from January through September as described by 
Riggs (1963). Examples of these 10-day base-flow relc- 
tions are illustrated in figure 7 for January and July for 
the Blue River at Milburn station. These relations were 
determined for each month and then used to construct- 
by 10-day increments the family of continuous base- 
flow recession curves for the 9-month period, January 
through September, as shown in figure 8.

For example, the recession curve in figure 8 that 
begins on January 1 with 150 ft3/s was drawn by first 
entering at 150 ft3/s on the abscissa axis of the 10-day 
base-flow relations in figure 7, moving up to the January 
relation, and across to the ordinate axis to obtain the 
January 11 base flow of 125 ft3 /s. Then the January 11 
value of 125 ft3 /s was entered on the abscissa axis to 
obtain the January 21 value of 106 ft3 /s. Similarly, the 
January 21 value of 106 ft3/s was entered on the abscissa 
axis to obtain the January 31 value of 93 ft3 /s, thrs 
defining the recession curve for January. Continuation of 
this curve through February and all subsequent montf s 
to September 30 was determined in a similar manner b" 
using the appropriate 10-day base-flow relation for each 
month.

Because each of these 9-month base-flow recession 
curves is derived from linear segments, which represent 
periods of no rainfall and thus represent only ground- 
water discharge to the stream, the curves are considered 
to approximate the minimum flow that would occur 
throughout the 9-month period. These curves are, there­ 
fore, referred to in this report as "assured" base-fkrv 
recession curves. The lower dashed portions of there
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BASE-FLOW RECESSION SEGMENT

END-OF-MONTH BASEH'LOW INCREASE

JANUARY FEBRUARY MARCH APRIL

Figure 6. Typical streamflow hydrograph showing base-flow 
recession segments (solid lines), estimated assured base flow 
projected from the recession segments (dashed lines), and 
end-of-month base-flow increase ( Al). A, beginning-month 
base flow; B, end-of-month assured base flow; and C, end-of- 
month increase in base flow for March.
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Figure 7. Relation between beginning base flow and base 
flow 10 days laterfor January and July, Blue River at Milburn 
Oklahoma, 1966-81.
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Figure 8. Family of base-flow recession curves, Blue River at Milburn, Oklahoma. Dashed lines are estimated on the basis 
of downward projections of relation between beginning base flow and base flow 10 days later.
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Figure 9. Comparison of assured base flow with streamflow hydrograph for period of record minimum flow, January to 
September 1980, Blue River at Milburn, Oklahoma.

assured curves indicate that no base-flow data have been 
recorded at these levels for the periods shown. Estimates 
for these periods are based on downward projections of 
the appropriate 10-day relations for each month.

One may expect that these base-flow recession 
curves, derived from 10-day linear segments, also would 
be linear throughout the 9-month period. However, 
several hydrologic factors affect the shape of these 
curves. First, some of the base-flow segments may 
include discharge into the stream from delayed or pro­ 
longed bank and channel storage that will define a slightly 
steeper recession rate than the rate defined solely from 
ground-water discharge. In fact, the selection of repre­ 
sentative linear base-flow segments from the streamflow 
hydrograph can be a particular problem during the spring 
because of intermittent rainfall limiting the duration of 
the base-flow recession. The slope of the recession curve 
will also be relatively steep, as shallow perched ground 
water is depleted. In addition, summer recession slopes 
are typically steeper than winter slopes because of the 
increased evapotranspiration by riparian vegetation dur­ 
ing the summer. The effect of evapotranspiration on the 
recession hydrograph is shown in figure 7 by the displace­ 
ment of the July base-flow relation to the right of the 
January relation. The effect of evapotranspiration also is 
shown in figure 8 by steeper recession slopes during the 
summer than during the winter, for a given discharge 
level.

Finally, these recession curves show that base flow 
for the Blue River does not drop below about 15 ft3/s and 
remains relatively sustained during the winter and sum­ 
mer months. This reflects a large ground-water supply 
from the Arbuckle aquifer, which underlies the Blue 
River watershed (Fairchild and others, 1982).

It is important to emphasize that these base-flow 
recession curves are a composite of many 10-day base- 
flow segments some of which are influenced by runoff 
from delayed storage or depletion from evapotranspira­ 
tion and that the curves are only an approximation of 
ground-water discharge. Their use, however, in defining 
assured base flow is appropriate as long as these con­ 
straints are recognized and the curves are used, in a 
consistent manner, to make projections of assured base 
flow only for the period in which the curves have been 
defined.

A measure of the reliability of these derived reces­ 
sion curves for making projections of assured base flow 
for several months into the future is difficult in regions 
where rainfall commonly interrupts the streamflow 
recession during the spring and summer months. An 
indication of their reliability can be shown, however, by 
comparing the recession curves with a period of record 
low streamflow. Figure 9 shows this comparison for the 
streamflow hydrograph of the Blue River at Milburn for 
the 1980 water year, which was a year of record minimum 
stream'flows (33 percent of normal). The assured base
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flow lies below the observed hydrograph throughout the 
entire 9-month recession period and is considered to 
approximate that flow which would occur with little or no 
rainfall during the 9-month period.

FREQUENCY OF OCCURRENCE OF 
BEGINNING-MONTH BASE FLOW

One of the principal objectives of this study is to 
establish ground-water conditions for any given month 
expressed in terms of base-flow levels. This information 
is particularly important in the winter and early spring 
(January through May) prior to the subsequent summer 
months, when the demand for water becomes high. This 
was accomplished by defining the frequency of occur­ 
rence of base flow at the beginning of each month from 
January through May.

Beginning-month base-flow values were selected 
for each month from the streamflow hydrograph for all 
years of record. These values define, for each month, the 
full range of beginning-month base flows during the 
period of record. If the flow on the first day of the month 
is representative of a prolonged dry period, it may be 
considered to approximate ground-water discharge only, 
and base flow can be obtained directly from the stream- 
flow hydrograph. In many instances, however, the hydro- 
graph includes some surface runoff, and base flow at the 
beginning of the month must be approximated by pro­ 
jecting the appropriate predetermined base-flow reces­ 
sion curve (such as defined in figure 8) under the 
hydrograph as illustrated by the dashed lines in figure 6.

By arranging the beginning-month base-flow val­ 
ues in order of magnitude (TO) with the smallest value 
assigned TO=!, their recurrence intervals (frequency of 
occurrence, in years) can be computed from the ratio 
RI=(n + !)/TO, where RI is the recurrence interval and n 
is the total number of years of record (n = 16 for the Blue 
River at Milburn site). The January 1 base-flow values 
for the Blue River at Milburn and their corresponding 
order number and recurrence interval are listed in table 
1 for water years 1966-81.

A plot of the January 1 base-flow values is shown in 
figure 10 with discharge plotted along the ordinate axis 
(logarithmic scale) and .R7 plotted along the abscissa axis, 
which is based on the normal probability distribution. A 
curve of best fit has been drawn through these values 
(curve 1 in figure 10) to define the frequency curve for 
January 1 base flows. This curve indicates, for example, 
that a January 1 base flow can be expected to be less than 
25 ft3/s at intervals averaging 10 years. This relation also 
can be expressed in terms of probabilities where the 
probability of exceedance is defined as [l-(l/RT)]. Thus, 
if a January 1 base flow is observed to be 25 ft3 /s, this flow 
can be expected to be equaled or exceeded about 90

Table 1. January 1 base-flow values for the Blue River at 
Milburn and their corresponding recurrence interval, water 
years 1966-81

Water year

January 1
base Resource interval, 

flow (fta/s) Order number, m RI (years)

1966 ........
1967 ........
1968 ........
1969 ........
1970 ........
1971 .........
1972 .........
1973 .........
1974 .........
1975 .........
1976 .........
1977 .........
1978 .........
1979 ........
1980 .........
1981 .........

..... 28

. . . . . 24

. . . . . 74

. . . . . 102

..... %

. . . . . 78

. . . . . 123

. . . . . 46

. . . . . 132

. . . . . 110

. . . . . 57

. . . . . 43

..... 30

. . . . . 31

..... 28

. . . . . 42

2
1

10
13
12
11
15
8
16
14
9
7
4
5
3
6

8.50
17.0
1.70
1.31
1.42
1.55
1.13
2.12
1.06
1.21
1.89
2.43
4.25
3.40
5.67
2.83

percent of the time, which indicates that ground-water 
conditions are significantly below normal and that 
drought conditions may exist or be imminent. Beginning- 
month base-flow frequency curves have been developed 
for each month of the winter and spring (January through 
May) as indicated in figure 10. This 5-month period is the 
most likely to be used in Oklahoma for establishing the 
status of base flow prior to the subsequent typical dry 
summer months,, when drought conditions have the 
greatest impact on farmers and municipal water users.

Application of the base-flow frequency curves for 
establishing the status of base-flow conditions on January
I, 1984, for Blue River at Milburn is illustrated in figure
II. The streamflow hydrograph, recorded to January 1, 
1984, indicates that base flow as of January 1, 1984, is 
about 45 ft3/s. The base-flow frequency curve in figure 10 
shows that a January 1 base flow will be less than 45 ft3 /s 
at intervals averaging every 2.2 years, or that the proba­ 
bility of exceedance of a January 1 base flow of 45 ft3 /s is 
55 percent, indicating a slightly below-normal base flow 
for this time of the year. Figure 10 indicates that normal 
base flow (RI=2.Q years) on January 1 is about 54 ft3/s.

PROJECTIONS OF SPRING AND SUMMER 
BASE FLOW

Once the magnitude of winter (or early spring) 
base flow has been established as described above, the 
predetermined base-flow recession curves of figure 8 can 
be used to project minimum "assured" base flow into the 
subsequent summer months.

Figure 11 shows this projection of the assured base 
flow from the January 1, 1984, base flow of 45 ft3 /s 
through the subsequent spring and summer months to 
September 30. This projection was made by first selecting
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Figure 10. Frequency curves of beginning-month base flows for January to May, Blue River at Milburn, Oklahoma (1966-81).

the two base-flow recession curves in figure 8 that lie 
immediately above and below the January 1 discharge of 
45 ft3/s. In this instance, interpolation between the curves 
with January 1 base flows of 60 ft3/s and 35 ft3/s was 
made to define the desired recession curve, which begins 
with 45 ft3/s on January 1.

The assured recession in figure 11 represents the 
minimum flows that would be expected to occur through 
the projection period (January through September) 
when the January 1 base flow is 45 ft3 /s. This assured flow 
reflects essentially ground-water discharge from the 
regional aquifer system and assumes that little or no 
significant rainfall will occur during the 9-month projec­ 
tion period to recharge the regional aquifer. The assured 
recession, therefore, is considered to define the "worst 
condition" or lower limit of base flow expected for this 
9-month period, given a measured base flow of 45 ft3/s on 
January 1.

The likelihood that no precipitation will occur 
throughout the spring and early summer months is 
generally quite small in Oklahoma. Thus, there is a very 
low probability that the 9-month projection of assured 
base flows as indicated in figure 11 will actually occur. 
The probability, however, that the projected assured base 
flows will be exceeded as a result of rainfall can be

estimated for any given month by evaluating the distri­ 
bution of historic end-of-month increases in base flow 
(A/). To determine this distribution, the increase in base 
flow was estimated from the streamflow hydrograph by 
projecting base-flow recessions under the hydrograph 
using the recession curves of figure 8. The increase, A /, 
for a given month, /, as shown for March in figure 6, is 
defined as:

AJi-C,-*,
where Bt is the "assured" end-of-month base flow pro­ 
jected from the beginning-month base flow (4,), and C ; 
is the "adjusted" end-of-month base flow that must be 
equal to or greater than Bt .

During a month when no recharge occurs because 
of little or no precipitation, C=B^ and A/,=0. To deter­ 
mine the subsequent month increase in base flow 
A/( ; +1) , Ct becomes A(;+1) and the appropriate recession 
curve (which must be extrapolated from the assured 
curves in figure 8) is projected from A^i+l} to define 
B (,-+!). For months during which little or no precipitation 
occurs, A / is relatively easy to define, but accurate 
definition of A / during periods of significant runoff is 
more difficult and requires some subjective interpreta­ 
tion of the base-flow recession under the hydrograph. 
However, this problem is not critical because only order-
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Figure 11. Recorded streamflow of Blue River at Milburn, Oklahoma, defined to January 1,1984, projected assured base-flow 
recession from January 1, and projected base flow from January 1, assuming normal monthly recharge.

of-magnitude estimates of A / are needed for this analy­ 
sis, and when A / is large, which indicates that significant 
precipitation has occurred to recharge the regional 
ground-water system, the potential for hydrologic 
droughts is reduced.

Estimates of A / were obtained from the annual 
hydrographs for each month from January through Sep­ 
tember and their probability of exceedance curves were 
computed in the same manner as described previously 
for the beginning-month base-flow values. Figure 12 
shows the probability curve of exceedance for base-flow 
increases ( A /) for the end of each month during 
January-September. For example, the January curve 
indicates that an end-of-month increase in base flow of 5 
ft3/s will be exceeded, on the average, 50 percent of the 
time for January.

If probabilities of recharge are assumed for each 
month during a projection period such as the 9-month 
recession period for water year 1984 in figure 11, then 
the A / probability curves in figure 12 can be used to 
estimate increases to the assured base flow throughout 
the recession period. For example, if the end-of-month 
increase is assumed to occur at the 50 percent probability 
level for each month (normal monthly recharge), then 
the projected base flow will define the incremental base- 
flow recessions shown in figure 11. Table 2 lists the 
beginning-month and end-of-month base-flow values and 
the corresponding monthly base-flow increases at the 50 
percent probability level (taken from figure 12). These 
monthly base-flow increases were used to define the 
incremental base-flow recessions in figure 11.

RELIABILITY OF PROJECTED BASE FLOWS

A measure of the reliability of the derived base- 
flow recession curves and the A / probability curves for 
projecting base flow through the spring and summer

Table 2. Projection of 1984 base flows from January 
through September, assuming monthly recharge at 50 per­ 
cent probability level, Blue River at Milburn, Oklahoma
\A is beginning-month base flow; B is projected end-of-month assured 
base flow; A/ is end-of-month base-flow increase at 50 percent 
probability level; C is the end-of-month adjusted base flow;-, no data]

Month

July ........

October .....

A (ft9/s)

45
46
51
68
74
68
51
37
33
34

B(ft3/s)

41
40
44
53
51
44
35
29
30

A/ (frVs)

5
11
24
21
17
7
2
4
4

C(ft3/s)

46
51
68
74
68
51
37
33
34

months was made by comparing the recorded 1984 
streamflow hydrograph with the derived base-flow reces­ 
sion curves adjusted to reflect monthly recharge from 
excess runoff. Excess runoff is defined in this analysis as 
the volume of water above the assured base flow that is, 
above the base-flow recession unadjusted for recharge 
(recession A-B in figure 6). Work by the author in 
relating monthly excess runoff (RO) to the corresponding 
end-of-month increase in base flow (A /), in this study 
and in previous studies (Riggs and Hanson, 1969), indi­ 
cates that RO is a good indicator of base-flow increase. 
Excess runoff was estimated for each month (January 
through September) for water years 1966-81 and their 
probabilities of occurrence were computed in the same 
manner as for the end-of-month increase in base flow. 
Table 3 lists the probability of exceedance (P) of excess 
runoff (RO) for each month during January through 
September 1984.

Because RO relates closely to A /, the probability 
distributions of RO and A / should be similar. The

126 Selected Papers in the Hydrologic Sciences



PROBABILITY OF EXCEEDANCE, IN PERCENT 
10 20 304050 60 70 80 85 90 95 98

1.5 2 34571015 20 
RECURRENCE INTERVAL,/?/, IN YEARS

Figure 12. Curves defining probability of exceedance of end-of-month base-flow increase, A/, for January to September, 
Blue River at Milburn, Oklahoma (1966-81).

Table 3. Estimates of end-of-month base-flow increase for 
each month from January through September 1984 derived 
from corresponding probability of exceedance of excess 
runoff for each month, Blue River at Milburn, Oklahoma
[RO is monthly excess runoff; P is probability of exceedance corre­ 
sponding to each RO value; and A/ is estimated end-of-month base- 
flow increase (from figure 12) associated with each probability value]

Month

April .........

July ..........

RO (ft3/s)

6
9

98
58
14
5
5
1
3

P (percent)

65
70
40

55
90
so
40
on
85

A/ (ft3/s)

2
4

40

16
2
1
3
0
0

probabilities of exceedance determined for each monthly 
RO were substituted in the probability of exceedance 
curves of figure 12 to obtain estimates of A / for each 
month during 1984. These A / values, which are included 
in table 3, were then used to compute the adjusted 
base-flow recession segments shown in figure 13. The 
graph shows significant base-flow increases at the end of

March (40 ft3/s) and April (16 ft3 /s) in response to the 
large volume of surface runoff during these two months, 
followed by relatively minor increases during the subse­ 
quent summer months. The base-flow recession from 
May through September 1984, when precipitation at the 
Tishomingo Wildlife Refuge was 20 percent below nor­ 
mal, follows the recorded streamflow recession closely, 
indicating that the derived relations do describe base- 
flow recession rates (fig. 8) and base-flow increases (fig. 
12) reasonably well. Included on the graph is the assured 
base-flow recession for no recharge during the 9-month 
recession period.

CONCLUSIONS

This study shows that base flow, which approxi­ 
mates ground-water discharge to the stream, varies both 
seasonally and annually and is dependent on the volume 
of seasonal and annual recharge to the ground-water 
system. Base flow from an unregulated watershed can be 
used to estimate future streamflows characterized by 
prolonged periods when little or no precipitation occurs. 
Relations that describe the frequency of occurrence of
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Figure 13. Recorded streamflow of Blue River at Milburn, Oklahoma, December 1983 to September 30, 1984, assured 
base-flow recession projected from January 1, and base flow adjusted for actual monthly recharge.

beginning-month base flows for the winter and spring 
months are good tools for evaluating the relative amount 
of streamflow available at the time and the status of an 
impending or potential hydrologic drought.

Base-flow recession curves developed from 
recorded streamflow hydrographs can be used to project 
base flow from the winter through the subsequent spring 
and summer months, thus giving an estimate of the 
spring and summer assured minimum flows. Assured 
flows approximate streamflow, assuming no rainfall dur­ 
ing the projection period and, therefore, are considered 
to define the minimum quantity of streamflow available. 
Projection of base flow in excess of the assured flow that 
results from recharge by rainfall also may be made for 
any desired (or assumed) probability. These projections 
are not considered "forecasts" of base flow and should 
not be applied as such, unless reliable climatological 
forecasts are available to indicate what the future runoff 
is expected to be.

Application of these techniques to evaluate existing 
and potential drought conditions for an unregulated 
203-mi2 watershed in south-central Oklahoma indicates 
that the techniques give reliable results. A base-flow 
analysis of other unregulated streams throughout the 
State can provide index sites for monitoring the status of 
ground-water conditions statewide. The regional extent 
and severity of a pending or potential hydrologic drought 
can then be evaluated for the entire State.
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