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METRIC CONVERSION FACTORS AND VERTICAL DATUM

Multiply By To obtain
Length
inch (in.) 254 millimeter (mm)
foot (ft) 0.3048 meter (m)
mile (mi) 1.609 kilometer (m)
Area
square mile (miz) 2.590 square kilometer (kmz)
acre 0.4047 hectare (ha)
Flow
gallon per minute (gal/min) 0.06309 liter per second (L/s)
cubic foot per second ft3s) 0.02832 cubic meter per second (m%s)
inch per year (in/yr) 254 millimeter per year (mm/yr)
Transmissivity
foot squared per day (ft%/d) 0.0929 meter squared per day (m%/d)
Hydraulic conductivity
foot per day (ft/d) 0.3048 meter per day (m/d)
foot per mile (ft/mi) 0.1894 meter per kilometer (m/km)
Temperature
degrees Fahrenheit (°F) °C = 5/9 (°F-32) degrees Celsius (°C)
SEA LEVEL

In this report “sea level” refers to the National Geodetic Vertical Datum of 1929 (NGVD of 1929)—a geodet-
ic datum derived from a general adjustment of the first-order level nets of both the United States and Canada,
formerly called “Sea Level Datum of 1929.”
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Pumping from well fields in the towns of Kirkwood
and Conklin has altered the natural flow pattern such that
ground water previously discharged to the river is now cap-
tured by production wells. The influence of these pumping
centers on the regional ground-water flow patterns is evi-
dent from the contours of the water table in October 1984
(fig. 6). The cone of depression associated with each pump-
ing center induces infiltration of river water into the aquifer.

The primary source of recharge to the aquifer is pre-
cipitation in the valley and uplands, although recharge also
occurs through induced infiltration from the Susquehanna
River and underflow from sand and gravel deposits along
the upgradient boundary.

Interaction Between River Water and Ground Water

The stage of the Susquehanna River is the primary
control on ground-water levels in the aquifer. Ground-
water levels decline in late summer and early fall and rise
in the fall and winter (fig. 7). The highest recorded
ground-water levels were during peak river flows. A 3-day
rainfall in December 1983 caused the Susquehanna River
to rise about 14 ft and inundate part of the flood plain,
during which time river water infiltrated into the aquifer
and caused ground-water levels to rise 6 ft. These inunda-
tions are a significant source of recharge to the aquifer.
The rise and decline of ground-water levels during this pe-
riod (fig. 7) indicate that the aquifer system near the well
field responds within a few days to changes in river stage.

Ground-Water Temperature

Vertical profiles of ground-water temperatures meas-
ured in observation wells monthly during the study indi-
cate the effect of infiltrating river water on ground-water
temperatures. Ground-water temperatures in areas not in-
fluenced by the river change gradually throughout the
year, and the extremes do not differ by more than 3°C. In
contrast, ground water in areas receiving infiltration from
the river have a temperature range of more than 16°C (fig.
8). In observation well GP1B (location shown in fig. 9),
maximum ground-water temperatures of more than 20°C
were recorded in September-October 1984 and 1985, and
minimum temperatures of less than 4°C were recorded in
April-May 1985 (fig. 8). This large range is caused by the
infiltration of river water, which warms the aquifer during
late summer and fall and cools it during winter and spring.
The largest temperature range (4°C to 20°C) was recorded
15 to 20 ft below the riverbed—an area that probably lies
along a flow path from the river to production well GP1
(Yager, 1986, fig. 12). Comparison of temperature profiles
from other observation wells near the Kirkwood well field
indicates that the highest rate of river infiltration is in a
small area near the production wells.

Riverbed Characteristics

The channel of the Susquehanna River contains alter-
nating sets of pools and riffles that are characteristic of
gravelbed streams (Leopold and others, 1964, p. 203). The
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Figure 5. Mean daily discharge of Susquehanna River at Conklin, October 1983 through September 1984,
and median mean daily discharge during 1932-80 water years.
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difference in riverbed altitude between the pools and rif-
fles in the Kirkwood area is 4 to 5 ft. Therefore, the depth
of bed transport must be at least 5 ft if the riffles are bars
migrating along the channel. Several test borings on chan-
nel bars or on the flood plain of the Susquehanna River
downstream from its confluence with the Chenango River
at Binghamton penetrated 8 to 22 ft of noncalcareous
gravel near channel grade that contains organic fragments
and is inferred to be channel-bedload alluvium (A. D.
Randall, U.S. Geological Survey, written commun., 1987).

Samples of material from 1 to 4 ft beneath the riverbed
were obtained with a split-spoon sampler and a portable
driving assembly at four sites near Fivemile Point. The sites
were located on a riffle within 30 ft of the riverbank on the
outside of a meander bend. One to three layers of compact,
silty sand and gravel that would restrict the vertical move-
ment of river water into the aquifer were penetrated at each
location. The layers are less than 1 ft thick and separated by
deposits of more uniform sand and gravel. Fine sand and
silt 2 ft thick was found at one location; this may represent
deposition in a former pool of the riverbed. The layers of
silty sand and gravel were similar to those discovered in the
aquifer material 50 ft lower than the riverbed, which sug-
gests that these layers may be glacial deposits exposed by

incision of the river channel during postglacial times, rather

than alluvial deposits of the river itself.

The vertical hydraulic conductivity of four samples of
silty sand and gravel and one of fine sand and silt collect-
ed with a Shelby tube was estimated through constant-
head, triaxial permeameter tests. The geometric mean val-
ue for the five tests was 107 ft/d; the coefficient of varia-
tion of logarithms of the conductivity values was 7
percent, indicating that the range of measured values was
relatively small. The organic content of the samples, meas-
ured as volatile solids, ranged from 1.5 to 3.7 percent.

Vertical hydraulic-conductivity values determined by
laboratory tests are not representative of the riverbed de-
posits as a whole because only the silty sand and gravel
layers of low permeability within the riffles were selected
for analysis. These layers are probably discontinuous;
thus, the more permeable materials beneath the riverbed
provide continuous pathways for infiltration. Therefore,
the effective vertical hydraulic conductivity of the riverbed
deposits is probably greater than 103 fud.

ESTIMATION OF HYDRAULIC CONDUCTIVITY
OF RIVERBED AND AQUIFER

Ground-Water Flow Model

A finite-difference model developed for the U.S. Geo-
logical Survey by McDonald and Harbaugh (1988) to sim-

860 T T T T T T T T T T T T T
. - 4
u
> L 4
u
-~
< | 4
w
w
u>J I~ River stage
2
<« 850
'_
u
w L
('8
z n
i
Ia) -
=)
=
5 - 4
< A Ground-water levels
u 840 H —
g 1
b Y Y -
o« — ll Q ,\‘
2 L P / §
i -
« 1 \ ,' }vl\mssmg record
= = ! ~- y -/ .
< ]
< J -
-'.__.__./( “s.\..’/ -
830 | 1 l 1 1 1 | 1 i 1 1 1

OCT NOV DEC JAN FEB MAR APR MAY JUNEJULY AUG SEPT OCT NOV
1983

1984

Figure 7. Stage of Susquehanna River at Conklin and ground-water levels in obser-
vation well VO3 (250 ft from river), October 1983 through November 1984.
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ulate ground-water flow in three dimensions was used to
quantify hydraulic properties of the riverbed and aquifer
material and to estimate the quantity of river water enter-
ing the aquifer in response to pumping. The model solves
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790

a finite-difference approximation to the partial-differential
equation that describes the movement of ground water
through porous material, given in McDonald and Har-
baugh (1988):
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Figure 8. Seasonal variation in water temperature and river discharge, August 1984 to October 1985. A,
Ground-water temperature in well GP1B (50 ft from river). B, Temperature of the Susquehanna River at Con-
klin. C, Discharge of the Susquehanna River at Conklin.
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d (Kxxah) . B(Kyyah) . a(Kzzah) oh
ax2 ay2 622
where
x, y, and z are cartesian coordinates (L) aligned along
major axes of hydraulic conductivity, K, Kyy, and K,
@ry;

h is hydraulic head (L);

w is volumetric flux per unit volume
representing sources and (or) dis-
charges of ground water T,

Ss is specific storage of the porous
material (L’l); and

t is time (7).

The hydraulic-head distribution computed by the
model was then used to estimate the direction and rate of
ground-water flow between points within the aquifer. The
flow paths estimated from model output were then used to
delineate the catchment areas that contribute ground water
to the well fields and quantify sources of recharge to the
wells (Yager, 1986).

Model Grid and Layering

The sand and gravel aquifer is represented by a grid
that divides the aquifer-surface area into 50 rows and 42
columns (pl.1B; fig. 9) and consists of four layers (fig. 10).
The active area of the model represents about 0.68 miZ.
The grid was designed to simulate the steep hydraulic gra-
dient near the pumping centers in detail while minimizing
the total number of blocks in the model.

The vertical layering in the model was specified to
reflect the general composition of the aquifer material and
the placement of the screens in the production and obser-
vation wells (fig. 10). Model layers 1 and 2 represented
the upper 20 ft of the aquifer, in which layers of silty sand
and gravel of low permeability are prevalent. Layers 3 and
4 represented the more uniform lower 30 ft of the aquifer;
layer 3 was chosen to be 20 ft thick to correspond to the
depth of the production well screens in the Kirkwood well
field, and layer 4 was 10 ft thick. The screen depth of 27
observation wells monitored during an aquifer test at the
Kirkwood well field corresponded to either layer 1, 2, or
3. Local variations in saturated thickness or type of mate-
rial within a layer were accounted for by the distribution
of transmissivity values within the layer.

Boundary Conditions

The upper boundary of the model was specified as a
constant-flow boundary representing recharge from precip-
itation on the valley floor and recharge along valley walls
from upland runoff (pl. 1B). The contact between the strat-
ified drift and surrounding till was assumed to be a no-
flow boundary because the hydraulic conductivity of the

till is estimated to be 10° times lower than that of the sand
and gravel. A ground-water budget developed by Yager
(1986) indicates that upward leakage into the aquifer
through the till is negligible compared to recharge from
precipitation and runoff. Lateral boundaries across the val-
ley where ground water flows to or from the model area
are specified-head boundaries. Locations of lateral no-flow
and specified-head boundaries are shown on plate 1B.

Flow across the specified-head boundary is represent-
ed by the following equation:

Q=CH-h) )
where
the rate at which water enters or

is discharged at a block along
the boundary (LT 1),

C is the horizontal conductance of
the block (L2T ),

H is the head of the boundary (L);
and .

h is the head at the center of the
block (L).

The conductance, C, for each block along the bound-
ary is given by:
C = KA/l A3)
where

the horizontal hydraulic conduc-
tivity of the block (LT °!); (the
term ‘“hydraulic conductivity”
used hereafter refers to horizon-
tal hydraulic conductivity)

the cross-sectional flow area
(L?); and

the flow length between the
center of the block and the
model boundary (L).

Infiltration of river water into the aquifer and dis-
charge of ground water to the river were simulated as leak-
age through a semiconfining layer representing the riverbed
deposits. Riverbed altitudes were taken from channel cross
sections (Yager, 1986, pl. 1) measured by the U.S. Army
Corps of Engineers (1982, pl. A-2). River stages were de-
termined from these cross sections and adjusted in accord-~
ance with the measured stage at staff gage R2 (pl. 1).

Flow through the riverbed is also simulated through
equation 2, where the conductance (C) is defined by equa-
tion 3 with the horizontal hydraulic conductivity replaced
by the vertical hydraulic conductivity of the riverbed, X,
and the flow length, /, defined as the thickness of the
riverbed. Riverbed conductance per unit area was assumed
to be uniform along the reach and was estimated through
model calibration to be 0.1 d°! (Yager, 1986). The thick-
ness of riverbed deposits along the Susquehanna River
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may exceed 5 ft. Because the thickness of the riverbed
material at Kirkwood is unknown, an arbitrary value of 1
ft was assumed, and the vertical hydraulic conductivity of
the riverbed was computed to be 0.1 ft/d. Thus, if the true
thickness of riverbed deposits is 5 ft, the vertical hydraulic
conductivity would be 0.5 ft/d.

Hydraulic Properties

Blocks representing sand and gravel or sand and silt
deposits were assigned horizontal and vertical hydraulic
conductivity and storage values. Hydraulic conductivity

was assumed to be laterally isotropic. Initial estimates of
hydraulic properties were obtained from time-versus-draw-
down data recorded during three aquifer tests at the Kirk-
wood well field and from slug and bail tests conducted at
five piezometers (Yager, 1986). The general characteristics
of hydraulic properties obtained from trial-and-error cali-
bration are described in the following paragraphs.

Hydraulic Conductivity

Hydraulic conductivity of the sand and gravel aquifer
was distributed over five ranges between 500 and 10,000

34 30 20 10 6
8
GS11 8
— GS9 AB -
AB Drainage
° ditch
10
20
® Vo4
Gs3°®
z 30[%%'8. EXPLANATION 30
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5’ oGP2 PRODUCTION WELL
O o VO5 OBSERVATION WELL
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|
34 30 20 10 . 6
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Figure 9. Detail of model grid near Kirkwood well field.
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ft/d that were assigned to zones in each of the four model
layers. These values were based on analysis of drawdown
data from aquifer tests by analytical methods and model
calibration. Transmissivity zones were selected to repre-
sent lateral variations in aquifer thickness and were delin-
eated to correspond to local variations in hydraulic
gradient and distribution of measured drawdowns during
the aquifer test. Transmissivity values in each zone were
then divided by the thickness of the corresponding model
layer to obtain the hydraulic conductivity zones illustrated
in figure 11. Hydraulic conductivity of deposits bordering
the aquifer was distributed over two ranges between 50
and 5 ft/d. Hydraulic conductivity of sand and silt deposits
to the east of the aquifer was assumed from results of slug
and bail tests to be 5 ft/d; that of material in the landfill
adjacent to the aquifer and in an area of sand and gravel
less than 30 ft thick in Conklin was estimated through cal-
ibration to be 50 ft/d (fig. 11A).

The highest hydraulic conductivity value (10,000 ft/d
in zone 7 of layer 3, fig. 11C) corresponds to a layer of
sand and gravel tapped by the Kirkwood production well
GP1. Hydraulic conductivity near production well GP2

(zone 3 of layer 3, fig. 11C) was decreased to a value of
500 ft/d to simulate 6.7 ft of drawdown measured 20 ft
from GP2 when operating at 1,000 gal/min; 2.3 ft of draw-
down was measured 20 ft from GP1, which was pumped
at the same rate. Hydraulic conductivity in layers 2 and 4
(fig. 11B, D) near the Kirkwood well field ranged from
500 to 2,000 fud, close to the values obtained from the
aquifer-test analysis. Hydraulic conductivity of layer 1
ranged from less than 10 to 500 ft/d.

Anisotropy

The horizontal hydraulic conductivity of the sand and
gravel aquifer is much greater than its vertical hydraulic
conductivity because silty sand and gravel lenses restrict
the vertical movement of water. The ratio of horizontal to
vertical hydraulic conductivity, hereafter referred to as an-
isotropy, was estimated to be 250:1 in layers 1 and 2 (up-
per part of the aquifer) and 125:1 in layers 3 and 4 (the
lower part).

Vertical leakage of ground water between adjacent
model layers was calculated from

E o< o . ~ E’
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where

9,
Ah

0, = Crhh @) 1 1
v —_— = 2-—— I = 1,2 (5)
Cr 1oF
is vertical flow (L3T"1); where
is the difference in head between G is the vertical hydraulic conduc-

the center of upper and lower
blocks (L); and

is the hydraulic conductance be-
tween model layers, defined as t L
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where

Kv; is the vertical hydraulic conductiv-
ity of layer i (LT 1);

A is the area of the block (L?); and

L; is one-half the thickness of layer i

@.

Storage Coefficient and Specific Yield

All layers in the model except layer 1 are confined by
the overlying model layers, and a storage coefficient of
1073 was specified for each on the basis of results of the
aquifer-test analysis. Layer 1 represents the upper part of
the sand and gravel, which is unconfined except where it
is overlain by riverbed deposits. (See pl. 1B.) A specific
yield of 0.25 was specified for the unconfined areas in lay-
er 1, and a storage coefficient of 10”3 was used for the
area beneath the river.

Model Calibration

The model was calibrated through simulation of tran-
sient conditions during a 23-hour aquifer test performed at
the Kirkwood well field in October 1984. Water levels re-
corded in 27 observation wells were compared with the
drawdown distribution obtained in the transient-state simu-
lation to assess the model’s ability to represent the ground-
water system.

Transient-state simulations represented a period of 23
hours when wells GP1 and GP2 (fig. 9) were each pumped
at a rate of 1,000 gal/min at the end of an 8-hour recovery
period that followed a 24-hour period of production-well
operation. Application of the method of Neuman (1975)
indicates that water levels recovered to more than 90 per-
cent of the prepumping levels in most of the wells, and
that residual drawdown in wells closest to the pumped
well (20 ft) was less than 0.1 ft at the beginning of the
aquifer test.

Simulated drawdowns were compared with measured
drawdowns in 27 observation wells after 23 hours of
pumping (table 1) when the expansion of the drawdown
cone had been slowed by the delayed yield described by
Neuman (1975). The large number of observation wells
used provided good definition of the drawdown distribu-
tion, but the measurement of drawdowns over time could
be made.in only a few wells. Therefore, the model was
calibrated to the position of the drawdown cone recorded
23 hours after the start of the test. Simulated and observed
drawdowns were compared directly through the principle
of superposition (Reilly and others, 1984), and the initial
heads throughout the aquifer system and the recharge rate
were assumed to be zero.

The hydraulic properties of the aquifer were adjusted
by trial and error during model calibration. Improvements
in model results were identified (1) through comparison of

Table 1. Drawdowns after 23 hours of pumping computed by
transient-state simulation of aquifer test in October 1984 at
Kirkwood well field

[All values in feet. Locations shown on pl. 1]

Observation Model Observed Computed  Percent
well layer values values  difference
GS3----mmmeee 2 1.37 1.39 14
GS4----n-eme- 3 1.42 1.37 -39
GS5 -~ 2 74 .63 -14.9
GS6------memem- 1 0 0 0
GS7----=mmmmmm- 2 1.18 1.12 -=5.1
GS9A - 2 .85 .89 4.7
GS9B --—------ 3 1.23 1.11 -9.8
GS10 --~------- 2 1.56 1.15 -26.3
GS11A ~-——- 2 1.20 .90 -25.0
GS1iB ~------- 3 1.08 1.15 6.5
GS12 -~ 1 0 01 0
GS13 ---meeee 1 0 0 0
GS14A - 2 1.16 .80 -31.0
GS14B -------- 3 1.16 .99 -14.7
GSI15A -~ 2 1.07 1.33 243
GS15B -------- 3 1.63 1.86 14.1
GS16A ~---—--- 2 1.49 1.20 -19.5
GS16B ~----—-- 3 1.53 1.59 39
GS17 -~ 1 0 0 0
GS18 -~ 1 0 0 0
GS19 -—=--emem 1 0 0 0
GP1B---------- 3 2.34 2.65 13.2
GP2B----aeeeee 3 6.73 3.95 -41.3
P1B ----~eeeeee- 1 1.30 1.06 -18.5
P2 1 1.26 1.02 -19.0
P3A --—ereeeee 1 1.06 1.01 -4.7
P3B - 3 1.30 1.62 246
rms difference 17 percent

! Based on observed drawdown.

differences (residuals) between the computed and observed
drawdowns, and (2) through comparison of the sum of
squared errors (SSE), defined as

SSE = 3(AE)? Q)

where

AE is the absolute error (observed val- -
ue minus predicted value) for
each observation well,

and (3) the root-mean-square (rms) difference, defined as

% (AE/obs)?\ "
rms = (._______0__8__) (8)
n
where
n is the number of observation
wells, and
obs is the observed value.

The rms difference in computed drawdowns was 17
percent, and the maximum difference between computed
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and observed drawdowns was -2.8 ft at well GP2B (fig.
9). Absolute error was 0.3 ft or less at all but six wells.

Computed drawdowns (figs. 12, 13) corresponded
closely to the drawdowns measured in observation wells.
Measured drawdowns of at least 1.0 ft extended more than
400 ft laterally beneath the Susquehanna River west of the
well field and more than 800 ft toward the south. The
smaller drawdowns across the river indicate that the river
acts as a leaky recharge boundary that supplies water to
the well field.

A graph of residuals in relation to computed draw-
downs (fig. 14) shows that large drawdowns are overesti-
mated and small drawdowns are underestimated. One
exception is at observation well GP2B, where a large
drawdown of 6.7 ft was underestimated. This well is in an
area near production well GP2, where the estimated hy-
draulic conductivity is much lower than that of the sur-
rounding area. The lateral distribution of residuals in the
upper and lower aquifers (fig. 15) shows that drawdowns
in the upper part of the aquifer (layers 1 and 2) are gener-
ally underestimated, whereas those in the lower part (lay-
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ers 3 and 4) are overestimated. This graphical analysis
indicates that the residuals are correlated and that the
drawdowns computed by the calibrated model are biased.

The estimated values for the hydraulic properties of
the aquifer material yield a relatively low residual in terms
of the rms difference. The bias mentioned previously indi-
cates that some of these values or the pattern of their dis-
tribution is incorrect, however. An alternative set of values
could probably be used to obtain equally low model error
and less bias. Sensitivity analysis and nonlinear regression
analysis, discussed later, were used to develop an alterna-
tive set of values.

A separate transient-state simulation was run to com-
pare drawdowns measured during a previous test at the
Kirkwood well field in February 1984 with drawdowns
computed by the calibrated model. Plots of drawdown as a
function of time are shown in figure 16 for two observa-
tion wells 30 ft from production well GP3 (fig. 9), which
was pumped at 2,000 gal/min. Observation wells GS8A
and GS8B have 5-ft screens that are set above and oppo-
site the production well screen, respectively. The simulated

EXPLANATION

...... AQUIFER BOUNDARY IN LAYER 1
——— TILL BOUNDARY

CONSTRUCTION LANDFILL

—0.4— LINE OF EQUAL DRAWDOWN
SIMULATED BY FLOW MODEL—
Contour interval 0.2 foot

-2 OBSERVATION WELL—Number
is measured drawdown in feet

£——E' GEOLOGIC SECTION

Figure 12. Distribution of drawdowns in model layers 2 and 3 computed by transient-state simulation of October 1984 aquifer

test. Cross sections are shown in figure 13.
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drawdowns closely match those observed 100 min after
the start of the test, indicating that the calibrated values of
hydraulic conductivity are reasonable estimates. The simu-
lated drawdowns do not match the early drawdowns as
well, indicating that the calibrated value of the storage co-
efficient may not be as accurate.

Simulation of Ground-Water Withdrawals

The calibrated model was used to simulate steady-
state ground-water flow to production wells in the Kirk-
wood and Conklin well fields to delineate the catchment
area associated with each well field and to estimate the
quantity of flow from various points of recharge within the
Kirkwood catchment area. The steady-state simulation rep-
resented conditions in October 1984, when the aquifer sys-
tem was at a short-term equilibrium and water levels were
not changing. Because the aquifer responds rapidly to
changes in river stage, usually within a few days, ground-
water levels fluctuate throughout the year. River discharge
was relatively constant during the late summer and early
fall of 1984 (fig. 8C), however, and river stage fluctuated
less than 0.2 ft during the first half of October 1984 (fig.
17). The average recharge rate of 22 in/yr reported for this
area by Randall (1977) was reduced to 9 in/yr in the cali-
brated steady-state simulations to match the seasonally
low water levels measured in October 1984.

The simulated flow direction and points of recharge
to production wells are shown by a flow net (fig. 18); hy-
draulic-head contours for layer 1, which represents the
water table, are shown separately in figure 19. The flow
net is based on streamlines constructed from flow rates
simulated through each model block. Flows across row
and column boundaries were summed for each model lay-
er to obtain a two-dimensional representation of the flow
system (Yager, 1986, fig. 21). The spacing of the stream-
lines around the pumping wells in figure 18 was chosen
such that the rate of ground-water flow between any two
streamlines is the same. The size of the well-field catch-

ment areas defined by the flow net for well GP1 in Kirk-

wood is 250 acres (0.39 mi?); that for well C2 in Conklin
is 51 acres (0.08 mi?).
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=

Figure 14. Difference between observed drawdowns and
drawdowns computed by transient-state simulation, plotted
in relation to computed drawdowns.
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Figure 15. Distribution of differences between observed
drawdowns and drawdowns computed by transient-state
simulation in upper and lower parts of aquifer.
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Recharge within the catchment area of The Kirkwood
well field was estimated from the ground-water budget
computed by a steady-state simulation of ground-water
withdrawals in October 1984. Recharge includes (1) direct
recharge from precipitation, (2) infiltration from tributary
streams, (3) induced infiltration from the Susquehanna
River, and (4) underflow through model boundaries (table
2). The major source of recharge (58 percent) was infiltra-
tion from the river.

Sensitivity Analysis

Sensitivity analysis of a numerical model entails a se-
ries of simulations in which the values for selected aquifer
properties are varied over a specified range. These proper-
ties are constants in the equation of ground-water flow (eq
1) and are referred to as model parameters. The sensitivity
of the model to the change in value of a given parameter
1s measured by the resulting change in head or drawdown.
The model is said to be sensitive to a parameter if a

change in the value of that parameter results in a signifi-
cant change in head. Model calibration cannot be used to
estimate parameters to which the model is insensitive.
Despite the usefulness of a sensitivity analysis in
evaluating estimates of parameter values, it has several
practical limitations. For example, the aquifer properties
being evaluated are generally varied independently; thus,
the effect of a simultaneous change in two parameters is
not considered. Although two or more parameters could
be varied simultaneously, the results are difficult to inter-
pret. In addition, the flow region is typically divided into
several zones during model calibration, and a constant
value is assumed for each property throughout the entire
zone. The sensitivity of the model to the shape and num-
ber of these zones cannot be determined if the zonation
pattern remains constant during sensitivity analysis. A
third difficulty is in interpreting model sensitivity from the
given range of aquifer-property values. A model may be
sensitive to changes in hydraulic-conductivity values over
one or two orders of magnitude but sensitive to changes
in a specified-head boundary of only a few feet. There-
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Figure 16. Drawdown as a function of time in observation wells GS8A and GS8B measured
during February 1984 aquifer test and computed by transient-state simulation with calibrated

model.
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Figure 17. Daily mean gage height of the Susquehanna River at Conklin, October 1984.
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Table 2. Recharge to Kirkwood well-field catchment from
major sources during October 1984

[Recharge values are in million gallons per day]

Percentage
Source of recharge Volume of total
Direct recharge from precipitation ---------  0.16 15
Infiltration from tributary streams ~--------- .03 3
Infiltration from the Susquehanna River - .63 58
Underflow across model boundaries ------- .26 24
Total 1.08 100

Size of catchment area = 0.39 square mile

boundaries, and flow to the pumped well was derived pri-
marily from storage. Thus, lateral flows to and from the
modeled area were unaffected by the simulated aquifer
test.

Values for the five aquifer properties listed in table 3
were varied in transient-state simulations of the October
1984 aquifer test at the Kirkwood well field. A total of 26
simulations were run. The zonation pattern used in the
model was fixed, and the ratio of the anisotropy of the
upper part of the aquifer (layers 1 and 2) to the lower part
(layers 3 and 4) was held constant. The zone of maximum
hydraulic conductivity in the aquifer (Kp,,,) is zone 7 in
layer 3 (fig. 11C).

Residuals

The model was quite sensitive to changes in three pa-
rameters: anisotropy, vertical hydraulic conductivity of the
riverbed, and maximum hydraulic conductivity of the ag-
uifer (fig. 20). The smallest residuals were obtained over a
narrow range in anisotropy (Kj,,), increasing from 18 per-
cent to 35 percent as anisotropy was increased by a factor
of 2, Model error was sensitive to decreasing the value of
maximum hydraulic conductivity of the aquifer (K,,,,) and
to increasing the value of vertical hydraulic conductivity
of the riverbed (K,). Decreasing K., by 80 percent from
10,000 to 2,000 ft/d increased the rms difference from 18
percent to 30 percent, but no values were tested above
10,000 ft/d. Decreasing K, had little effect on the residu-
als, but increasing K, fivefold from 0.1 to 0.5 ft/d in-
creased the rms difference from 18 percent to 25 percent.

Model sensitivity to changes in storage coefficient
and specific yield is time-dependent. Observed drawdowns
that were used to calibrate the model were measured after
the early drawdowns associated with the storage coeffi-
cient had stabilized but before the late drawdown associat-
ed with specific yield had occurred. This condition is
illustrated on the type curve describing drawdowns pro-
duced by pumping production well GP1 with o = 0.004,
the ratio of storage coefficient to specific yield, computed
with values obtained through model calibration (fig. 21).

Table 3. Aquifer properties investigated in sensitivity analysis

Property Symbol
Vertical hydraulic conductivity of riverbed ------------— K
Maximum hydraulic conductivity of aquifer material -~ K_. .
Anisotropy of aquifer material (ratio of horizontal to
vertical hydraulic conductivity) ------------~-==naem Kin
Storage coefficient
Specific yield S,

The time of measurement at observation well VO3
(200 ft from the production well) is located along the flat
portion of the type curve that corresponds to a period in
which the drawdown was temporarily constant. The length
of the flat part of the curve is related to the value of o
(Neuman, 1975, p. 33). Type curves for o = 0.04 and
0.0004 (fig. 21) indicate that changing the value of o over
the range considered in the sensitivity analysis would
cause only small changes in computed drawdown at the
time of measurement. Therefore, the drawdown data used
in model calibration provide little information on the value
of storage coefficients or specific yield.

Distribution of Model Sensitivity

Sensitivity in terms of the rms difference is a measure
of the average effect of changes in parameter values over
all observation points. If the rms difference is to be an
accurate measure of model sensitivity, the observation
points should be in sensitive areas of the model. Model
sensitivity may also be time dependent in the transient-
state simulations that were used to calibrate the model, but
this effect was not investigated.

The lateral variation of model sensitivity is illustrat-
ed in figure 22, which shows changes in the drawdown
distribution that result from changes in three parameters
to which the model is most sensitive—K|, K;..,, and K.
The contours represent the difference between the draw-
down distribution computed from the calibrated value and
the distribution computed from an arbitrary value that in-
creased model error. The area of greatest model sensitivi-
ty to changes in vertical hydraulic conductivity of the
riverbed (K,) was beneath the river in layer 1 (fig. 224);
the sensitivity of lower model layers in this area was
much smaller. The three observation points in the river
yield the best information for estimating K, because they
are within the area that is most sensitive to this parame-
ter. The area of greatest model sensitivity to changes in
maximum hydraulic conductivity of the aquifer (K,,,)
was in layer 3 near the pumped wells and near the south-
ern edge of the drawdown cone (fig. 22B). These areas
contain several observation points. Model sensitivity to
anisotropy (Kj,,) extends over a wide area in layer 3 (fig.

220).
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Sensitivity of Steady-State Model

Steady-state simulations of the short-term equilibrium
period in October 1984 were used to investigate the sensi-
tivity of simulated infiltration from the river and well-field
catchment-area size to changes in the three parameters to
which the model was sensitive in transient simulations—
hydraulic conductivity of the riverbed, maximum hydrau-
lic conductivity of the aquifer, and anisotropy.

River Infiltration to Well Field

Changing anisotropy or maximum hydraulic conduc-
tivity had little effect on the percentage of river water in
water pumped from the Kirkwood well field (fig. 23).
Changing vertical hydraulic conductivity of the riverbed
(K,) affected the predicted volume of recharge through
river infiltration significantly, however. Decreasing K, ten-
fold to 0.01 ft/d reduced river infiltration to less than 10
percent of the water pumped by the Kirkwood well field,
and increasing it tenfold to 1.0 ft/d increased the contribu-
tion of river infiltration to almost 70 percent of the amount
pumped. Increasing K, above 1.0 ft/d had little effect be-
cause the vertical hydraulic conductivity of the aquifer
material (2.0 ft/d) became the limiting factor.

Sensitivity analysis suggests that steady-state simula-
tion is sensitive to K values over two orders of magnitude
(0.01 to 1.0 ft/d), whereas transient-state simulation is in-
sensitive to values of K, below 0.1 ft/d. This apparent con-
tradiction is due to the effect of the storage terms in

lowering the K, value tenfold from 0.1 ft/d to 0.01 ft/d
increased drawdowns in transient simulations by about 0.7
ft in the sensitive model area in layer 1 (fig. 224). The
same change in K increased the head difference between
steady-state simulation of pumping and nonpumping con-
ditions by 2.3 ft, however, which suggests that the value
of K, is best estimated by steady-state simulation or by
transient-state simulation representing a longer time period
than the 1-day interval used.

Size of Well-Field Catchment Area

The sensitivity of the Kirkwood well field’s catch-
ment-area size to the value of K is shown in figure 24.
Increasing K, tenfold to 1.0 ft/d decreased the size of the
catchment area so that it did not extend across the river,
and decreasing K tenfold to 0.01 ft/d increased the size of
the catchment area to include nearly the entire modeled
area. Uncertainty in the value of K, is the most limiting
factor in model delineation of the catchment area because
the catchment area is relatively insensitive to the other pa-
rameters.

Nonlinear Regression

Ground-water flow simulations solve the following
flow equation:

transient-state simulation, which represented additional Dh=q ®
sources of ground water that compensate for the decreased =~ where
river infiltration with decreasing values of K. As a result, h is a vector of hydraulic head;
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Figure 21. Type curves relating drawdown to time in a fully penetrating observation well (VO3), for values of o

(ratio of storage coefficient to specific yield) included in sensitivity analysis, calculated by Neuman’s method (1975)

to account for partial penetration in production well GP1.
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=)

is a coefficient matrix involving
aquifer properties, such as hy-
draulic conductivity or trans-

missivity; and
q is a vector of ground-water sourc-

es and (or) sinks.

If ground-water sources and (or) sinks and hydraulic
heads everywhere in the aquifer could be measured direct-

ly, then a single coefficient matrix D representing aquifer
properties could be calculated explicitly from the flow
equation. Unfortunately, this is not the case, and numerical
simulation is used to estimate aquifer properties in D from
limited information on hydrogeology and measured water
levels. The common approach is to adjust the values of
aquifer properties until the difference between measured
water levels and those calculated from the flow equation is
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Figure 22. Change in simulated drawdown resulting from
changes in values of aquifer properties in sensitivity analy-
sis. A, In layer 1, vertical hydraulic conductivity of riverbed
(K;) increased from 0.1 to 1 ft. B, In layer 3, maximum hy-

drauic conductivity of aquifer (K,,,,) decreased from 10,000
to 2,000 ft/d. C, In layer 3, anisotropy (K}4) increased from
125 to 250 in lower part of aquifer and from 250 to 500 in
upper part.
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minimized. This trial-and-error process is known as model
calibration.

Although values of aquifer properties change as a
continuous function throughout the aquifer system, they
are represented in numerical models of ground-water flow
as a discrete function, that is, by zones with constant val-
ues. Estimating values of aquifer properties with ground-
water flow models involves identifying the zonation pat-
tern (the shape and number of zones) for each property
and the value of the property in each zone.

Simulation of heads by ground-water flow models has
two inherent sources of error—model error resulting from
simplification of aquifer dimensions and heterogeneity,
and estimation error resulting from uncertainty as to the
value of the aquifer properties. Increasing the number of
parameters in a model will generally decrease model error
but will increase the estimation error (Neuman, 1973; Yeh,
1986). Thus, the modeler’s task is to select a sufficient
number of parameters to approximate the aquifer system
correctly but to keep this number small enough that the
assigned values are reasonably correct.

Several investigators have suggested alternative meth-
ods for estimating aquifer properties with the flow equa-
tion (eq 9). Instead of solving this equation for hydraulic

head h, these methods solve for values of the hydrogeo-
logic parameters in the coefficient matrix D on the as-
sumption ‘that the head distribution is partly known.
Solving the ground-water flow equation in this way is
known as the ground-water inverse problem. Yeh (1986)
summarizes several methods that have been developed to
solve the ground-water inverse problem.

This study used a method developed by Cooley
(1977) that uses nonlinear regression. An advantage of this
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method is that it allows the use of statistical techniques to
test model fit and the validity of assumptions as well as
the reliability of the estimated values. Nonlinear regres-
sion is used in place of linear regression because the flow
equation is generally nonlinear with respect to the hydro-
geologic parameters. To simplify mathematical calcula-
tions, the nonlinear equations are linearized under certain
assumptions; Cooley and Naff (1990, p. 61-71) discussed
these in detail.

Cooley and Naff (1990) use the Gauss-Newton meth-
od to obtain the regression solution to the flow equation
through the sensitivity matrix X, which is derived by dif-
ferentiating the flow equation with respect to the hydroge-
ologic parameters. In mathematical terms X is an n x p
matrix defined as

oh, oDh,
-1} @ =
X, = _b' -D lligbﬂ___l}
3b; ;9 (10)
i=1.,n j=1...p
where
b; is one of the p hydrogeologic pa-
rameters included in set b, and
n is the number of observations of

hydraulic head.

Cooley and Naff’s method was modified for applica-
tion to the three-dimensional model investigated in this
study through estimation of the sensitivity matrix with a
perturbation technique. Model sensitivities corresponding
to a parameter b; were approximated by:

oh; K, (b+AbX) -k (b)

i=1..n @11

ab. Ab,

J J
where
Ab; is a small increment of b;;
Ij is the jth unit vector;
hy is the hydraulic head computed
with parameter set b; and

K is the hydraulic head computed

with the perturbed parameter b;
in b.

Values of h(b) and h'(b + AbJ;) were obtained from the
three-dimensional model. Simulations were run in which
each parameter was perturbed individually, so that p + 1
simulations were needed to compute the sensitivity matrix
for one iteration of the Gauss-Newton method (Cooley
and Naff, 1990, p. 62). The value of Ab; ranged from 1 to
5 percent and was chosen such that at least half the sensi-
tivities for each parameter were not zero. These model
sensitivities are analogous to those obtained in the previ-
ously discussed sensitivity analysis but are better approxi-
mated through use of a small perturbation.

The initial set of values b, used in the regression anal-
ysis was the best set obtained with the calibrated model. A
four-step algorithm was used to solve the nonlinear regres-
sion written in terms of parameter set b, at iteration

1. Calculate heads h at the n observation points with the
ground-water flow model.
2. Estimate model sensitivities, ahlabj, for each parameter
b(j=1....p):
a. Perturb b; by Ab;
b. Calculate h' with the ground-water flow model
c. Calculate oh/db; = (h' — h)/Ab;
3. Compute b,.; from the regression solution through
MULREG, a FORTRAN 77 program given in the appendix.
4.1If |b, — b, ;> 0.01, return to step 1; otherwise the proc-
ess has converged.

Application

The zonation pattern obtained through trial-and-error
calibration (fig. 11) was assumed to correctly represent the
distribution of hydraulic properties of the aquifer materials.
The number of parameters in the nonlinear regression was
minimized by selecting six model parameters to which the -
model was most responsive in the sensitivity analysis.
These parameters, the values obtained through calibration
and regression, and their degree of error are summarized in
table 4. The vertical hydraulic conductivity of the riverbed
was estimated by the parameter K. Anisotropy (the ratio of
horizontal to vertical hydraulic conductivity) was estimated
for the upper part of the aquifer (layers 1 and 2) and the
lower part (layers 3 and 4) as Ky, and Ky, respectively.
Hydraulic conductivity of the aquifer was represented by
three parameters. Maximum and minimum values in layer
3 (Kppax and K,;;,) were both initially included in the re-
gression, but K., was later held at a constant value to
facilitate convergence of the method. The remaining hy-
draulic-conductivity zones were represented by a single pa-
rameter (Kpa) by changing their values during the
regression in proportion to changes in Ky,.. Hydraulic
conductivity values of 50 ft/d or less were held constant
during the nonlinear regression.

Three parameters (Kppq, Kpax, and Ky,e) met the
convergence criterion of 1 percent, but the two for which
the coefficients of variation were large (K, Kp2) did not.
The procedure was terminated after 19 iterations because
the values remained relatively stable from one iteration to
the next (fig. 25), and the model was insensitive to the
parameters that had not converged.

Drawdowns

The drawdown distribution computed by transient-
state simulation from the optimum values obtained by
nonlinear regression (fig. 26) was similar to that computed
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Table 4. Values of aquifer properties obtained through nonlinear regression

[—, value not estimated]

Coefficient
Aquifer Calibration Regression Standard of variation'
property Symbol estimate estimate error (percent)
Vertical hydraulic conductivity of riverbed (ft/d) —----—-----—  K_ 0.10 0.002 0.042 2,100
Anisotropy:
Upper aquifer Ko 250 350 66 19
Lower aquifer W2 125 2 45 2,300
Horizontal hydraulic conductivity of aquifer (ft/d):
Value for zone 7 in layer 3 K ax 10,000 13,000 5,800 45
Value for zone 3 in layer 3 Kiin 500 210 —_ —
Base value for all other zones Kace 500 670 96 14

1 Coefficient of variation = (standard error x 100)/regression estimate.

from the values obtained by trial-and-error calibration (fig.
12). Drawdowns computed from the regression values ex-
tended farther across the aquifer because the hydraulic
conductivity of the aquifer was greater, and that of the
riverbed was lower. The drawdowns simulated by the two
sets of values differed by less than 0.2 ft except at obser-
vation well GP2B, where drawdown increased from 4.5 ft
to 7.0 ft. The residuals shown in table 5 indicate that the
regression technique gave a better fit to the observed data,
largely because of the improvement in the computed draw-
down for GP2B. The sum of squared errors and the error
variance of the residuals were each reduced by an order of
magnitude from 6.1 to 0.6 ft? and 0.43 to 0.04 fi?, respec-
tively. The standard error of the residuals divided by the
range in measured drawdowns is 13 percent.

Estimated Values

Values of aquifer properties obtained through nonline-
ar regression and their standard errors are given in table 4.
Standard errors are measures of uncertainty and are equal
to the square root of the variance in an estimate, given as
the main diagonal of the covariance matrix shown in table
6. Coefficients of variation for K| and K}, exceed 2,000
percent, indicating a large degree of uncertainty in these
parameters. In contrast, the values for the remaining three
parameters (Kpp1, Kpax, and Kp,ee) were relatively well
estimated, with coefficients of variations less than 50 per-
cent.

The coefficients of variation (table 4) obtained from
the nonlinear regression indicate that the model is suffi-
ciently sensitive to estimate hydraulic conductivity of the
aquifer (K. and Kj,..) and anisotropy of the upper part
of the aquifer (Kp,1). The model is insensitive to anisotro-
py of the lower part (Kj,.,), however, because observed
data do not define the vertical gradient between the upper
and lower parts. The conductance between the two is lim-
ited by the smaller value of K}, and thus provides no
information on the value of Kj ;.

The model is also insensitive to the vertical hydraulic
conductivity of the riverbed (K,) because the value is
small enough that the river boundary has little effect on
drawdowns during the 23-hour aquifer test. This implies
that recharge through induced infiltration during the simu-
lated aquifer test was negligible compared to releases from
storage within the aquifer.
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The correlation between pairs of model parameters is
computed from the covariance of each pair (Cooley and
Naff, 1990, p. 25). The covariance and correlation matri-
ces computed by MULREG (see appendix) are given in
table 6 for the regression estimates shown in table 4. Little
correlation is evident among the various' aquifer proper-
ties. Anisotropy of the upper part of the aquifer (K} 1) is
slightly correlated (r = 0.74) with hydraulic conductivity
of the aquifer (Kp,s) because higher values of hydraulic
conductivity of the aquifer are compensated in the regres-
sion by increasing the anisotropy, which decreases the
conductance between model layers. Anisotropy of the up-
per and lower aquifer layers, Ky ;,; and K}, are negative-
ly correlated (r = -0.65) because if one increases, the
other must decrease to maintain a given flow.

Model Sensitivity

Sensitivity of the model to changes in the respective
parameter values can be compared directly from contour

plots of scaled sensitivities Z;;, defined as

Zj=bXgi=l.,mj-l.,p (12)

Table 5. Statistics of residuals obtained by calibration and
nonlinear regression

Calibration Regression
Measure estimates estimates
Root-mean-square error ---~----~--- 0.17 0.12
Sum of squared error -----------~--- 6.08 .62
Error variance -------==-=--e--meoamnm 43 .04
where

Z and X are computed for each of the m active
blocks in the model.
These plots are similar to those shown in figure 22 except
that the contours are more accurate because a smaller per-
turbation'in parameter values was used to compute them.
The plots shown in figure 27 indicate that the aquifer is
most sensitive to the hydraulic conductivity of the aquifer
(Kpase» fig. 274, B) and anisotropy of the upper part of the
aquifer (Kpyq, fig. 27C, D). Sensitivities associated with
Kpase are highest near the production wells; those associat-
ed with Ky, are highest on the other side of the river.
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Table 6. Correlation and covariance matrices for optimum values obtained through regression analysis

[Shaded area is correlation matrix; unshaded area is variance-covariance matrix]

Kh/vz K

max Kbase

Variable K, Khpt

R 0.0018

| App— 2436

Kppyp — -9016 )
K, ——— =7535 —6.450 x 10
Ky  —1.641 4753 x 103

8.380 x 10*
-9.973 x 102

3421 x 10

~1.148 x 105 9,290 x 103

The latter pattern is probably related to a zone of low hy-
draulic conductivity in layer 1 (fig. 11A) that extends into
the area of high sensitivity, indicating that the zonation
pattern affects the model sensitivity. Sensitivity to K., is
highest near the production wells and at the periphery of
the drawdown cone in the zone for K, (fig. 27E, F).

Statistical Analysis

Two assumptions upon which the nonlinear regression
method is based are that (1) the model is correct, that is,
the flow equation (eq 9) together with the zonation pattern
and boundary conditions adequately represent the aquifer
system, and (2) the residuals between observed heads and
those computed from the set of estimated values can be
considered a set of uncorrelated random variables with
zero mean and constant variance. These assumptions can
be checked indirectly by analyzing the distribution of re-
siduals. In addition, if the residuals are normally distribut-
ed and the model is linear among parameters near the set
of optimum values, then statistical techniques described by
Cooley and Naff (1990) can be applied to determine confi-
dence limits for the estimates of aquifer properties and the
predicted heads. Normal probability plots can be used to
test the assumption of normality, and Beale’s measure can
be calculated to indicate the degree of nonlinearity in the
model (Cooley and Naff, 1990, pp. 167 and 187).

Analysis of Residuals

Bias apparent in the drawdowns computed by the re-
gression model (fig. 28) is less pronounced than in those
computed by the calibration model (fig. 14). Much of the
correlation among the residuals that remains can be ex-
plained by proximity to the pumped wells because draw-
downs in the upper part of the aquifer are underpredicted,
while those near the production well screen in the lower
part of the aquifer are overpredicted (fig. 29). The bias in
the regression results indicates that the assumption of
model correctness is not strictly fulfilled. Therefore, pa-
rameter values and standard errors computed from the re-
gression are only approximate. The regression results are
still useful in illustrating the uncertainty in the calibrated
model, however. Model bias may be reduced by incorpo-

rating additional parameters into the regression or by
changing the zonation pattern used in the model.

Residuals were plotted on graphs to test the assump-
tions that they were uncorrelated and normally distributed.
Normal probability plots were prepared for (1) the residu-
als, e; (2) four sets of uncorrelated, random normal devi-
ates, d;, with the same mean and variance as e; and (3)
four sets of simulated residuals, g;, with the same covari-
ance structure as e, following the procedure described by
Cooley and Naff (1990, p. 169). The plots (fig. 30) are
graphs of cumulative frequency, F;, in relation to values of
e,d, and g,

SR 13
; el i 1...,n (13)
where
m; is the number of values of e less
than or equal to value of e;; and
n is the number of observations.

Four sets of values were computed for d and g by the
FORTRAN 77 program RESAN (Cooley and Naff, 1990,
p. 176). '

The plots for d and g (fig. 30B, C) are similar, which
indicates that the distribution of e is not greatly affected
by correlation and unequal variance. The slope of the plot
for e (fig. 304) differs slightly from the average slope of
plots of g (fig. 30C), however, which suggests that e does
not strictly conform to a normal distribution.

Beale’s Measure

The assumption of model linearity was tested by
Cooley (1979) using Beale’s measure to estimate the de-
gree of model nonlinearity. The procedure entails solving
the nonlinear model and a linearized version through use
of several parameter sets b defined in the vicinity of the
optimum values b°. These solutions are used to calculate
Beale’s measure (N°,), a ratio whose magnitude is related
to the discrepancy between solutions obtained with the
nonlinear and linearized models. Beale’s measure is com-
pared with two criteria (Cooley and Naff, 1990, p. 189):

1. If
N°y > 1/F, (p,n-p) (14)
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where F(p, n - p) is the upper a quantile of the F distri-
bution with p and n - p degrees of freedom, then the
model is too nonlinear to apply linear statistical tech-
niques.

2.If
N°, < 0.09/F, (p, n - p) 15)

the model is effectively linear.
Beale’s measure was computed by FORTRAN 77

program BEALE (Cooley and Naff, 1990, p. 190). A value:

of 0.27098 was obtained from drawdown distributions
computed from 10 parameter sets b corresponding to max-
imum and minimum values of the five regression parame-
ters. The parameter sets were selected at the edge of the
95-percent joint confidence region as suggested by Cooley
and Naff (1990, p. 189) and calculated by equation 5.6-14
of Cooley and Naff (1990, p. 174). The value of the F
distribution at the 95-percent joint confidence level with 5
and 14 degrees of freedom (F( ¢5(5,14)) is 2.96. Therefore,
Beale’s measure for the regression model (0.27098) is be-
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low the upper criterion of 0.338 but above the lower crite-
rion of 0.0304. This suggests that some degree of
nonlinearity is present in the model, so that confidence
limits for the estimated values computed with standard
statistical techniques will be approximate.

Confidence Levels for Regression-Estimated Values

Computation of confidence intervals for regression
parameters was discussed by Cooley and Naff (1990, p.
173). Their method assumes that the model is correct and
linear in the vicinity of the optimum set of values and that
the residuals are uncorrelated and normally distributed.
The assumption of linearity is not met by the regression
model, and the bias in the residuals indicates that the mod-
el is only approximately correct. In addition, although the
distribution of residuals appears to be uncorrelated, it may
not strictly fulfill the assumption of normality. Therefore,
confidence intervals were computed to illustrate the meth-
od of Cooley and Naff and to qualitatively describe the
reliability of the estimated values.

Confidence intervals at the 95-percent confidence lev-
el were computed for each parameter individually and
from the joint confidence region for the entire parameter
set (table 7). Inspection of the confidence intervals indi-

cates that values of anisotropy of the upper part of the
aquifer (Kp,y1) and hydraulic conductivity (Kp,ee) are con-
strained over relatively small ranges, whereas values of
the maximum value of hydraulic conductivity (Kj,,4) may
fall over a much larger range. Values for vertical hydraulic
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conductivity of the riverbed (K;) and the anisotropy of the
lower part of the river (Kj,,,) are not well estimated, and
the confidence intervals associated with them are large.
The approximate nature of the linearized confidence re-
gion is indicated by the negative values of K, and Ky,
included within the confidence region. The minimum low-
er boundary of these parameters is physically unrealistic,
which suggests that the variance in these parameter values
is overestimated, probably because the model is insensi-
tive to the parameters.

RELIABILITY OF ESTIMATED HYDRAULIC
VALUES

The values of aquifer properties estimated through
model calibration (trial-and-error) and from nonlinear re-
gression are summarized in table 8. The hydraulic head
measurements made during the study were sufficient to es-
timate the horizontal hydraulic conductivity of aquifer ma-
terial (K., and Ky,e) and vertical anisotropy of materials
in the upper part of the aquifer (Kj,1). Individual confi-
dence intervals computed for these parameters (table 7)

suggest that reliable estimates of values for Ky, and Ky 5y
were obtained with the regression method, whereas the
value for K ,, was less reliable. The observed data were
insufficient to estimate values for the remaining aquifer
properties—vertical anisotropy of the lower aquifer (K,
v2), storage coefficient and specific yield, and vertical hy-
draulic conductivity of the riverbed (X)).

No attempt was made to assess the effect of the zona-
tion pattern used in the model on the estimated values, but
the assumed pattern of a small zone of high hydraulic con-
ductivity bounded laterally and above by material of lower
hydraulic conductivity is supported by the simulation re-
sults. Other zonation patterns could be evaluated with re-
peated trials of the regression procedure. Sun and Yeh
(1985) discussed an automated method for determining
optimal zonation through a different inverse method.

Alternative Parameter Sets

The difference between the parameter sets obtained
through trial-and-error and nonlinear regression can be
measured with the “W” statistic defined by Cooley and
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Table 7. Values of aquifer properties estimated by regression and their confidence intervals at 95-percent level

Aquifer
property

Individual
confidence
interval

Joint
confidence
interval

Estimated
value

Vertical hydraulic conductivity of riverbed (ft/d) ------- K
Anisotropy:

Upper aquifer

Lower aquifer
Horizontal hydraulic conductivity of aquifer (ft/d):

Value for zone 7 in layer 3-------------o-ceemeee K

Base value for all other zones —---------e—-——- K

0.002 + 0.090 + 0.160
+ 140

+ 97

+ 260
+ 170

350
20

+ 12,000
+ 210

+ 22,000
+ 370

13,000
670
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Figure 30. Normal probability plots for residuals. A, Model
residuals, e;. B, Four sets of uncorrelated, random normal
deviates, d;. C, Four sets of simulated residuals, g;.
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Table 8. Values of aquifer properties estimated through simulation of ground-water flow

Aquifer Initial Model Nonlinear
property Symbol estimate calibration regression
Vertical hydraulic conductivity of riverbed (ft/d) ----—--- K| 5.0 0.1 0.002
Anisotropy:
Upper aquifer Kt 100 250 350
Lower aquifer hiv2 100 125 2
Horizontal hydraulic conductivity of aquifer (ft/d):
Maximum value K ax 2,000 10,000 13,000
Base value Ky 2,000 500 670
Minimum value K in 2,000 500 210
Model error:
Root mean square rms a7 17 A2
Sum of squared error SSE 28.0 6.08 .63

Naff (1990, p. 172; eq 5.6-17). A large value of W relative
to the value F (p, n — p) (see eq 14) indicates that the
parameter sets differ at a significance level, a. Application
of the W statistic as a rigorous hypothesis test requires the
assumptions that the model is correct and that the residu-
als are uncorrelated, normally distributed random num-
bers. Because the model did not fully meet these
assumptions, the W statistic indicates only qualitatively the
differences between the parameter sets.

The value of W computed by comparing simulation
results with the model calibration and nonlinear regression
parameter sets (table 8) is 24.2. This W value is much
larger than the value of 2.96 given by Fy¢5(5,14), which
indicates that the two sets differ considerably. Much of
this apparent difference is due to the effect of a single pa-
rameter, K ;,, which was initially estimated through non-
linear regression and then held constant. If the parameter
set estimated through model calibration is updated to in-
clude the value of K, estimated through nonlinear re-
gression, the value of W computed with the two parameter
sets is reduced to 2.80. Therefore, the two sets actually are
quite similar, except for the value of K ;..

Riverbed Hydraulic Conductivity

Measurements of hydraulic head were insufficient to
estimate vertical hydraulic conductivity of the riverbed
deposit (K;), although an upper bound of 0.1 ft/d seems
reasonable from sensitivity analysis that arbitrarily as-
sumed a riverbed thickness of 1 ft. The true thickness of
the riverbed deposits is unknown but may be as much as 5
ft, which would increase the estimate of K, to 0.5 ft/d.
Permeameter tests of core samples taken beneath the river-
bed yielded a value of 0.001 ft/d for sediment of low per-
meability. The effective hydraulic conductivity of the
riverbed deposits over a wide area is probably higher than
this value because these materials are distributed in dis-
continuous layers separated by sand and gravel. Therefore,
K, is estimated to be between 0.5 and 0.001 ft/d.

The vertical hydraulic conductivity of the riverbed
limits river infiltration into the aquifer, and uncertainty re-
garding this value is the major limitation in applying the
flow model to delineate the well-field catchment area. Sen-
sitivity analysis showed that the rate of river infiltration to
the well field and the size of the catchment area were
highly sensitive to this parameter. Depending on the value
of K, the well-field catchment area could range from 0.2
to 0.5 mi2, which represents 35 to 85 percent of the aqui-
fer’s surface area. The estimated volume of induced infil-
tration from the river could range from less than 10 to as
much as 70 percent of the ground water pumped by the
Kirkwood well field.

Values of riverbed hydraulic conductivity (K,) esti-
mated for this study area could be compared with those
estimated for other areas with the following qualifications.
(1) K, values estimated through simulation are dependent
on the assumed thickness of the riverbed deposit, which in
the Kirkwood area is unknown but assumed to range from
1 to 5 ft. (2) The origin and type of materials that form the
riverbed vary locally; values from the Kirkwood area may
be most representative of wide channels (greater than 100
ft) in the Susquehanna watershed in New York State. (3)
The Kirkwood study area may differ from other areas
within the glaciated Northeast in that the Susquehanna
River is relatively large, with a mean discharge of 3,000
ft3/s. Also, the river channel contains pools and riffles of
differing hydraulic characteristics; therefore, the model es-
timate of K represents the average vertical hydraulic con-
ductivity and reflects the permeability and density of
preferential pathways beneath the riverbed.

DATA REQUIRED FOR ESTIMATION OF
HYDRAULIC VALUES

This study showed that simulation models can be
used to estimate values for hydraulic properties if (1) the
simulation is sensitive to those properties, and (2) the ob-
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served heads are measured at locations corresponding to
areas in the model that are sensitive to those properties.
Heads need to be measured at several depths in the aquifer
to estimate vertical anisotropy, and directly beneath the
riverbed to estimate riverbed hydraulic conductivity.

Timing of Measurements

The timing of measurements used to calibrate tran-
sient-state simulations also is important. Estimation of
storage coefficient and specific yield requires measurement
of early and late parts of the drawdown curve during an
aquifer test (see fig. 21). Drawdowns generally need to be
measured during the first minute of the aquifer test to de-
fine the early part of the curve, and the test should be con-
tinued long enough to define the later part. Drawdown-
through-time data could be incorporated into the nonlinear
regression by computing model sensitivity at each time
step corresponding to a drawdown measurement. An in-
verse approach for estimating hydraulic properties under
transient conditions is discussed by Carrera and Neuman
(1986).

The steady-state simulations were found to be more
sensitive than transient-state simulations to changes in
riverbed hydraulic conductivity (X,). Changes in releases
from storage compensated for changes in river-infiltration
rate in transient-state simulations and decreased the model
sensitivity to this parameter. Model sensitivity in transient-
state simulations would increase for longer pumping peri-
ods with declining releases from storage. Steady-state sim-
ulations could be used to calibrate the model to
prepumping and postpumping conditions, but results of
these simulations would be more affected by model
boundaries than those of transient-state simulations.

Alternative Methods

Results of sensitivity analyses with steady-state sim-
ulations suggest that the estimate of K, could be im-
proved if the rate of infiltration through the riverbed were
known. Loss of water from the Susquehanna River
through infiltration cannot be determined directly from
streamflow measurements because river flow exceeds the
rate of infiltration at this site by at least 2 orders of mag-
nitude. Infiltration rates could perhaps be estimated, how-
ever, by other techniques currently under study (Lyford,
1986). These include mass balance computations based
on measured concentrations of environmental isotopes in
river, aquifer, and well water (Dysart, 1988), and determi-
nation of vertical ground-water velocities by comparison
of diurnal fluctuations of temperature (Lapham, 1989) or
dissolved oxygen in water samples from the river and
riverbed.

UTILITY OF SENSITIVITY AND NONLINEAR RE-
GRESSION ANALYSES

Both the sensitivity analysis and nonlinear regression
indicated the model to be sensitive to the same parameters.
The regression method gave an estimate of the anisotropy
of the upper part of the aquifer, whereas the anisotropy of
both the upper and lower parts were varied together as a
single parameter in the sensitivity analysis. The sensitivity
analysis provided an upper limit on the value of vertical
hydraulic conductivity of the riverbed, however, which
was not identified by the regression.

Reduction of Model Error

"The steps involved in estimating aquifer properties
during this study may be instructive in developing meth-
ods for subsequent simulation studies. Model error, meas-
ured as rms difference and sum-of-squared errors, for the
61 simulations run during model calibration and the 19 it-
erations of the nonlinear regrcssion,1 is plotted in figure
31. Model calibration required about 2 months of effort
and the regression required an additional month. An addi-
tional 26 simulations were run for the sensitivity analysis.
Simulations made during the first half of model calibration
show a trend of decreasing model error and finally ob-
tained a set of values that is fairly close to that obtained at
the end of the calibration. (A decreased grid spacing
adopted at simulation 31 produced a slight increase in
model error in subsequent simulations.) In contrast, simu-
lations made during the latter half of the calibration show
no trend in model error. These simulations investigated the
effects of changing two or more parameter values simulta-
neously, but the results were difficult to interpret. The final
set of simulations, based on the nonlinear regression, gen-
erally show a steady decrease in model error.

The second half of calibration provided little improve-
ment in model error, and the most efficient approach would
have been to follow the first 30 simulations immediately
by the nonlinear regression. This sequence combined with
a fully automated regression procedure would have saved
about 1.5 months of effort. Trial-and-error calibration was
necessary to develop the zonation pattern and provide fa-
miliarity with model response to changes in hydraulic val-
ues. The nonlinear regression, while refining the parameter
estimates, provided information on the correlation among
the parameters. The regression also identified the parame-
ters to which the model was sensitive and estimated the
uncertainty associated with the values obtained for each of
them. The model response to selected parameters could be
compared directly through the corresponding sensitivities.

"terations of the nonlinear regression each required six simulation
runs.
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Application of Nonlinear Regression

The modified nonlinear regression method was imple-
mented by a semiautomated procedure with the Mc-
Donald-Harbaugh model and the' FORTRAN 77 program
MULREG (appendix A). Data files required by the
ground-water flow model were generated by software de-
veloped for the study, but initiation of simulation runs re-
mained under manual control. The 19 iterations of the
Gauss-Newton method that were completed required more
than 100 simulation runs and about 50 hours of processing
time on a PRIME 750 computer. Only one zonation pat-
tern was analyzed with the method because of the exces-
sive time requirements of the semiautomated procedure. A
computer program for estimating parameter values through
nonlinear regression has been developed for use with the
U.S. Geological Survey finite-difference model used in
this study (Hill, 1992). With this new procedure, conver-
gence of the nonlinear regression can be obtained in a sin-
gle weekend run or in several overnight runs. It is
therefore possible to examine different zonation patterns
or sets of values within the time constraints of a typical
study.

Inverse methods such as the nonlinear regression pro-
cedure should be incorporated into simulation studies
along with the traditional trial-and-error approach. Some
trial-and-error calibration is necessary to obtain informa-
tion on the influence of boundary conditions and hydraulic
properties on model response and to develop a preliminary
zonation pattern for model parameters. Inverse methods
can then be applied to estimate the values and the uncer-
tainty and to test the effects of different zonation patterns.

Inverse methods can also be used at the beginning of a
modeling study to identify sensitive areas in the model
where data need to be collected.

SUMMARY AND CONCLUSIONS

The aquifer along the Susquehanna River near Kirk-
wood, N.Y., was selected as part of the study of the North-
eastern Glacial Valleys Aquifer System of the U.S.
Geological Survey’s Regional Aquifer System Analysis
(RASA) program to study hydraulic properties of a river-
bed and aquifer system near a large river in which pump-
ing-induced infiltration from the river cannot be measured
directly. Hydraulic conductivity of riverbed and aquifer
material were estimated through a previously developed
simulation model of ground-water flow. The reliability of
these estimates was assessed through sensitivity analysis
and nonlinear regression.

The aquifer consists of a 30- to 70-ft thickness of
sand and gravel underlain by sand and silt and bounded
below and laterally by till. Discontinuous layers of com-
pact, silty sand and gravel are interspersed throughout the
aquifer but are most common in the upper 20 to 30 ft.

The aquifer is in hydraulic connection with the Sus-
quehanna River, and records of ground-water levels and
temperatures indicate that the river significantly affects
ground-water flow. Production wells in the towns of Kirk-
wood and Conklin now capture ground water that previ-
ously discharged to the river and induce infiltration of
river water into the aquifer. Vertical hydraulic conductivity
of the riverbed materials limits the rate of river infiltration
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Figure 31. Model error during model calibration and nonlinear regression.
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for a given hydraulic gradient. Samples of riverbed materi-
al contain discontinuous layers of silty sand and gravel,
similar to those within the aquifer material, that restrict the
vertical movement of river water into the aquifer. The ver-
tical hydraulic conductivity of these layers, estimated by
constant-head, triaxial permeameter tests, is 1073 fud.

A three-dimensional finite-difference model was cali-
brated through trial and error to simulate an aquifer test in
the Kirkwood well field in October 1984. The overall
match between observed and predicted drawdowns was
close, and the root-mean-square error of model results was
17 percent. Analysis of residuals indicated, however, that
the model was biased in that drawdowns in the upper aq-
uvifer layers were underestimated and those in the lower
layers were overestimated. Hydraulic properties estimated
through trial-and-error calibration were as follows:

1. Horizontal hydraulic
CONAUCHVILY ...covrnnreeenirencncnenanns 500 to 10,000 ft/d

2. Anisotropy (ratio of horizontal to
vertical hydraulic conductivity)

UPPET AQUIfET.....ceceerniririereecreeeeeereeenanas 250
lower aquifer.......o.coceveeenircerceinsenscnunenns 125

3. Vertical hydraulic conductivity of
fverbed.......oiici e 0.1 to 0.5 ftd

Sensitivity analysis was used to investigate the effect
of differing values of hydraulic properties on residual error
(differences between simulated and measured water lev-
els). A sensitivity analysis indicated that a narrow range of
anisotropy values gave the smallest residual error in simu-
lated drawdowns. Residual error increased when the maxi-
mum hydraulic conductivity in the aquifer was lowered to
values less than 5,000 feet per day. Residual error also
was large for high values of vertical hydraulic conductivi-
ty of the riverbed, but decreased to a constant amount for
values less than 0.1 foot per day. Residual error was rela-
tively insensitive to changes in the storage coefficient and
specific yield. Infiltration from the river to the Kirkwood
well field and the size of catchment area predicted by
steady-state simulations were most sensitive to the vertical
hydraulic conductivity of the riverbed.

A nonlinear regression method was modified by ap-
proximating the sensitivity matrix with a perturbation
technique. The modified method was applied to the simu-
lation model to obtain an optimum set of hydraulic proper-
ties and to compute the variance of the estimated values.
The set of values obtained through the regression reduced
the root-mean-square error from 17 to 12 percent and also
reduced the model bias.

Results of the nonlinear regression indicated that tran-
sient-state simulations were sufficiently sensitive to esti-
mate values of hydraulic conductivity of the aquifer (210
to 13,000 ft/d) and the anisotropy ratio of the upper part of
the aquifer (350:1). Values obtained through trial-and-error

calibration fell within the 95-percent confidence intervals
computed for these parameters. Anisotropy of the lower
part of the aquifer could not be estimated because the ver-
tical head gradient within the lower part was not meas-
ured. Transient-state  simulations were relatively
insensitive to the vertical hydraulic conductivity of the
riverbed because releases from storage reduced the influ-
ence of river infiltration during the simulated aquifer test.

The vertical hydraulic conductivity of the riverbed
was estimated to be 0.5 to 0.001 ft/d. Uncertainty regard-
ing this value is the major limitation in applying the flow
model to delineate the well-field catchment area and to
compute the amounts of water entering the pumped well
from the river and adjacent areas. Comparison of these
values with those obtained in similar areas elsewhere
should consider (1) the assumed thickness of the riverbed
deposit and (2) the origin and type of materials that form
the riverbed.

Simulation models can be used to estimate hydraulic
properties if the models are sensitive to the properties and
if the observed data are obtained at locations correspond-
ing to areas in the model that are sensitive to the proper-
ties. Observations at differing time intervals are necessary
to calibrate storage terms used in transient-state simula-
tions. Steady-state simulations are more sensitive than
transient-state simulations to the vertical hydraulic con-
ductivity of the riverbed and to model boundaries.

The development of simulation models would benefit
from use of estimation techniques, such as nonlinear re-
gression, together with trial-and-error calibration and sen-
sitivity analysis. Estimation techniques are useful for
investigating the interactions between parameters and for
quantifying model sensitivities. The distribution of model
sensitivity can be used to identify areas within model
boundaries where data are needed to estimate hydraulic
properties.
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APPENDIX: FORTRAN 77 LISTING OF COMPUTER PROGRAM MULREG

The computer program MULREG was written in FORTRAN 77 by R. L. Cooley, U.S. Geological Survey, Denver,
Colo., to solve the set of normal equations derived through the development of the nonlinear regression method. This
development is described in Cooley and Naff (1990, p. 61-71), and the normal equations are defined therein by equation
3.3-10 on page 62.

This appendix includes a listing of the program and a sample of the program output generated from the parameter
values listed in table 4. The data required as program input and the values computed by the program are listed below in
table 9.

Table 9. Input and output data used in computer program
MULREG

[n, number of observations; p, number of parameters]

Variables Definition
Input
Measured hydraulic head
W, e Reliability weights assigned to measured values
. of hydraulic head
L Hydraulic head computed by ground-water flow
model
Bp ------------ Estimated parameters
pr" --------- Sensitivity matrix computed by perturbation
Output
BNEW_---- New estimates of parameter values
P . .
COVPXP ----  Covariance matrix
COR,, - Correlation matrix
VAR ------- Error variance
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PROGRAM INPUT

aoQaaaon

oMo Ne]

10

12

14

16
18
20
24
26

28

MULREG.F77

GENERAL LINEAR OR NONLINEAR REGRESSION PROGRAM
VERSION FOR NONLINEAR REGRESSION
BY RICHARD L. COOLEY, U.S.G.S./WRD, DENVER, COLORADO
DIMENSION Y(50),W(50),F(50),X(20,50),C(20,20),SCLE(20),G(20)
$,B(20),D(20),BNWEW(20),COV(20,20),COR(20,20)
COMMON/SEN/F,X,B
COMMON/SOL/C,G,CSA,AMP, DET, IFO, IND
OPEN (5,FILE='MULREG.DAT’,STATUS='OLD’,ACCESS='SEQUENTIAL’
$,FORM='FORMATTED’ )
OPEN (6,FILE='MULREG.OUT',STATUS='NEW’,ACCESS='SEQUENTIAL’
$ ,FORM='"FORMATTED" )
FORMAT LIST
FORMAT (2I5,3F10.0,15)

FORMAT (1H1,36HNO. OF OBSERVATIONS (NOBS) — = ,I7
$/1H ,36HNO. OF PARAMETERS (NPAR) —— = ,I7

$/1H ,36HMAX. PARAMETER CORRECTION (DMAX) = ,Gl1.5
$/1H ,36HSEARCH DIR. ADJUSTMENT PAR. (CSA) = ,Gll.5
$/1H ,36HCLOSURE CRITERION (TOL) —— = ,Gl1.5

$/1H ,36HMAXIMUM NO. OF ITERATIONS (ITMX) = ,I7)

FORMAT (8F10.0)
FORMAT (1HO,17X,37HOBSERVED VALUES OF DEPENDENT VARIABLE
$/1H ,3(4X,3HNO.,11X,1HY,5X))
FORMAT (1HO0,26X,19HRELIABILITY WEIGHTS
$/1H ,3(4X,3HNO.,11X,1HW,5X))
FORMAT (1H0,21X,29HINITIAL REGRESSION PARAMETERS
$/1H ,3(4X,3HNO.,11X,1HB,5X))
FORMAT (1HO,l16HITERATION NO. = ,I5/1H ,6HRSQ = ,Gll1l.5
$,2X,6HDET = ,Gl1.5/1H ,6HAMP = ,Gl11.5,2X,5HAP = ,Gll.5
$,2X,6HDMX = ,Gl1.5
$/1H ,42HCURRENT ESTIMATES OF REGRESSION PARAMETERS)
FORMAT ((1H ,10(Gl1.5,2X)))
FORMAT (1HO,41HVARIANCE-COVARIANCE MATRIX FOR PARAMETERS)
FORMAT (1HO,33HCORRELATION MATRIX FOR PARAMETERS)
FORMAT (1HO,17HERROR VARIANCE = ,Gl1.5)
FORMAT (1HO,17X,37HCOMPUTED VALUES OF DEPENDENT VARIABLE
$/1B ,3(4X,3HNO.,11X,1HF,5X))
FORMAT (1HO0,27X,18HWEIGHTED RESIDUALS
$/1H ,3(4X,3HNO.,11X,1HR,5X))
FORMAT (1HO,18HSENSITIVITY MATRIX)

DEFINE NUMBER OF ROWS DIMENSIONED FOR X
NPD=20

READ PROBLEM SPECIFICATION VARIABLES
READ(S,2) NOBS,NPAR,DMAX,CSA,TOL,ITMX
WRITE(6,4) NOBS,NPAR,DMAX,CSA,TOL,ITMX

READ OBSERVATIONS OF DEPENDENT VARIABLE
READ(5,6) (Y(K),K=1,NOBS)
WRITE(6,8)
CALL PRTOT(Y,NOBS,1,0)

READ RELIABILITY WEIGHTS
READ(5,6) (W(K),K=1,NOBS)
WRITE(6,10)
CALL PRTOT(W,NOBS,1,0)

READ INITIAL PARAMETER VALUES
READ(5,6) (B(K),K=1,NPAR)
WRITE(6,12)
CALL PRTOT(B,NPAR,1,0)

READ AND PRINT INDEPENDENT VARIABLES

SET UP FOR

COMPUTING SENSITIVITIES AND DEPENDENT VARIABLE VALUES
CALL SENIN(NOBS,NPAR)

INITIALIZE D VECTOR, DMX, AP, AMP, AND IFO
DO 40 J=1,NPAR

Appendix: Fortran 77 Listing of Computer Program Muireg
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44

40

45

50
60

70
80

90

100

110

120

130

140

150

160

D(J)=0.
DMX=DMAX
AP=1.
AMP=0.
IFO=0
BEGIN ITERATION LOOP
NM1=NPAR-1
DO 180 N=1,ITMX
ITER=N
COMPUTE SENSITIVITIES AND DEPENDENT VARIABLE VALUES
CALL SCALC(D,NOBS,NPAR)
ASSEMBLE COEFFICIENT MATRIX AND GRADIENT VECTOR
DO 60 J=1,NPAR
DO 50 I=J,NPAR

Cc(I,J)=0.
C(J,I)=0.
G(J)=0.
RSQ=0.

DO 90 K=1,NOBS
TMPA=Y (K)-F(K)
DO 80 J=1,NPAR
TMPB=W(K)*X(J,K)
DO 70 I=J,NPAR
C(I,J)=X(I,K)*TMPB+C(I,J)
G(J)=TMPB*TMPA+G(J)
RSQ=RSQ+TMPA*W(K) *TMPA
CONTINUE
IF(NPAR.LT.2) GO TO 140
SCALE COEFFICIENT MATRIX AND GRADIENT VECTOR
DO 100 J=1,NPAR
SCLE(J)=SQRT(C(J,J))
DO 120 J=1,NM1
TMPA=SCLE (J)
JP1=J+1
DO 110 I=JP1,NPAR
C(I,J)=C(I,J)/(SCLE(I)*TMPA)
C(J,I)=C(I,J)
G(J)=G(J)/TMPA
C(J,J)=1.+AMP
G(NPAR)=G (NPAR) /SCLE (NPAR)
C(NPAR,NPAR)=1,+AMP
COMPUTE PARAMETER STEP LENGTHS
CALL SOLVE(D,NPAR)
IF(IND.GT.0) GO TO 350
IF(IFO.GT.0) GO TO 210
DO 130 J=1,NPAR
D(J)=D(J)/SCLE(J)
GO TO 150
CALCULATE STEP LENGTH FOR SINGLE-PARAMETER CASE
DET=C(1,1)
SCLE(1)=1.
IF(IFO.GT.0) GO TO 280
D(1)=G(1)/DET

COMPUTE DAMPING PARAMETER AND NEW ESTIMATES OF REGRESSION C

ADMX=0.

DMXO=DMX

DO 160 J=1,NPAR
TMPA=B(J)

IF(TMPA.EQ.0.) TMPA=1.
TMPA=D(J) /TMPA
TMPB=ABS ( TMPA)
IF(TMPB.LE.ADMX) GO TO 160
DMX=TMPA

ADMX=TMPB

CONTINUE

IF(ITER.LE.1) GO TO 166

PARAMETERS
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164
166

170

180

210

220

230

240

250
260

280

290

310
320

330
340

350

SPR=DMX/ (AP*DMXO)

IF(SPR.LT.-1.) GO TO 164
AP=(3.+SPR)/(3.+ABS(SPR))

GO TO 166

AP=,5/ABS(SPR)

IF (AP*ADMX.GT.DMAX) AP=DMAX/ADMX
DO 170 J=1,NPAR
BNEW(J)=B(J)+AP*D(J)

PRINT DATA FROM CURRENT ITERATION
WRITE(6,14) ITER,RSQ,DET,AMP,AP,DMX
WRITE(6,16) (BNEW(J),J=1,NPAR)

CHECK FOR CONVERGENCE
IF(ADMX.GT.TOL) GO TO 180
IFO=1
AMP=0.

CONTINUE
IFO=1
AMP=0.,
GO TO 45

COMPUTE THE INVERSE OF THE SCALED COEFFICIENT MATRIX

C(NPAR,NPAR)=1./C(NPAR,NPAR)
DO 260 K=1,NM1
KP1=K+1

DO 230 I=KP1,NPAR
SUM=0.

IMl=I-1

DO 220 J=K,IM1
SUM=SUM+C(I,J)*C(J,K)
C(K,I)==SUM
C(I,K)=-SUM*C(I,I)

pO 250 I=1,K
SUM=C(K,I)

DO 240 J=KP1,NPAR
SUM=SUM+C(J,K)*C(I,J)
C(K,I)=SUM
C(I,K)=C(K,I)
CONTINUE

GO TO 290
c(1,1)=1./DET

COMPUTE ERROR VARIANCE
VAR=RSQ/ (NOBS-NPAR)

COMPUTE AND PRINT VARIANCE-COVARIANCE MATRIX FOR PARAMETERS
DO 320 J=1,NPAR
TMPA=SCLE (J)

DO 310 I=J,NPAR
COV(I,J)=VAR*C(I,J)/(SCLE(I)*TMPA)
COV(J,I)=COV(I,J)

SCLE (J)=SQRT(COV(J,J))

WRITE(6,18)

CALL PRTOT(COV,NPAR,NPAR,NPD)

COMPUTE AND PRINT CORRELATION MATRIX FOR PARAMETERS
DO 340 J=1,NPAR
TMPA=SCLE(J)

DO 330 I=J,NPAR
COR(I,J)=COV(I,J)/(SCLE(I)*TMPA)
COR(J,I)=COR(I,J)

CONTINUE

WRITE(6,20)

CALL PRTOT(COR,NPAR,NPAR,NPD)

PRINT ERROR VARIANCE
WRITE(6,22) VAR

PRINT COMPUTED DEPENDENT VARIABLE VALUES
WRITE(6,24)

CALL PRTOT(F,NOBS,1,0)

COMPUTE AND PRINT WEIGHTED RESIDUALS

DO 360 I=1,NOBS
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360 Y(I)=SQRT(W(I))*(F(I)-Y(I))
WRITE(6,26)
CALL PRTOT(Y,NOBS,1,0)

o PRINT SENSITIVITIES
WRITE(6,28)
CALL PRTOT(X,NPAR,NOBS,NPD)
STOP
END

SUBROUTINE PRTOT(C,NR,NC,NRD)
IF NC>1, PRINT MATRIX DIVIDED VERTICALLY INTO TEN-COLUMN
BLOCKS
IF NC=1, PRINT VECTOR IN THREE COLUMNS
DIMENSION C(1)
C FORMAT LIST
10 FORMAT (1HO,8X,I3,9(9X,I3))
20 FORMAT (1H )
30 FORMAT (1H ,13,10(1%X,G11.5))
40 FORMAT (1HO)
50 FORMAT (1H ,3X,3(I3,7X,Gl1.5,3X))

c PRINT MATRICES
IF(NC.EQ.1) GO TO 80
po 70 L=1,NC,10
J10=1+9
IF(J10.GT.NC) J10=NC
WRITE(6,10) (J,J=L,J10)

WRITE(6,20)
KBC=(L~1)*NRD
KEC=(J10-1)*NRD
DO 60 I=1,NR
KB=KBC+I
KE=KEC+I
WRITE(6,30) I,(C(K),K=KB,KE,NRD)
60 CONTINUE
WRITE(6,40)
70 CONTINUE
RETURN
C PRINT VECTORS
80 =NR/3
IF((3*N).NE.NR) N=N+1
DO 90 K=1,N
WRITE(6,50) (L,C(L),L=K,NR,N)
90 CONTINUE
RETURN
END
SUBROUTINE SOLVE(D,NPAR)

C COMPUTE PARAMETER STEP LENGTHS USING THE MARQUARDT PROCEDURE
DIMENSION C(20,20),G(20),D(20)
COMMON/SOL/C,G,CSA,AMP, DET, IFO, IND

c FORMAT LIST

10 FORMAT (43HOLEAST SQUARES COEFFICIENT MATRIX SINGULAR:
$/29H POSSIBLY NOT A GOOD SOLUTION) ‘

[eNeKe!

c COMPUTE TRIAL PARAMETER STEP LENGTHS USING LDU FACTORIZATION:
c DECOMPOSE MATRIX
NM1=NPAR-1
20 IND=0
DET=1.
DO 60 K=1,NMl
PIV=C(K,K)

DET=DET*PIV
IF(PIV.GT.1.E-10) GO TO 30
WRITE(6,10)

IND=1
GO TO 115

30 PIV=1l./PIV
KP1=K+1
DO 50 J=KP1l,NPAR
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[e e Ne]

40
50

60

65

70

75
80

85

90

100

110

115

120
130

999

10
30

40

TMPA=C(J,K)*PIV
DO 40 I=J,NPAR
C(I,J)=C(I,J)-TMPA*C(I,K)
CONTINUE
C(K,K)=PIV
CONTINUE
DET=DET*C (NPAR,NPAR)
IF (C(NPAR,NPAR).GT.1.E-10) GO TO 65
WRITE(6,10)
IND=1
GO TO 115
IF(IFO.GT.0) GO TO 999
FORWARD SUBSTITUTE
DO 70 I=1,NPAR
D(I)=G(I)
DO 80 K=1,NM1
TMPA=D(K)*C(K,K)
KP1=K+1
DO 75 J=KP1l,NPAR
D(J)=D(J)-C(J,K)*TMPA
CONTINUE
BACK SUBSTITUTE
D(NPAR)=D(NPAR) /C(NPAR,NPAR)
I=NPAR
I=I-1
IF(I.LT.1) GO TO 100
IP1=I+1
SUM=0.
DO 90 J=IP1,NPAR
SUM=SUM+C(J,I)*D(J)
D(I)=(D(I)-SUM)*C(I,I)
GO TO 85
CHECK SOLUTION AND ADD MARQUARDT PARAMETER IF NEEDED
SUM=0.
SUMA=0.
SUMB=(0.
DO 110 I=1,NPAR
SUM=SUM+D(I)*G(I)
SUMA=SUMA+D(I)*D(I)
SUMB=SUMB+G(I)*G(I)
IF (SUM.GT.CSA*SQRT (SUMA*SUMB)) GO TO 999
AMP=1.5*AMP+.001
IF(AMP.GT.1.) GO TO 999
DO 130 I=1,NPAR
C(I,I)=1.+AMP
DO 120 J=I,NPAR
c(J,I)=C(I1,J)
CONTINUE
GO TO 20
RETURN
END
SUBROUTINE SENIN(NTOT,NPAR)
READ SENSITIVITIES
COMPUTE INITIAL DEPENDENT
VARIABLE VALUES FOR LINEAR REGRESSION
DIMENSION F(50),X(20,50),B(20)
COMMON/SEN/F,X,B
FORMAT LIST
FORMAT (8F10.0)
FORMAT (1HO,13X,45HINITIAL COMPUTED VALUES OF DEPENDENT VARIABLE
$/1H ,3(4X,3HNO.,11X,1HY,5X))
READ SENSITIVITIES
DO 40 J=1,NTOT
READ(5,10) (X(I,J),I=1,NPAR)
CONTINUE
COMPUTE VALUES OF INITIAL DEPENDENT VARIABLE PROGRAM LISTING (continued)
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DO 60 J=1,NTOT
SUM=0.
DO 50 I=1,NPAR
50 SUM=SUM+X(I,J)*B(I)
60 F(J)=SUM

c PRINT VALUES OF INITIAL DEPENDENT VARIABLE
WRITE(6,30)

CALL PRTOT(F,NTOT,1,0)
RETURN

END

SUBROUTINE SCALC(D,NTOT,NPAR)

c COMPUTE NEW DEPENDENT VARIABLE VALUES FOR LINEAR REGRESSION
DIMENSION F(50),X(20,50),B(20),D(20)
COMMON/SEN/F,X,B
DO 30 J=1,NTOT
SUM=F(J)

DO 20 I=1,NPAR
20 SUM=SUM+X(I,J)*D(I)
30 F(J)=SUM

RETURN

END

PROGRAM OUTPUT

NO. OF OBSERVATIONS (NOBS) ——====== = 19
NO. OF PARAMETERS (NPAR) —===—=-===== = 5
MAX. PARAMETER CORRECTION (DMAX}-- = 0.25000
SEARCH DIR. ADJUSTMENT PAR. (CSA) = 0.00000
CLOSURE CRITERION (TOL) —==w-==ew=e= = 0.10000E-02

MAXIMUM NO. OF ITERATIONS (ITMX) - 1
OBSERVED VALUES OF DEPENDENT VARIABLE

NO. Y NO. Y NO. Y
1 1.4200 8 1.0800 15 2.3400
2 0.74000 9 1.1600 16 1.3000
3 1.1800 10 1.1600 17 1.2600
4 0.85000 11 1.0700 18 1.0600
5 1.2300 12 1.6300 19 1.3000
6 1.5600 13 1.4900
7 1.2000 14 1.5300
RELIABILITY WEIGHTS
NO. w NO. W NO. W
1 1.0000 8 1.0000 15 1.0000
2 1.0000 9 1.0000 16 1.0000
3 1.0000 10 1.0000 17 1.0000
4 1.0000 11 1.0000 18 1.0000
5 1.0000 12 1.0000 19 1.0000
6 1.0000 13 1.0000
7 1.0000 14 1.0000
INITIAL REGRESSION PARAMETERS
NO. B NO. B NO. B
1 0.23000E-02 3 2.0000 5 673.00
2 345.00 4 13010.
INITIAL COMPUTED VALUES OF DEPENDENT VARIABLE
NO. Y NO. Y NO. Y
1 1.3770 8 1.2820 15 2.3670
2 0.70400 9 0.95800 16 1.1380
3 0.98600 10 1.1050 17 1.1310
4 0.94900 11 1.3460 18 1.1090
5 1.1440 12 1.7660 19 1.5810
6 1.1440 13 1.2190
7 1.0820 14 1.5790
ITERATION NO. = 1
RSQ = 0.62508 DET = 0.35435E-01
AMP = 0.00000 AP = 0.93794E-02 DMX = -26.654
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CURRENT ESTIMATES OF REGRESSION PARAMETERS

0.21524E-02 345.20 1.5000 13015. 673.10
VARIANCE-COVARIANCE MATRIX FOR PARAMETERS
1 2 3 4 5
1 0.17772E-02 0.24356 -.90164 -75.353 -1.6406
2 0.24356 4421.4 -1934.5 -64504. 4752.7
3 -.90164 -1934.5 2015.6 83803. -997.25
4 -75.353 -64504. 83803. 0.34214E+08 -.11481E+06
5 -1.6406 4752.7 -997.25 -.11481E+06 9289.9
CORRELATION MATRIX FOR PARAMETERS .
1 2 3 4 5
1 1.0000 0.86889E-01 -.47639 -.30558 -.40377
2 0.86889E-01 1.0000 -.64801 -.16585 0.74158
3 -.47639 -.64801 1.0000 0.31912 -.23046
4 -.30558 -.16585 0.31912 1.0000 -.20364
5 -.40377 0.74158 -.23046 -.20364 1.0000
ERROR VARIANCE = 0.44649E-01
COMPUTED VALUES OF DEPENDENT VARIABLE
NO. F NO. F NO. F
1 1.3770 8 1.2820 15 2.3670
2 0.70400 9 0.95800 16 1.1380
3 0.98600 10 1.1050 17 1.1310
4 0.94900 11 1.3460 18 1.1090
5 1.1440 12 1.7660 19 1.5810
6 1.1440 13 1.2190
7 1.0820 14 1.5790
WEIGHTED RESIDUALS
NO. R NO. R NO. R
1 -.43000E-01 8 0.20200 15 0.27000E-01
2 -.36000E-01 9 -.20200 16 -.16200
3 -.19400 10 -.55000E-01 17 -.12900
4 0.99000E-01 11 0.27600 18 0.49000E-01
5 -.86000E-01 12 0.13600 19 0.28100
6 -.41600 13 -.27100
7 -.11800 14 0.49000E-01
SENSITIVITY MATRIX
1 2 3 4 5
1 0.00000 -1.7691 -1.7691 -1.7691 -1.7691
2 0.27245E-02 0.12738E-02 0.14153E-03 0.13445E-02 0.23353E-02
3 0.24414E-02 0.00000 -.24414E-02 0.00000 0.12207E-02
4 0.15951E-04 0.93828E-05 -.93828E-06 -.46914E-05 -.46914E-05
5 -.13785E-02 -.68925E-03 -.92505E-03 -.87064E-03 -.88877E-03
6 7 8 9 10
1 -1.7691 0.00000 0.00000 -1.7691 0.00000
2 0.38921E-03 0.10969E-02 0.24060E-02 0.21583E-02 0.26891E-02
3 -.24414E-02 0.00000 0.12207E-02 0.00000 0.00000
4 -.37531E-05 -.28148E-05 -.37531E-05 -.28148E-05 -.46914E-05
5 -.14329E-02 -.13241E-02 -.12153E-02 -.77994E-03 -.79808E-03
11 12 13 14 15
1 -1.7691 -1.7691 -1.7691 -1.7691 -1.7691
2 0.45998E-03 0.26891E-02 0.67227E-03 0.26183E-02 0.30429E-02
3 -.12207E-02 0.24414E-02 0.00000 0.24414E-02 0.36621E-02
4 -.37531E-05 -.75062E-05 -.46914E-05 -.46914E~05 -.36593E-04
5 -.17957E-02 -.16324E-02 -.16506E-02 -.15236E~02 -.20133E-02
16 17 18 19
1 -3.5383 -3.5383 -3.5383 0.00000
2 0.70765E-04 0.00000 0.10615E-03 0.25122E-02
3 -.24414E-02 -.24414E-02 0.00000 0.12207E-02
4 -.65680E-05 -.65680E-05 -.56297E-05 -.65680E-05
5 -.54415E-03 -.65298E-03 -.72553E-03 -.14692E-02
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